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SUFFICIENT OPTIMALITY CONDITIONS AND SEMI-SMOOTH
NEWTON METHODS FOR OPTIMAL CONTROL OF STATIONARY

VARIATIONAL INEQUALITIES
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Abstract. In this paper sufficient second order optimality conditions for optimal control problems
subject to stationary variational inequalities of obstacle type are derived. Since optimality conditions
for such problems always involve measures as Lagrange multipliers, which impede the use of efficient
Newton type methods, a family of regularized problems is introduced. Second order sufficient optimality
conditions are derived for the regularized problems as well. It is further shown that these conditions
are also sufficient for superlinear convergence of the semi-smooth Newton algorithm to be well-defined
and superlinearly convergent when applied to the first order optimality system associated with the
regularized problems.

Mathematics Subject Classification. 49K20, 47J20, 49M15.

Received July 14, 2010. Revised February 2, 2011.
Published online July 22, 2011.

1. Introduction, problem statement, regularization

We consider the optimal control problem:⎧⎪⎪⎨
⎪⎪⎩

min J(y, u) = g(y) + j(u)

over u ∈ L2(Ω) under the variational inequality constraint

a(y, φ− y) ≥ (u, φ− y), y ∈ K, for all φ ∈ K,

(P)

where a : H1
0 (Ω) ×H1

0 (Ω) → R is a bilinear form satisfying

ν1|v|2H1
0
≤ a(v, v), and a(v, w) ≤ ν2|v|H1

0
|w|H1

0
, (1.1)

with 0 < ν1 ≤ ν2, and
K = {v ∈ H1

0 (Ω) : v ≤ ψ}. (1.2)
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Throughout the paper it will be convenient to alternatively use the operator representation of the bilinear form,
i.e.

a(v1, v2) = 〈Av1, v2〉, for v1, v2 ∈ H1
0 (Ω),

where 〈·, ·〉 stands for the duality pairing betweenH−1(Ω) and H1
0 (Ω). It is well known that under the conditions

to be specified below the variational inequality in (P) can equivalently be expressed as

Ay + λ = u, y ≤ ψ, λ ≥ 0, (λ, y − ψ)L2 = 0, (1.3)

where λ ∈ L2 and ψ ∈ H1
0 (Ω). In this way (P) is an optimization problem subject to a complementary condition

constraint. Since λ ∈ L2(Ω), the complementarity condition in (1.3) can equivalently be expressed as

λ = max(0, λ+ c(y − ψ)), (1.4)

for any c > 0.
If the bilinear form a is symmetric, the variational inequality constraint is also equivalent to the optimization

problem
min 1

2 a(y, y) − (y, u)L2 over y ∈ K, (1.5)
so that (P) can alternatively be considered as a bilevel optimization problem with the additional constraint
y ∈ K. Here (·, ·)L2 denotes the scalar product in L2(Ω). In the sequel the index L2 will frequently be omitted.

Let us describe the structure and contributions of this paper. Section 2 is devoted to optimality conditions
for (P). While the focus is put on sufficient optimality conditions, we shall also recapture first order necessary
optimality conditions. In this respect the literature essentially offers two approaches. One is based on convex
analysis techniques, see for instance [16], the other one on approximation methods, we refer to [1,12], and further
references given there. The main concern here is to obtain a system of conditions as complete as possible, so
that its solutions in turn provide the solution to (P), see e.g. [3]. Problem (P) can be viewed as multi-level
optimization problem. While such problems have received repeated attention in the finite-dimensional context,
see for instance [19], this point of view is not common in the infinite dimensional setting. See, however, the
recent contribution [9]. To the authors’ knowledge, sufficient conditions for control of variational inequalities
were not investigated yet. The only result in this context is due to [15]: there it is proven that (P) is convex
if ψ ≤ yd, which means that the desired state is “behind” the obstacle. Let us point out the related work on
sufficient optimality conditions for control of state-constrained optimal control problems, in e.g. [5–7,17,18].

In fact, it is worthwhile to compare the optimal control problem considered here, to the following optimal
control problem subject to state constraints:⎧⎪⎪⎨

⎪⎪⎩
min J(y, u) = g(y) + j(u)

over u ∈ L2(Ω), y ∈ K, under the elliptic equation

Ay = u.

If the bilinear form a is symmetric (or A is self-adjoint), both problems can be expressed as bilevel optimization
problems. Problem (P) can be written as:

min J(y, u) over all u ∈ L2(Ω) and y ∈ H1
0 (Ω) with

y = argminy∈K
1
2a(y, y) − (y, u)L2 ,

whereas the state constrained problem can be written as

min J(y, u) over all u ∈ L2(Ω) and y ∈ K with

y = argminy∈H1
0 (Ω)

1
2a(y, y) − (y, u)L2 .
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The essential difference between both problems is now evident: In the variational inequality control problem, the
constraint y ≤ ψ is prescribed in the inner problem, whereas for the state constrained problem this constraint
appears in the outer problem. This implies that for (P) every control is feasible, whereas for the state constrained
problem the inequality y ≤ ψ is in fact a restriction on the set of feasible controls. Consequently the first-order
necessary optimality conditions differ as well. Problem (P) relies on two multipliers associated to the constraint
y ∈ K, denoted by λ and μ below, where one, λ, is non-negative. The state-constrained problem involves only
one multiplier for y ∈ K, which is a non-negative measure.

In Section 3 we investigate properties of a regularization of (P). This does justice to the fact that the
Lagrange multiplier λ associated to the inequality constrained y ≤ ψ as well as the multiplier, which will be
called μ below and is associated to the complementary system in (1.3), are measures only, and such constitute
quantities that are not amenable to numerical discretization and realisation. The regularized problems that will
be utilized are given by ⎧⎪⎪⎨

⎪⎪⎩
min J(y, u) = g(y) + j(u)

over u ∈ L2(Ω) subject to

Ay + maxc(λ̄+ c(y − ψ)) = u,

(Pc)

where λ̄ ≥ 0, λ̄ ∈ L2(Ω) is given, and maxc is the C1-approximation of x→ max(0, x) constructed by

maxc(0, x) =

⎧⎪⎪⎨
⎪⎪⎩

x, for x ≥ 1
2c

c
2 (x+ 1

2c)
2, for |x| ≤ 1

2c

0, for x ≤ − 1
2c ·

(1.6)

For properly chosen λ̄ the solutions yc to (Pc) are feasible, i.e. yc ≤ ψ, see Section 3.2 below. This was observed
in [12] and will be further analysed and used in the present paper. If g and j are C1-regular, then the first order
optimality system for (Pc) is given by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ayc + maxc(λ̄ + c(yc − ψ)) = uc,

A∗pc + c sgnc(λ̄+ c(yc − ψ)) pc + g′(yc) = 0,

j′(uc) − pc = 0,

(1.7)

where

sgnc(x) =

⎧⎪⎪⎨
⎪⎪⎩

1, for x ≥ 1
2c

c(x + 1
2c), for |x| ≤ 1

2c

0, for x ≤ − 1
2c ,

(1.8)

and the expressions λc := maxc(λ̄ + c(yc − ψ)) and μc := c sgnc(λ̄ + c(yc − ψ))pc in (1.7) tend to measure-
valued Lagrange multipliers as c→ ∞. Section 3 also contains a discussion of second order sufficient optimality
conditions for (Pc).

Solving (1.7) numerically by Newton-type methods is impeded by the lack of C1 regularity of the sgnc
operator. In Section 4 it will be shown that semi-smooth Newton methods are applicable to (1.7) [14]. This
requires the verification of Newton differentiability, which is quite standard by now, as well as well-posedness of
the Newton-step and uniform boundedness of the inverse of the generalized derivatives, which is more delicate
to verify. Here this will be achieved under a second-order sufficient optimality condition.

In a followup paper we address numerical issues related to solving (Pc) and in particular on the choice of
the parameter c. This will make use of the properties of the path associated to (Pc), i.e. on the mapping
c→ (yc, uc, λc).
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Standing assumptions

Throughout the paper we rely on the following regularity assumptions.
(i) The domain Ω ⊂ R

n, n ∈ {2, 3} is bounded, and its boundary is of class C1,1.
(ii) The operator A is an elliptic differential operator defined by

(Ay)(x) = −
n∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj
y(x)

)
+

n∑
j=1

aj(x)
∂

∂xj
y(x) + a0(x)y(x)

with functions aij ∈ C0,1(Ω̄), aj , ∂
∂xj

aj , a0 ∈ L∞(Ω) satisfying the conditions aij(x) = aji(x) and

n∑
i,j=1

aij(x)ξiξj ≥ δ0|ξ|2 a.e. on Ω for all ξ ∈ R
n

with some δ0 > 0. Additionally, we require a0(x) ≥ δ1 ≥ 0 with δ1 sufficiently large such that the
bilinear form a(·, ·) induced by A fulfills the coercivity condition (1.1).

(iii) The obstacle ψ fulfills ψ ∈ H1
0 (Ω) ∩H2(Ω) with max(0,−Aψ) ∈ L∞(Ω).

As a consequence of assumption (iii) the bilinear form a satisfies the weak maximum principle:

a(y+, y) = 0 implies that y+ = 0, for y ∈ H1
0 (Ω),

where y+ = max(0, y). Some of the results can be obtained under weaker regularity assumption on the domain Ω
and the coefficients of A, specifically in these cases it suffices that the boundary of Ω is Lipschitz continuous
and the coefficients of A are sufficiently regular so that the bilinear form a is well-defined on H1

0 (Ω) ×H1
0 (Ω)

and satisfies (1.1).
Let the functions g, j satisfy:
(iv) g : L2(Ω) → R is continuously Fréchet-differentiable and bounded from below, moreover the restriction

g : H1
0 (Ω) → R is twice continuously Fréchet-differentiable.

(v) j : L2(Ω) → R is twice continuously Fréchet-differentiable and weakly lower semi-continuous. Moreover,
we assume j to be radially unbounded, i.e. j(un) → +∞ whenever ‖un‖L2(Ω) → ∞ with un ∈ L2(Ω).

Some results can be obtained under weaker requirements on g.
Let us introduce the adjoint operator A∗ to A by

(A∗p)(x) = −
n∑
j=1

∂

∂xj

(
n∑
i=1

aij(x)
∂

∂xi
p(x) + aj(x)p(x)

)
+ a0(x)p(x).

Due to the assumptions on the coefficients, the equations Ay = f and A∗p = g admit solutions in H2(Ω) for
right-hand sides f, g ∈ L2(Ω).

Further assumptions will be introduced in the context of second order sufficient optimality conditions and
well-posedness of the semi-smooth Newton method.

2. Necessary and sufficient optimality conditions

Let us briefly summarize known results about unique solvability of the underlying variational inequality (1.3).

Lemma 2.1. For each u ∈ H−1(Ω) the variational inequality admits a unique solution y ∈ H1
0 (Ω), and the

mapping u �→ y is Lipschitz continuous from u ∈ H−1(Ω) to H1
0 (Ω).

This lemma does not depend on the strong regularity assumptions (i)–(iii) above but the weaker ones men-
tioned below (iii) suffice. Employing the technique of [20], one obtains L∞-regularity of y.
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Lemma 2.2. For u ∈ L2(Ω) the solution y belongs to L∞(Ω), and the mapping u �→ y is Lipschitz continuous
from u ∈ L2(Ω) to L∞(Ω).

Proof. Let u1, u2 ∈ L2(Ω) be given, and denote the associated solutions of the variational inequality by y1, y2.
For k ∈ R, k ≥ 0 we introduce the truncation operator [·]k : H1

0 (Ω) → H1
0 (Ω) by

([v]k)(x) = min(max(v(x),−k), k).

Then the functions v1 = y2 − [y2 − y1]k and v2 = y1 + [y2 − y1]k are suitable as test functions for the variational
inequality. In fact, if y2(x)−y1(x) > k then v1(x) = y2(x)−k ≤ ψ(x)−k and v2(x) = y1(x)+k < y2(x)−k+k ≤
ψ(x). If y2(x)−y1(x) < −k then v1(x) = y2(x)+k < y1(x)−k+k = y1(x) ≤ ψ(x) and v2(x) = y1(x)−k ≤ ψ(x),
which altogether implies feasibility of v1, v2, i.e. v1 ≤ ψ and v2 ≤ ψ.

Using v1 and v2 as test functions in the variational inequality for y1 and y2, respectively, and adding both
inequalities, gives

a(y1 − y2, y1 − y2 − [y1 − y2]k) ≤ (u1 − u2, y1 − y2 − [y1 − y2]k).
With the notation v := y1−y2, vk := y1−y2− [y1−y2]k, we obtain by the properties of the differential operator

a(v, vk) = a(vk, vk) ≤ (u1 − u2, vk).

Now, we can proceed as in Stampacchia [20], Theorem 4.1, to obtain the existence of a constant c > 0 with

‖y1 − y2‖L∞ = ‖v‖L∞ ≤ c‖u1 − u2‖L2 ,

where c is independent of u1, u2. �
Under the strong regularity assumptions above one has:

Lemma 2.3. For u ∈ L2(Ω) the unique solution (y, λ) of (1.3) belongs to H1
0 (Ω) ∩ H2(Ω) × L2(Ω). If in

addition u ∈ Lp(Ω) and max(0, Aψ − u) ∈ Lp(Ω), for p ∈ [2,∞), then (y, λ) ∈W 2,p(Ω) × Lp(Ω).

Proof. The result can be obtained from Brezis and Stampacchia [4]. They proved under conditions which are
implied by our regularity assumptions that Ay ∈ Lp(Ω). Using elliptic regularity results y ∈ W 2,p(Ω) follows,
see e.g. [8]. For a different approach we refer to [11]. �

Let us remark that the same regularity of solutions can be proven using the results of Grisvard [8] for convex
and polygonal domains with A the Laplace operator.

Lemma 2.4. The mapping u �→ (y(u), λ(u)) is directionally differentiable from H−1(Ω) to H1
0 (Ω) ×H−1(Ω).

The directional derivative y′(u;h) = z satisfies z ∈ S(y) and it is given as the solution of the variational
inequality

a(z, φ− z) ≥ (h, φ− z) for all φ ∈ S(y), (2.1)
where

S(y) = {φ ∈ H1
0 (Ω) : 〈λ, φ〉 = 0, and φ ≤ 0 whenever y − ψ = 0}.

Moreover, the directional derivative λ′(u;h) = η ∈ H−1(Ω) satisfies

Az + η = h, 〈η, y − ψ〉 = 0, 〈η, z〉 = 0

and
〈η, φ〉 ≤ 0, for all φ ∈ S(y).

Furthermore, we have for ρk ∈ R, ρk > 0, ρk → 0, and hk → h in H−1(Ω)

lim
k→∞

1
ρk

(
‖y(u+ ρkhk) − y(u) − ρky

′(u;h)‖H1 + ‖λ(u+ ρkhk) − λ(u) − ρkλ
′(u;h)‖H−1

)
= 0. (2.2)
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This lemma again holds under the weaker regularity assumptions on Ω and the coefficients. Under the
stronger assumptions, which imply L2− regularity of λ, the set S(y) can equivalently be expressed as

S(y) = {φ ∈ H1
0 (Ω) : φ = 0 whenever λ > 0 and φ ≤ 0 whenever λ = y − ψ = 0}.

Proof. Directional differentiability and the variational inequality (2.1) for y′(u;h) was proven by [15]. Let now
two sequences ρk ∈ R, ρk > 0, ρk → 0, and hk → h in H−1(Ω) be given. Let us write

1
ρk

(y(u + ρkhk) − y(u)) =
1
ρk

(y(u+ ρkh) − y(u) − ρky
′(u;h))

+
1
ρk

(y(u+ ρkhk) − y(u+ ρkh)) + y′(u;h).

Due to Mignot’s result, the first term on the right-hand side converges to zero in H1
0 (Ω) for k → ∞. Since

the mapping u �→ y(u) is Lipschitz continuous, the second addend converges to zero in H1
0 (Ω), too. Due to

the representation λ = u − Ay, it follows that u �→ λ(u) is directional differentiable from H−1(Ω) to H−1(Ω).
Consequently we obtain (2.2).

It remains to prove the claimed properties of the directional derivatives. Setting η = h− Az ∈ H−1(Ω) and
testing

〈η, φ − z〉 ≤ 0

with φ = 0, φ = 2z and φ = z + φ̃, for φ̃ ∈ S(y), we find 〈η, z〉 = 0 and 〈η, φ〉 ≤ 0 for all φ ∈ S(y). Note that
φ = 0, 2z, z + φ̃, φ̃ ∈ S(y), are suitable as test functions in (2.1).

To verify 〈η, y − ψ〉 = 0, we pass to the limit t↘ 0 in

1
t
(〈λ(u + th), y(u+ th) − ψ〉 − 〈λ(u), y(u) − ψ〉) = 0

as t→ 0+ using the product rule. Since y′(u;h) = z ∈ S(y) we find 〈η, y − ψ〉 = 0 as desired. �

If λ ∈ L2(Ω) the lemma implies that pointwise a.e. zλ = 0 is satisfied. If additionally the mapping u �→ λ
would be directionally differentiable with values in L2(Ω), then using (1.5) for example, the following relations
could be obtained on the biactive set B:

z ≤ 0, η ≥ 0, zη = 0 on B = {λ = 0, y = ψ}.

Remark 2.5. If the biactive set B is empty, then the mapping u �→ y(u) is Gâteaux differentiable at u, see [15],
and the system in Lemma 2.4 can be simplified as follows: The set S(y) is now given by

S(y) = {φ ∈ H1
0 (Ω) : φ = 0 whenever y − ψ = 0}.

The directional derivative z = y′(u;h) ∈ S(y) is given as the solution of the variational equation

a(z, φ) = (h, φ) for all φ ∈ S(y),

which results in the following property of η = λ′(u;h):

〈η, φ〉 = 0 for all φ ∈ S(y).

Moreover, as proven in [15] the set of all u ∈ L2(Ω) such that y(·) Gâteaux differentiable at u is dense in L2(Ω).



526 K. KUNISCH AND D. WACHSMUTH

2.1. Necessary optimality condition

Conditions (iv) and (v) of the standing assumptions together with Lemma 2.1 imply the existence of at least
one solution (y∗, u∗) with y∗ = y(u∗) to (P).

Let us first state a consequence of local optimality, see e.g. [16] for a proof.

Lemma 2.6. Let (y∗, u∗) be a locally optimal pair for the optimal control problem (P). Then

g′(y∗)z + j′(u∗)h ≥ 0

for all h ∈ L2(Ω) and z = y′(u∗;h).

The result of the previous lemma is a necessary optimality condition that is based solely on directional
(Bouligand, conical) derivatives. In analogy to the terminology in mathematical programming with comple-
mentarity constraints (mpcc), we call this property B-stationarity. This stationarity result does not give any
information about gradients and their representation by dual quantities. For this purpose we have the following
result.

Theorem 2.7. Let (y∗, u∗) be a locally optimal pair for the optimal control problem (P) with associated mul-
tiplier λ∗ ∈ L2(Ω). Then there exist uniquely determined adjoint states p∗ ∈ H1

0 (Ω) ∩ L∞(Ω) and μ∗ ∈
H−1(Ω) ∩ (L∞(Ω))∗ such that

A∗p∗ + μ∗ + g′(y∗) = 0 and p∗ ≥ 0 where y∗ = ψ, (2.3)

λ∗p∗ = 0 a.e. on Ω, and 〈μ∗, p∗〉 ≥ 0 (2.4)

〈μ∗, y∗ − ψ〉 = 0, (2.5)

〈μ∗, φ〉 ≥ 0 for all φ ∈ H1
0 (Ω) with 〈λ∗, φ〉 = 0 and φ ≥ 0 on {y∗ = ψ}, (2.6)

j′(u∗) − p∗ = 0. (2.7)

Moreover, we have the following sign condition for μ∗ on B:

〈μ∗, φ〉 ≥ 0 for all φ ∈ H1
0 (Ω), φ ≥ 0 on B, φ = 0 on Ω \B. (2.8)

Proof. The existence and uniqueness of the adjoint state p∗ for given (y∗, u∗) satisfying the following properties
was proven for instance in [15,16]:

a(φ, p∗) + (g′(y∗), φ) ≤ 0

for all φ ∈ H1
0 (Ω) with φ ≥ 0 on {y∗ = ψ} and 〈λ∗, φ〉 = 0

(2.9)

and
p∗ ≥ 0 on {y∗ = ψ}, 〈λ∗, p∗〉 = 0, and j′(u∗) = p∗. (2.10)

Setting μ∗ = −A∗p∗− g′(y∗) together with the previous properties implies (2.3) and (2.7). From (2.9) it follows
that (2.6) is satisfied. Choosing φ ≥ 0 on B and φ = 0 on Ω \ B, (2.8) follows from (2.6). The property
μ∗ ∈ (L∞(Ω))∗ was obtained in [12], Theorem 5.1.

From λ∗ ∈ L2(Ω) we conclude that λ∗p∗ = 0 a.e. on Ω. In fact, λ∗ = 0 on {y∗ < ψ}, and λ∗ ≥ 0, p∗ ≥ 0 on
{y∗ = ψ} together with 〈λ∗, p∗〉 from (2.10) implies the claim.

Testing (2.9) with p∗ we have 〈μ∗, p∗〉 ≥ 0, and thus (2.4) holds. Since ψ = 0 on Γ, we can choose φ = ±(y∗−ψ)
in (2.6), which gives (2.5).
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λ

p ≥ 0, μ ≥ 0μ = 0

0

p = 0

y − ψ

Figure 1. Complementarity relations.

The regularity p∗ ∈ L∞(Ω) can be proven with arguments similar to the ones in [20] applied to the variational
inequality. Here we use that g′(y∗) ∈ L2(Ω) and (λ∗, (p∗ − k)+) = 0 and (λ∗, (p∗ + k)−) = 0 for each k ≥ 0,
which holds since p∗λ∗ = 0. This implies that for positive k the function

pk :=

⎧⎪⎨
⎪⎩
p∗ − k if p∗ ≥ k

p∗ if |p∗| < k

p∗ + k if p∗ ≤ −k

is suitable as test function in (2.9), which gives a(p∗, pk) ≤ −(g′(y), pk). Due to the smoothness assumptions
on the coefficients in the differential operator, there exists σ̄ ≥ 0 such that σ̄ + a0 −

∑n
i=1

∂
∂xi

aj ≥ 0 a.e. on Ω.
Then integration by parts yields a(p∗, pk) + σ̄(p∗, pk) ≥ a(pk, pk) + σ̄(pk, pk), and we can proceed exactly as in
the proof of [20], Theorem 4.1, to obtain p∗ ∈ L∞(Ω). �

Figure 1 illustrates the relationship of primal and dual variables on the active, bi-active and inactive sets.
Under special assumptions on the function j, one can conclude higher regularity of the optimal controls.

Corollary 2.8. Let j(u) = α
2 ‖u‖2

L2, α > 0, ψ ∈ W 2,p(Ω), p > 2, and let (y∗, u∗) be locally optimal. Then
u∗ ∈ H1(Ω) ∩ L∞(Ω) and y∗ ∈ W 2,p(Ω).

Proof. From (2.7) of Theorem 2.7 it follows that u∗ ∈ L∞(Ω). The regularity result for y∗ is a consequence of
Lemma 2.3. �

If the control-to-state mapping u �→ y(u) is Gâteaux-differentiable, see Remark 2.5, then the optimality
system can be rephrased as follows, see [15], p. 161.

Corollary 2.9. Let the assumptions of Theorem 2.7 be satisfied. Let y(·) be Gâteaux differentiable at u∗. Then
we have

a(φ, p∗) + (g′(y∗), φ) = 0 for all φ ∈ S(y).
In particular, the relations 〈η, p∗〉 = 〈μ∗, z〉 = 0 for z = y′(u∗;h), η = λ′(u∗;h), h ∈ L2(Ω) hold.

As already mentioned, optimal control of variational inequalities can be interpreted as optimization with com-
plementarity constraints. In analogy to the analysis of mpcc problems in finite dimensions, the system (2.3)–(2.8)
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describes strong stationarity, see also [9]. Without the information on the sign of p∗ and μ∗ on the biactive set,
the system (2.3)–(2.7) denotes C-stationarity, which is a weaker form of stationarity. For a survey of different
stationarity concepts for finite-dimensional optimization problems with complementarity constraints we refer
to [19].

If one would formally derive the optimality system using the Lagrangian

L(y, u, λ, p, μ, q) = g(y) + j(u) + 〈Ay + λ− u, p〉 + 〈μ, y − ψ〉 + 〈λ, q〉

then the adjoint state p could be identified with the multiplier q of the constraint λ ≥ 0. The measure μ would
play the role of a multiplier to the state constraint y ≤ ψ. The constraint 〈λ, y−ψ〉 = 0 is treated implicitly, since
the existence of a Lagrange multiplier to 〈λ, y − ψ〉 = 0 does not follow from first-order optimality conditions,
see the discussion and counterexample in [3].

Remark 2.10.

(i) In the case of strict complementarity, i.e. λ∗ > 0 on y∗ = ψ, we have p∗ = 0 on the active set {ψ = y∗}
by (2.3) and (2.4).

(ii) The support of μ∗ is contained on the active set {y∗ = ψ}: In fact, by (2.6) we have 〈μ∗, φ〉 = 0 for
all φ ∈ H1

0 (Ω) with φ = 0 on the active set. Moreover, (2.8) gives information on the sign of μ on the
bi-active set.

Since we have μ∗ ∈ (L∞(Ω))∗, we can write μ∗ = μr + μp, where μr ∈ L1(Ω) is the regular part of μ∗,
and μp is purely finitely additive in the sense of Yosida and Hewitt [22]. The addends μr and μp are uniquely
determined [22], Theorem 1.24. Regarding the structure of μ the following result holds.

Proposition 2.11. Under the assumptions of Theorem 2.7 we have

suppμp ⊂ {λ∗ = 0} ∩ {y∗ = ψ} \ Γ

μr = −χ{λ∗>0}g′(y∗).

In the case of strict complementarity (B = ∅) we find

suppμp ⊂ ∂{y∗ = ψ} \ Γ = ∂{λ∗ = 0} \ Γ.

Proof. Take φ ∈ H1
0 (Ω) ∩ L∞(Ω) with φ = 0 on {λ∗ = 0}. Then we have φp∗ = 0 a.e. on Ω, which gives

a(φ, p∗) = 0. Utilizing φ as test function in the adjoint equation (2.3) implies

〈μ∗, φ〉 = 〈μp, φ〉 +
∫
{λ∗>0}

μrφ = −
∫
{λ∗>0}

g′(y∗)φ.

Therefore 〈μp, φ〉 = 0 and μr = −g′(y∗) on {λ∗ > 0}. Moreover, we obtain from Theorem 2.7, (2.6) that
〈μ∗, φ̃〉 = 0 for all regular φ̃ with φ̃ = 0 on {y∗ = ψ}, which gives 〈μp, φ̃〉 = 0. Hence, the support of μp is
contained in {λ∗ = 0} ∩ {y∗ = ψ} \ Γ.

In general, ∂{y∗ = ψ} and ∂{λ∗ = 0} are subsets of {λ∗ = 0} ∩ {y∗ = ψ}. In the case B = ∅ the reverse
inclusion can be proven, and the claim follows. �

If in addition y∗, ψ, λ∗ would be continuous, then suppμp ⊂ B could be obtained.

2.2. Sufficient optimality condition

Now let us introduce the coercivity condition that will ensure local optimality.
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Assumption 1.
(i) There is γ > 0 such that

j′′(u∗)(h, h) ≥ γ‖h‖2
L2 for all h ∈ L2(Ω). (2.11)

(ii) For all h ∈ L2(Ω) \ {0} and z = y′(u∗;h) with j′(u∗)h+ g′(y∗)z = 0, we have

g′′(y∗)(z, z) + j′′(u∗)(h, h) > 0. (2.12)

(iii) There exists a constant τ > 0 such that

p∗ ≥ 0 on {ψ − τ < y∗ < ψ}. (2.13)

(iv) Moreover, μ∗ satisfies
μ∗ ≥ 0. (2.14)

The following theorem asserts that the first order optimality condition given by Theorem 2.7 together with
Assumption 1 imply local optimality.

Theorem 2.12. Let (y∗, u∗, λ∗, p∗, μ∗) satisfy the first-order optimality system (2.3)–(2.7) given by Theorem 2.7.
If Assumption 1 is fulfilled, then (y∗, u∗) is locally optimal, and there exist α > 0, r > 0 such that

J(y∗, u∗) + α‖v − u∗‖2
L2 ≤ J(y(v), v)

for all v ∈ L2(Ω) with ‖u∗ − v‖L2 < r.
(2.15)

Before we enter into the proof of this theorem we address Assumption 1.

Remark 2.13.
(i) Assumption 1 (i) and (ii) are trivially fulfilled for the quadratic functional

J(y, u) =
1
2
‖y − yd‖2

L2 +
α

2
‖u− ud‖2

L2 (2.16)

with α > 0, yd ∈ L2(Ω) and ud ∈ L2(Ω). If, moreover

ψ ≤ yd (2.17)

then the mapping u → 1
2‖y(u) − yd‖2

L2 is convex, see [15], Theorem 4.1, and hence u → J(y(u), u) is
strictly convex. Inequality (2.17) is also sufficient for Assumption 1 to hold in the case of the quadratic
cost (2.16), as we will discuss next.

(ii) Concerning Assumption 1 (iii) let us assume that

g′(y∗) ≤ 0. (2.18)

This inequality is satisfied for the quadratic cost (2.16) if y∗ ≤ yd which, in turn is implied by ψ ≤ yd.
With g′(y∗) ≤ 0 holding let us decompose p∗ as (p∗)+ − (p∗)− with (p∗)+ = max(0, p∗) and (p∗)− =

max(0,−p∗). Testing the adjoint equation (2.3) with (p∗)−, we find

−a((p∗)−, p∗) − 〈μ∗, (p∗)−〉 = (g′(y∗), (p∗)−) ≤ 0.

By (2.3) we have (p∗)− = 0 on {x : y∗(x) = ψ(x)}, from (2.4) we deduce λ∗(p∗)− = 0 a.e. in Ω
and hence 〈λ∗, (p∗)−〉 = 0. In particular, both (p∗)− and −(p∗)− serve as test functions θ in (2.6).
Consequently (2.6) implies that 〈μ∗, (p∗)−〉 = 0. We obtain

−a((p∗)−, p∗) = (g′(y∗), (p∗)−) ≤ 0,

thus by the standing assumptions (p∗)− = 0 is satisfied, and Assumption 1 (iii) holds.
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(iii) Next we discuss two cases in which Assumption 1 (iv) can be guaranteed.
(1) Consider the approximating system (1.7) with multiplier μc defined as μc = c sgnc(λ̄+

c(yc − ψ))pc, and note that by the weak maximum principle

pc ≥ 0 and μc ≥ 0 if g′(yc) ≤ 0. (2.19)

If (yc, uc) are global solutions to (Pc) then sufficient conditions for convergence of μc to μ∗ ∈ L∞(Ω)∗∩
H1

0 (Ω) will be given in Proposition 3.8. Then (2.19) implies Assumption 1 (iv). The condition g′(yc) ≤ 0
is satisfied in the feasible case for the quadratic cost (2.16) if (2.17) holds. In fact, in this case
g′(yc) = yc − yd ≤ ψ − yd ≤ 0.

In particular for the quadratic cost (2.16) with ψ ≤ yd Assumption 1 is satisfied.
(2) For the second case we consider, for simplicity of representation, A = −Δ. We focus on a local

solution (y∗, u∗) of (P ), and make the structural assumptions of strict complementarity an that the
active set A∗ = {x ∈ Ω : y∗(x) = ψ(x)} consists of a connected component satisfying intA∗ = A∗ ⊂ Ω.
We set I∗ = Ω \ A∗, and assume that ∂A∗ is C1,1 regular. The situation when A∗ consists of several
connected components or of an interior arc can be treated with similar techniques. We consider the
very weak form of (2.3) given by

−(p∗,Δφ)Ω + 〈μ∗, φ〉 + (g′(y∗), φ)Ω = 0, for all φ ∈ H1
0 (Ω),

and successively consider test functions with compact support in A∗, I∗ and Ω, keeping in mind from
Remark 2.10 that p∗ = 0 on A∗ and that the support of μ∗ = μ∗

r + μ∗
p is contained in A∗. Then we

obtain, with a computation very similar to the one for the proof of Theorem 2 in [2]
{

Ap∗ = −g′(y∗) in I∗

p∗ = 0 on ∂Ω ∪ ∂A∗,

and {
μ∗
r = −g′(y∗) on A∗

− ∂p∗

∂nI
= μ∗

p,

where nI is the exterior normal to I∗. If g′(y∗) ≤ 0 a.e. in Ω, then μ∗
r ≥ 0 in A∗. Moreover, in this

case p∗ ≥ 0 a.e. in I∗, and ∂p∗
∂nI ≤ 0 on ∂A∗, since p∗ = 0 on A∗. Hence μ∗

r ≥ 0 and thus μ∗ ≥ 0 and
Assumption 1 (iv) is satisfied.

(iv) Assumption 1 can be satisfied without ψ ≤ yd holding. For this purpose consider the functional (2.16),
and set Ω = (0, 1), a(v, w) =

∫ 1

0 v
′ w′ dx, and define the functions

⎧⎪⎪⎨
⎪⎪⎩

y = p = x
2 (1 − x) ≥ 0, λ = μ = 0,

ψ = y on (0, 1
4 ) ∪ (3

4 , 1), ψ ∈ H1
0 , and ψ arbitrarily large on (1

4 ,
3
4 ),

u = 1
2 , yd = 1

2 + x
2 (1 − x),

ud = u− p = 1
2 + x

2 (x− 1).

For this choice of y, p, u, λ, μ, yd, ud the necessary optimality conditions of Theorem 2.7, as well as
Assumption 1 are satisfied. On the other hand ψ ≤ yd does not hold.

(v) For the choice

g(y) =
∫

Ω

arccot y dx

the regularity requirements (iv) of the standing assumptions as well as the sign conditions in As-
sumption 1 (iii) and (iv) are satisfied. In fact, refering to [21], Chapter 3, the mapping y → g(y) =∫
Ω

arccot y dx is in C1(L2(Ω),R) ∩ C2(H1
0 (Ω),R). Clearly g′(y) ≤ 0 for any y ∈ H1

0 (0) and hence
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p∗ ≥ 0 by (ii) of this remark. Moreover by (2.19) we have pc ≥ 0 and μc ≥ 0. By (iii) of this remark
we get μ∗ ≥ 0.

(vi) The sign conditions on μ∗ and on p∗ on the almost bi-active set {ψ − τ < y∗ < ψ} ∩ {λ = 0},
constitute the major difference in comparison to second-order sufficient optimality conditions for state-
constrained optimal control problems and to finite-dimensional mpcc’s. For state constrained problems,
sign conditions like (2.13) and (2.14) are not necessary, since there the non-negativity of multipliers
follows from the first-order necessary optimality conditions. This is not the case here. For example,
the sign of p∗ is unknown on the inactive set {y∗ < ψ} as is the sign of μ∗ on the active set, see also
Figure 1.

In the finite-dimensional case, one can find a neighborhood U of u∗ such that inactive constraints
y∗ < ψ or strongly active constraints λ∗ > 0 remain inactive or strongly active, respectively. Hence,
the sign information on the multipliers p∗ and μ∗ is enough, and it holds 〈λ(u) − λ∗, p∗〉 ≥ 0 and
−〈μ∗, y(u) − y∗〉 ≥ 0 for all u ∈ U , see (2.26) and (2.27) below. This does not work for the infinite-
dimensional problem considered here, since the active set may change with any small perturbation of
the control u∗.

Proof of Theorem 2.12. Let us assume that the quadratic growth condition (2.15) does not hold. Then there
exist sequences uk, uk → u∗ in L2(Ω), yk = y(uk), λk = λ(uk), such that

J(y∗, u∗) +
1
k
‖uk − u∗‖2

L2 > J(yk, uk).

Introducing the quantities ρk = ‖uk − u∗‖L2 and hk := 1
ρk

(uk − u∗), this inequality becomes

J(y∗, u∗) +
ρ2
k

k
> J(yk, uk).

By construction ‖hk‖L2(Ω) = 1 and by Lemma 2.1 the sequence zk := 1
ρk

(yk−y∗) is bounded in H1
0 (Ω). Moreover

the sequence ηk := 1
ρk

(λk − λ∗) is bounded in H−1(Ω). This is a consequence of (1.3), which implies that

ηk =
1
ρk

(λk − λ∗) =
1
ρk

(uk − u∗ −A(yk − y∗)) = hk −Azk.

Thus we have by compact embeddings and after extracting subsequences

hk ⇀ h in L2(Ω), hk → h in H−1(Ω). (2.20)

Due to Lemma 2.4, equation (2.2), we obtain the strong convergence

zk → z = y′(u∗;h) in H1
0 (Ω), ηk → η = λ′(u∗;h) in H−1(Ω). (2.21)

Let us investigate the difference of the values of the objective functional J . Using the optimality system, we
find

J(yk, uk) − J(y∗, u∗) = g′(y∗)(yk − y∗) +
1
2
g′′(ỹk)(y∗ − yk)2

+ j′(u∗)(uk − u∗) +
1
2
j′′(ũk)(u∗ − uk)2

+ 〈A(yk − y∗) + λk − λ∗ − (uk − u∗), p∗〉

=
1
2
g′′(ỹk)(y∗ − yk)2 +

1
2
j′′(ũk)(u∗ − uk)2

+ 〈λk − λ∗, p∗〉 − 〈μ∗, yk − y∗〉 < ρ2
k

k
,
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where ỹk and ũk denote elements between yk and y∗, and uk and u∗, respectively. We obtain

〈
1
ρk

(λk − λ∗), p∗
〉
−
〈
μ∗,

1
ρk

(yk − y∗)
〉

<
ρk
k

− ρk
2

(
g′′(ỹk)

(
1
ρk

(y∗ − yk)
)2

+ j′′(ũk)
(

1
ρk

(u∗ − uk)
)2)

, (2.22)

or with the notation introduced above

〈ηk, p∗〉 − 〈μ∗, zk〉 <
ρk
k

− ρk
2

(g′′(ỹk)(zk, zk) + j′′(ũk)(hk, hk)) . (2.23)

Together with (2.21), the general assumptions (iv) and (v), and the fact that limk→∞ ρk = 0 this implies

〈η, p∗〉 − 〈μ∗, z〉 ≤ 0.

Since Az + η = h equations (2.3) and (2.7) of the first order optimality system imply the identity

〈η, p∗〉 − 〈μ∗, z〉 = j′(u∗)h+ g′(y∗)z. (2.24)

By B-stationarity, cf. Lemma 2.6, we find that j′(u∗)h+ g′(y∗)z ≥ 0, which in turn gives 〈η, p∗〉 − 〈μ∗, z〉 ≥ 0,
and hence 〈η, p∗〉 − 〈μ∗, z〉 = 0, which, in turn implies that

j′(u∗)h+ g′(y∗)z = 0. (2.25)

Now, let us prove that the left-hand side of (2.22) is non-negative for k large enough. Due to Lemma 2.2 we
can choose k0 sufficiently large, such that ‖y∗ − yk‖L∞ < τ for all k > k0, where τ is chosen according to
Assumption 1 (iii). Then the inclusions suppλk ⊂ {yk = ψ} ⊂ {ψ − τ < y∗ ≤ ψ} hold. We obtain using
λ∗p∗ = 0 and p∗ ≥ 0 on {ψ − τ < y∗ ≤ ψ}, see (2.3), (2.13),

〈λk − λ∗, p∗〉 =
∫
ψ−τ<y∗≤ψ

λkp
∗ ≥ 0. (2.26)

Since 〈μ∗, y∗ − ψ〉 = 0 by (2.5), we have as a consequence of (2.14)

− 〈μ∗, yk − y∗〉 = −〈μ∗, yk − ψ〉 ≥ 0 (2.27)

for all k. Combining (2.22)–(2.27), we obtain

1
2

(g′′(y∗)(zk, zk) + j′′(u∗)(hk, hk)) <
1
k
− 1

2
(
g′′(ỹk)(zk, zk) − g′′(y∗)(zk, zk) + j′′(ũk)(hk, hk) − j′′(u∗)(hk, hk)

)
.

Since j′′ and g′′ are continuous by assumption, and the sequences hk and zk are bounded, the right-hand side
vanishes for k → ∞. Turning to the left hand side, we recall that zk → z in H1

0 (Ω) strongly by (2.21). The
positivity requirement Assumption 1 (i) on j′′, implies that j′′(u∗)(h, h) ≤ lim inf j′′(u∗)(hk, hk). Consequently

g′′(y∗)(z, z) + j′′(u∗)(h, h) ≤ 0.

By Assumption 1 (ii), which is applicable due to (2.25), we find h = 0. This in turn gives z = 0, since the
variational inequality (2.1) determining z is uniquely solvable. Due to ‖hk‖L2 = 1 and Assumption 1 (i) we
have

0 <
γ

2
≤ 1

2
j′′(u∗)(hk, hk) <

1
k
− 1

2
(g′′(ỹk)(zk, zk) + j′′(ũk)(hk, hk) − j′′(u∗)(hk, hk)) .

Since zk → z = 0 strongly in H1
0 (Ω), the right-hand side vanishes for k → ∞ yielding finally the contradiction.

�
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We end this section with a technical remark regarding the previous proof.

Remark 2.14.
(i) If one would have strong convergence λk → λ∗ in L∞(Ω), then one could weaken the non-negativity

assumption on μ∗ = μp + μr to: μp ≥ 0 and μr ≥ 0 on 0 < λ∗ < τ , and the corresponding arguments
are analogous to (2.26) to obtain the conclusion of Theorem 2.12.

(ii) If the mapping y(·) is Gâteaux differentiable at u∗, the condition j′(u∗)h + g′(y∗)z = 0 in Assump-
tion 1 (ii) is redundant. In fact, then one has by (2.24) and Corollary 2.9

j′(u∗)h+ g′(y∗)z = 〈η, p∗〉 − 〈μ∗, z〉 = 0.

3. Convergence properties and feasibility of regularized problems

For numerical purposes the optimality system obtained in Theorem 2.7 has the disadvantage of involving
Lagrange multipliers that are measures. This is one of the motivations to introduce regularisation techniques,
which we already announced in Section 1 in form of problem (Pc).

3.1. Convergence properties for the regularized problems

This subsection is devoted to a brief summary of the convergence properties of the regularized problems (Pc)
as c→ ∞. Let us commence with considering the regularized equation

Ay + maxc(0, λ̄+ c(y − ψ)) = u, (3.1)

and define
λc = maxc(0, λ̄+ c(y − ψ)).

Throughout this and the following section, we require that λ̄ ∈ L∞(Ω) is a non-negative function, which is
fixed during the regularization process c→ ∞.

The following convergence result is taken from [13].

Lemma 3.1. Let λ̄ ∈ L∞(Ω) be given. For u ∈ L2(Ω) let (yc, λc) denote the solution to (3.1). Then (yc, λc)
converge to the unique solution (y, λ) of (1.3) in the sense that yc → y = y(u) in H1

0 (Ω) and λc → λ in H−1(Ω)
strongly as c→ ∞.

In addition, we obtain convergence rate results in L∞(Ω).

Lemma 3.2. Let λ̄ ∈ L∞(Ω) be given. Then for each c > 0

y ≤ yc +
‖λ̄‖L∞

c
+

1
2c2

a.e. on Ω.

Proof. Let us define for k ≥ 0 the function φk = max(y − yc − k, 0) ∈ H1
0 (Ω). Subtracting (3.1) from the first

equation in (1.3) and testing with φk gives

a(y − yc − k, φk) + 〈λ− maxc
(
0, λ̄+ c(yc − ψ)

)
, φk〉 + a(k, φk) = 0.

Let us set k := ‖λ̄‖L∞
c + 1

2c2 . Since λ ≥ 0, we have 〈λ, φk〉 ≥ 0. Moreover, since y ≤ ψ we obtain on the set
{φk > 0}

maxc(0, λ̄+ c(yc − ψ)) ≤ maxc(0, λ̄+ c(yc − y))

≤ maxc(0, λ̄− ck) ≤ maxc

(
0,− 1

2c

)
= 0,
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which, together with a(1, φk) ≥ 0 implies that a(y−yc−k, φk) ≤ 0, and hence φk = 0, which implies the desired
result. �
Remark 3.3. In [13] a bilateral L∞ bound on the difference of y − yc at the expense of additional regularity
assumptions was obtained. Let us set

A = {x ∈ Ω: y(x) = ψ(x)}, Ac = {x ∈ Ω: yc(x) = ψ(x)}.

Assume that u ∈ L∞(Ω). If, moreover, the boundary ∂A of the active set is a C1,1 manifold in R
n−1 and for

every c > 0 the boundary ∂Ac of Ac is a Lipschitzian manifold in R
n−1, then

‖yc − y‖L∞(Ω) ≤ 1
c‖u−Aψ‖L∞(Ω).

In the following subsection we shall see that setting λ̄ large enough yields feasibility of yc. This enables to
give L∞-convergence results of the following type.

Proposition 3.4. Let λ̄ ∈ L∞(Ω) be given and suppose that yc ≤ ψ. Then

‖y − yc‖L∞ ≤ ‖λ̄‖L∞

c
+

1
2c2

·

Proof. Let us define the test function

φk =

⎧⎪⎨
⎪⎩
y − yc − k if y − yc > k

y − yc + k if y − yc < −k
0 otherwise,

where k ∈ R. Proceeding as in the proof for Lemma 3.2 we get

a(y − yc, φk) + 〈λ− maxc
(
0, λ̄+ c(yc − ψ)

)
, φk〉 = 0.

We can split φk = max(φk, 0) + min(φk, 0), since both addends belong to H1
0 (Ω). As in the previous proof we

obtain 〈λ,max(φk, 0)〉 ≥ 0. By feasibility of yc we find

0 ≥ min(φk, 0) = min(y − yc + k, 0) ≥ min(y − ψ + k, 0) ≥ min(y − ψ, 0) = y − ψ.

This implies
0 ≥ 〈λ,min(φk, 0)〉 ≥ 〈λ, y − ψ〉 = 0.

On the set {φk > 0}, we find

maxc
(
0, λ̄+ c(yc − ψ)

)
= 0 for k ≥ ‖λ̄‖L∞

c
+

1
2c2

,

and hence (maxc
(
0, λ̄+ c(yc − ψ)

)
,max(φk, 0)) = 0. Since from the definition maxc

(
0, λ̄+ c(yc − ψ)

)
≥ 0, we

have
−(maxc

(
0, λ̄+ c(yc − ψ)

)
, min(φk, 0)) ≥ 0.

Thus, we obtained a(y − yc, φk) ≤ 0 for k ≥ ‖λ̄‖L∞
c + 1

2c2 . Due to the properties of the bilinear form a and the
definition of φk, we have a(y − yc, φk) ≥ a(φk, φk), which implies φk = 0. �
Remark 3.5. Analogously to Remark 3.3 a slightly tighter estimate for the feasible case was obtained in [13]
under additional regularity requirements. In fact, if Ac is a domain with a C1,1 boundary, then

‖yc − y‖L∞(Ω) ≤ 1
c ‖λ̄‖L∞(Ω).
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Up to now, we studied convergence of solutions for fixed right-hand side u in (3.1). Let us now turn to the
case, where the right-hand side is a (possibly weakly) convergent sequence. Due to the monotonicity of the
maxc-function we obtain the following Lipschitz continuity result for the solutions of the regularized equation.

Lemma 3.6. Let λ̄ ∈ L∞(Ω) be given. Let u1, u2 ∈ H−1(Ω) be given. Then there exists a constant L > 0
independent of c such that

‖yc(u1) − yc(u2)‖H1
0
≤ L‖u1 − u2‖H−1 .

Lemma 3.7. Let λ̄ ∈ L∞(Ω) be given. Let uc ⇀ u in L2(Ω). Then yc → y in H1
0 (Ω) strongly.

Proof. It holds
‖yc(uc) − y(u)‖H1 ≤ ‖yc(uc) − yc(u)‖H1 + ‖yc(u) − y(u)‖H1 .

The first addend can be majorized by L‖uc − u‖H−1 due to Lemma 3.6. By compact embeddings this term
tends to zero for c→ ∞. The second addend tends to zero according to Lemma 3.1. �

The final result of this section addresses convergence of the solutions of the regularized optimal control
problem (Pc) to those of original problem (P).

Proposition 3.8. Let j : L2(Ω) → R be weakly lower semi-continuous.
For every c > 0 problem (Pc) admits a global solution (yc, uc) = (y(uc), uc) ∈ H1

0 (Ω) × L2(Ω). For every
subsequence of controls {ucn} converging weakly in L2(Ω) (of which there exists at least one) to some u∗, the
corresponding states ycn = y(ucn) converge strongly in H1

0 (Ω) to y∗ = y(u∗), and (y∗, u∗) is a global solution
to (P). Moreover λcn = maxc(0, λ̄+ cn(ycn − ψ)) ⇀ λ(u∗) weakly in H−1(Ω).

In addition, in the feasible case with ycn ≤ ψ for all n, {(pcn , μcn)} converge weakly in H1
0 (Ω) and weakly

star in L∞(Ω)∗ to (p∗, μ∗) ∈ H1
0 (Ω) × L∞(Ω)∗ satisfying (2.3)–(2.7).

Proof. Since j is radially unbounded and g is bounded from below, every minimizing sequence {(yc(un), un)}
to (Pc) has a weakly convergent subsequence, denoted by the same symbol, with weak limit uc ∈ L2(Ω). By
Lemma 3.6 we find yc(un) → yc(uc) strongly in H1

0 (Ω). Weak lower semi-continuity of j and continuity of
g : H1

0 (Ω) → R imply that (yc(uc), uc) is a solution to (Pc).
Next consider a family of solutions {(yc, uc)} to (Pc). Let yc(0) denote the solution to the equality constraint

in (Pc) with u = 0, and note that {yc(0)}c≥1 is bounded in H1
0 (Ω). Hence {g(yc(0))}c≥1 is bounded as well.

Then (yc(0), 0) is a feasible pair for (Pc) for every c > 0, and J(yc, uc) ≤ J(yc(0), 0). Thus {j(uc)}c≥1 is
bounded and radial unboundedness of j implies that {uc}c≥1 is bounded in L2(Ω). Consequently there exists
a weakly convergent subsequence ucn in L2(Ω) with weak limit u∗ ∈ L2(Ω). By Lemma 3.7 the sequence
ycn = y(ucn) → y(u∗) strongly in H1

0 (Ω). Moreoever λcn = maxcn(0, λ̄ + cn(ycn − ψ)) → λ(y∗) strongly in
H−1(Ω), where Ay∗ + λ(y∗) = u∗. As above we can now pass to the limit in (Pcn) as n → ∞ and obtain that
(y∗, u∗) is a solution to (P), with associated Lagrange multiplier λ(y∗). By Theorem 2.7 there exists a uniquely
associated adjoint state p∗ ∈ H1

0 (Ω) and μ∗ ∈ H−1(Ω)∩L∞(Ω)∗ satisfying (2.3)–(2.7). Convergence of pcn → p∗

and μcn → μ∗ weakly in H1
0 (Ω) and weakly star in L∞(Ω)∗ was proved in [12] for the feasible case. �

Corollary 3.9. For the quadratic cost (2.16) with ψ ≤ yd the family {(uc, y(uc), λ(uc))} converges in L2(Ω)weak×
H1

0 (Ω) ×H−1(Ω)weak to (u∗, y(u∗), λ(u∗)), as c→ ∞, where (y∗, u∗) is the unique solution to (P).

3.2. Feasibility of solutions for large λ̄

In this short subsection we give a sufficient condition so that for large λ̄ sufficiently large the optimal states yc
of (Pc) are feasible, i.e. yc ≤ ψ. The principle idea can be found in Theorem 5.1 of [12], but uniformity with
respect to c is not clarified there.

Let us first prove an estimate of on the norm of the violation of the constraint y ≤ ψ. Let us define for
solutions yc of the regularized equation

ζc := max(0, yc − ψ).
Then we have ζc ≥ 0 and ζc ∈ H1

0 (Ω). In addition, we have the following:
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Lemma 3.10. Let yc be a solution of the regularized equation (3.1) for a given right hand side u ∈ L2(Ω).
Then the violation of yc ≤ ψ can be estimated by

‖ζc‖2
H1 + c‖ζc‖2

L2 ≤ Cc−1‖u−Aψ − λ̄‖2
L2

with a constant C independent of c, λ̄, u, yc.

Proof. Let us consider the regularized equation

Ayc + maxc (0, λ̄+ c (yc − ψ)) = u.

Testing this equation with ζc = max(0, yc − ψ) ≥ 0 and using the fact that maxc(0, x) ≥ max(0, x) we obtain

〈Ayc −Aψ, ζc〉 + (max(0, λ̄+ c(yc − ψ)), ζc) ≤ (u−Aψ, ζc).

Since max(0, x) ≥ x and (yc − ψ, ζc) = ‖ζc‖2
L2 , it follows

(max(0, λ̄+ c(yc − ψ)), ζc) ≥ (λ̄, ζc) + c ‖ζc‖2
L2

and the claim follows with

〈Aζc, ζc〉 + c‖ζc‖2
L2 ≤ (u−Aψ − λ̄, ζc) (3.2)

by the assumption on the elliptic operator A. �

The main result of this section is a consequence of estimate (3.2). If λ̄ is chosen large enough then the
solutions yc are feasible, i.e. yc ≤ ψ.

Proposition 3.11. Let ρ ≥ 0 and let yc ∈ H1
0 (Ω) denote the solution to Ayc + maxc(0, λ̄+ c(yc−ψ)) = u with

u ∈ Bρ = {u : ‖u‖L∞ ≤ ρ}. If λ̄ ≥ max(0, ρ−Aψ) then yc is feasible, i.e. yc ≤ ψ for each c > 0.

Proof. Let u ∈ Bρ. Due to the assumption on λ̄ we have since ζc ≥ 0

(u−Aψ − λ̄, ζc) ≤ (ρ−Aψ − max(0, ρ− Aψ), ζc) ≤ 0.

Then equation (3.2) implies ζc = 0 and hence yc ≤ ψ. �

Corollary 3.12. Assume that ‖j′(u)‖L∞(Ω) ≥ K(‖u‖L∞(Ω) − 1) for a constant K independent of u ∈ L∞(Ω).
Then there exists ρ > 0 such that the optimal controls uc to (Pc) satisfy ‖uc‖L∞(Ω) ≤ ρ for all c ≥ 1 and hence
Proposition 3.11 applies.

Proof. The family of solutions {uc}c≥1 is bounded in L2(Ω). Hence {yc}c≥1 is bounded inH1
0 (Ω) and {g′(yc)}c≥1

is bounded in L2(Ω). Next consider the adjoint equations

A∗pc + c sgnc
(
λ̄+ c(yc − ψ)

)
pc = −g′(yc).

By the Stampacchia method the family of solutions {pc}c≥1 is bounded in L∞(Ω) independently of λ̄. The
claim now follows from the assumption that ‖pc‖L∞(Ω) = ‖j′(uc)‖L∞(Ω) ≥ K(‖uc‖L∞(Ω) − 1). �

Remark 3.13. Let us mention that the choice j(u) = β
2 ‖u‖2

L2, β > 0, fulfills the requirements of this corollary.
In fact, j′(u) = βu, which shows that the condition is satisfied with K = β.
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3.3. Existence of approximating families

Let (y∗, u∗) be a strictly locally optimal pair for (P), that is, there exists ρ > 0 such that

J(y∗, u∗) < J(y, u) for all (y, u) satisfying (1.3) and 0 < ‖u− u∗‖L2 < ρ. (3.3)

We will show that for each strictly locally optimal pair (y∗, u∗) there is a family of local solutions (yc, uc) of (Pc)
that converges strongly to (y∗, u∗) in H1

0 (Ω)×L2(Ω). This means in particular, we show existence of a path of
solutions {yc, uc}c>c0.
Theorem 3.14. Let j be weakly lower semi-continuous. Moreover, we require for j that

un ⇀ u in L2(Ω), and j(un) → j(u) imply un → u in L2(Ω). (3.4)

Let (y∗, u∗) be a strictly locally optimal pair for (P). Then there exists a family of local solutions (yc, uc) of (Pc)
that converges strongly to (y∗, u∗) in H1

0 (Ω) × L2(Ω).

The pre-requisite (3.4) is fulfilled for instance for the standard choice j(u) = β
2 ‖u‖2

L2, β > 0.

Proof. Let ρ be given by (3.3) and take ρ′ with 0 < ρ′ < ρ. Consider the auxiliary problem⎧⎪⎪⎨
⎪⎪⎩

Minimize J(y, u) = g(y) + j(u)

over u ∈ L2(Ω) with ‖u− u∗‖L2 ≤ ρ′ and subject to

Ay + maxc(0, λ̄+ c(y − ψ)) = u.

(Pρ
′
c )

Clearly, this optimal control problem is solvable for every c > 0. Let uc denote a global solution of (Pρ
′
c ). By

construction, the set {uc}c>0 is bounded, which yields weak convergence of a subsequence ucn ⇀ ũ in L2(Ω)
with ‖ũ − u∗‖L2 ≤ ρ′. Due to Lemma 3.7, the corresponding states converge ycn → ỹ in H1

0 (Ω), where ỹ is
a solution of the variational inequality (1.3) for right-hand side ũ. This implies J(y∗, u∗) ≤ J(ỹ, ũ) by optimality
of (y∗, u∗).

Denoting by yc(u∗) the solution of the regularized equation to the control u∗, we have J(yc, uc) ≤ J(yc(u∗), u∗).
By Lemma 3.1, we have yc(u∗) → y∗ in H1

0 (Ω).
Then we obtain by (3.3) and the optimality and convergence properties above

g(y∗) + j(u∗) ≤ g(ỹ) + j(ũ) ≤ lim g(ycn) + lim inf j(ucn)

≤ lim g(ycn) + lim sup j(ucn) ≤ lim g(ycn(u∗)) + j(u∗)

= g(y∗) + j(u∗). (3.5)

This implies J(y∗, u∗) = J(ỹ, ũ) and hence ũ = u∗ by strict local optimality of (y∗, u∗). Moreover, it follows
that lim j(ucn) = j(ũ) which yields ucn → u∗ in L2(Ω) by (3.4). Since u∗ is the unique local solution in the
L2-neighborhood of u∗ of radius ρ′, the whole family uc converges to u∗.

Convergence of uc → u∗ also implies the existence of c0 such that ‖uc−u∗‖L2 < ρ′ for all c > c0. Consequently,
if c > c0, then (yc, uc) is locally optimal for (Pc). �

Regarding convergence of adjoint states and multipliers, we obtain:

Corollary 3.15. Let (yc, uc) be a family of local solutions of (Pc) converging strongly in H1
0 (Ω) × L2(Ω)

to (y∗, u∗). Let (y∗, u∗) solve the variational inequality and satisfy together with (λ∗, p∗, μ∗) the first-order
optimality system (2.3)–(2.8) given by Theorem 2.7. Then we have

λc → λ∗ and μc ⇀ μ∗ in H−1(Ω), pc ⇀ p∗ in H1
0 (Ω),

where (λc, pc, μc) are the corresponding multipliers and adjoint state for (Pc), see (1.7).
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Proof. Due to the strong convergence of yc, uc, the strong convergence of λc follow immediately

λc = uc −Ayc → u∗ −Ay∗ = λ∗ in H−1(Ω).

Multiplying the second equation in (1.7) by pc gives

ν1‖pc‖2
H1 ≤ ‖g′(yc)‖L2‖pc‖L2,

which gives boundedness of {pc} in H1
0 (Ω). Hence, we find a subsequence pcn converging weakly in H1

0 (Ω) and
strongly in L2(Ω) to p̃. The third equation in (1.7) implies

j′(ucn) = pcn → j′(u∗) = p̃,

which gives p̃ = p∗ by optimality condition (2.7). Since the adjoint state p∗ is uniquely determined by (y∗, u∗),
the whole family pc converges weakly in H1

0 (Ω) to p∗. Arguing as above, we find for μc

μc = −A∗pc − g′(yc) ⇀ −A∗p∗ − g′(y∗) = μ∗ in H−1(Ω),

which finishes the proof. �

3.4. Sufficient optimality condition for the regularized problems

The focus of this section lies on a second order sufficient optimality condition. However, to appreciate the
condition that will be used, we first derive a second order necessary condition.

We shall frequently use the second derivative of the maxc-function, which is given by

sgn′
c(x) =

⎧⎪⎨
⎪⎩

0, for |x| > 1
2c

c, for |x| ≤ 1
2c

·
(3.6)

Theorem 3.16. Let (yc, uc), with yc = y(uc), denote a local minimizer for the regularized problem (Pc) with
associated multipliers (λc, pc, μc) and assume that

meas
({

|λ̄+ c(yc − ψ)| =
1
2c

})
= 0. (3.7)

Then
g′′(yc)(z, z) + j′′(uc)(h, h) + (c2sgn′

c

(
λ̄+ c(yc − ψ)

)
pcz, z) ≥ 0, (3.8)

for all (z, h) ∈ H1
0 (Ω) × L2(Ω) satisfying

Az + c sgnc
(
λ̄+ c(yc − ψ)

)
z = h. (3.9)

The variable z is the directional derivative of u → y(u) in direction h. For λ̄ = 0 condition (3.8) excludes
the case where yc is at constant distance to the obstacle on the a set of nontrivial measure. This condition is
not required if more regular approximations to the max function are utilized.

Proof of Theorem 3.16. Let h ∈ L2(Ω) be arbitrary and set

uk = uc + ρkh, with lim
k→∞

ρk = 0, and yk = yc(uk).
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Due to monotonicity of y → maxc(λ̄+c(y−ψ)) it can be argued that the sequence zk := 1
ρk

(yk−yc), is bounded
in H1

0 (Ω). Since maxc is continuously differentiable with Lipschitz continuous first derivative, and the mapping
u �→ yc(u) is Lipschitz continuous from H−1(Ω) to H1

0 (Ω), strong convergence

zk → z in H1
0 (Ω) (3.10)

can be verified as for semilinear elliptic equations, see e.g. [7]. Moreover, it follows that (z, h) solves the linearized
equation

Az + c sgnc
(
λ̄+ c(yc − ψ)

)
z = h.

Since the solution to this equation is unique this argument also shows the directional differentiability of u→ y(u)
from L2(Ω) to H1

0 (Ω).
Let us investigate the difference of the values of the objective functional J . Since yk and yc are solutions of

the regularized state equation, we obtain

J(yk, uk) − J(yc, uc) = J(yk, uk) − J(yc, uc) + 〈A(yk − yc)

+ maxc
(
0, λ̄+ c(yk − ψ)

)
− maxc

(
0, λ̄+ c(yc − ψ)

)
− (uk − uc), pc〉. (3.11)

Due to condition (3.7), we can expand

maxc
(
0, λ̄+ c(yk − ψ)

)
− maxc

(
0, λ̄+ c(yc − ψ)

)
= c sgnc

(
λ̄+ c(yc − ψ)

)
(yk − yc) +

1
2
c2sgn′

c

(
λ̄+ c(yc − ψ)

)
(yk − yc)2

+
∫ 1

0

∫ s

0

{
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

)}
(yk − yc)2 dt ds.

Applying Taylor expansion to all non-linear terms in (3.11) and using the optimality system (1.7), we find

0 ≤ J(yk, uk) − J(yc, uc) = J(yk, uk) − J(yc, uc)

+ 〈A(yk − yc) + maxc
(
0, λ̄+ c(yk − ψ)

)
− maxc

(
0, λ̄+ c(yc − ψ)

)
− (uk − uc), pc〉

= g′(yc)(yk − yc) +
1
2
g′′(ỹk)(yk − yc)2

+ (j′(uc) − pc, uk − uc) +
1
2
j′′(ũk)(uk − uc)2

+ 〈A∗pc, yk − yc〉 + (c sgnc
(
λ̄+ c(yc − ψ)

)
(yk − yc), pc)

+
1
2
(
c2sgn′

c

(
λ̄+ c(yc − ψ)

)
(yk − yc)2, pc

)
+
∫ 1

0

∫ s

0

({
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

)}
(yk − yc)2, pc

)
dt ds

=
1
2
(
g′′(ỹk)(yk − yc)2 + j′′(ũk)(uk − uc)2 +

(
c2sgn′

c

(
λ̄+ c(yc − ψ)

)
(yk − yc)2, pc

))
+
∫ 1

0

∫ s

0

({
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

)}
(yk − yc)2, pc

)
dt ds,
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where ũk and ỹk lie between uk and uc, and yk and yc, respectively. Dividing by ρ2
k gives

0 ≤ 1
2
(
g′′(ỹk)(zk)2 + j′′(ũk)(h)2 + (c2sgn′

c

(
λ̄+ c(yc − ψ)

)
z2
k, pc)

)
+
∫ 1

0

∫ s

0

({
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

)}
z2
k, pc

)
dt ds. (3.12)

Below we shall prove that the term containing the double integral tends to 0 for k → ∞. The claim then
follows from (3.12).

Let us investigate

∫
Ω

{
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

)}
z2
k pc

=
∫
{|λ̄+c(yc+t(yk−yc)−ψ)|≤ 1

2c}
c3z2

k pc −
∫
{|λ̄+c(yc−ψ)|≤ 1

2c }
c3z2

k pc.

We will prove that this term tends to zero for k → ∞ uniformly with respect to the parameter t. Let us denote
ft,k := λ̄+ c(yc + t(yk − yc)− ψ), t ∈ (0, 1), f := λ̄+ c(yc − ψ). Then we have ‖ft,k − f‖L2 ≤ c‖yk − yc‖L2 → 0
for k → ∞ uniformly with respect to t.

Let us prove that the measure of the symmetric difference Nt,k := {|ft,k| ≤ 1
2c} and N := {|f | ≤ 1

2c}, denoted
by Nt,kΔN , tends to zero uniformly in t for k → ∞. Consider first

Nt,k \N = Nt,k ∩
({

1
2c

< |f | < 1
2c

+ δk

}
∪
{
|f | ≥ 1

2c
+ δk

})

with δk = ‖yc − yk‖1/2
L2 . On Nt,k ∩ {|f | ≥ 1

2c + δk} we find |ft,k(x) − f(x)| ≥ δk, and hence by the Tchebychev
inequality

meas
(
Nt,k ∩

{
|f | ≥ 1

2c
+ δk

})
≤ meas ({|ft,k − f | ≥ δk})

≤ 1
δ2k

‖f − ft,k‖2
L2 ≤ c2‖yc − yk‖L2.

Moreover, due to its construction meas({ 1
2c < |f | < 1

2c +δk}) → 0, which implies meas(Nt,k \N) → 0 for k → ∞
uniform in t.

Let us choose k0 such that δk < 1
2c for all k > k0. Then we write

N \Nt,k =
({

|f | < 1
2c

− δk

}
∪
{

1
2c

− δk ≤ |f | ≤ 1
2c

})
∩
{
|ft,k| >

1
2c

}
.

Here, we find meas
(
{|f | < 1

2c − δk} ∩ {|ft,k| > 1
2c}
)
→ 0 with analogous arguments as above. Moreover,

meas
(
{ 1

2c − δk ≤ |f | ≤ 1
2c}
)
→ 0 due to (3.7). Hence, we have shown that the convergence meas(Nt,kΔN) → 0

for k → ∞ is uniform with respect to t. This allows to prove that the remainder term vanishes for k → ∞:

∣∣∣∣
∫ 1

0

∫ s

0

({
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

)}
z2
k, pc

)
dt ds

∣∣∣∣
≤
∫ 1

0

∫ s

0

c3 meas(Nt,kΔN)1/2‖zk‖2
L4‖pc‖L∞ dt ds→ 0 for k → ∞.

�
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We are now prepared to address second order sufficient optimality for (Pc) under the assumption:

Assumption 2. There exist β > 0, C0 > 0 such that for all c > C0

g′′(yc)(z, z) + j′′(uc)(h, h) + (c2sgn′
c

(
λ̄+ c(yc − ψ)

)
pcz, z) ≥ β‖h‖2

L2 (3.13)

for all (z, h) ∈ H1
0 (Ω) × L2(Ω) satisfying

Az + c sgnc
(
λ̄+ c(yc − ψ)

)
z = h.

Thus the gap between the necessary and sufficient conditions consists in the uniform lower bound, see
Assumption 2 and (3.8). It is therefore consistent with what can be expected from the literature. Sufficient
conditions that imply pc ≥ 0 were already discussed in Remark 2.13 (iii). In particular for the quadratic function
(2.16) with ψ ≤ yd we have in the feasible case that pc ≥ 0 for all c sufficiently large, and hence Assumption 2
is satisfied.

Theorem 3.17. Suppose that Assumption 2 holds at a solution (yc, uc, λc, pc, μc) of the first-order system (1.7)
and suppose that (3.7) holds. Then for all c > C0 there exist positive constants βc, ρc such that

J(yc(u), u) ≥ J(yc, uc) + βc‖u− uc‖2
L2

for all u ∈ L2(Ω) with ‖u− uc‖L2 < ρc.

Proof. Let us assume that the quadratic growth condition does not hold for some c > C0. Then there exist
sequences uk, uk → uc in L2(Ω), yk = yc(uk), such that

J(yc, uc) +
1
k
‖uk − uc‖2

L2 > J(yk, uk).

Introducing the quantities ρk = ‖uk − uc‖L2 and hk = 1
ρk

(uk − uc), we get from the above inequality that

J(yc, uc) +
ρ2
k

k
> J(yk, uk).

The sequence hk is bounded in L2(Ω) thus by compact embedding of L2(Ω) into H−1(Ω) and after extracting
a subsequence we have hk ⇀ h in L2(Ω) and hk → h in H−1(Ω). As in the proof of the previous theorem we
argue that the sequence zk := 1

ρk
(yk − yc), contain a subsequence such that zk → z in H1

0 (Ω) where

Az + c sgnc
(
λ̄+ c(yc − ψ)

)
z = h. (3.14)

Proceeding as in the proof of Theorem 3.16 we arrive at

J(yk, uk) − J(yc, uc) =
1
2
(
g′′(ỹk)(yk − yc)2 + j′′(ũk)(uk − uc)2

+
(
c2sgn′

c

(
λ̄+ c(yc − ψ)

)
(yk − yc)2, pc

))
+
∫ 1

0

∫ s

0

({
c2sgn′

c

(
λ̄+ c(yc + t(yk − yc) − ψ)

)
− c2sgn′

c

(
λ̄+ c(yc − ψ)

) }
(yk − yc)2 pc

)
dt ds <

1
k
·

Taking the limit as k → ∞ we obtain
1
2
g′′(yc)z2 + j′′(uc)h2 + c2sgn′

c

(
λ̄+ c(yc − ψ)

)
z2 pc ≤ 0,

with z satisfying (3.14). This contradicts Assumption 2. �
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Remark 3.18. We point out that (3.13) is equivalent to

g′′(yc)(z, z) + j′′(uc)(h, h) −
(
B−1g′(yc), c2sgn′

c

(
λ̄+ c(yc − ψ)

)
z2
)
≥ β‖h‖2

L2 , (3.15)

where the operator B = A∗ + c sgnc
(
λ̄+ c(yc − ψ)

)
satisfies the weak maximum principle. Therefore the last

additive term on the left hand side of (3.15) is nonpositive if g′(yc) ≤ 0, and Assumption 2 holds, for example,
if J is of the form (2.16).

In the final result of this section we address the question to which extent Assumption 2 is implied by
Assumption 1. It will be necessary to enlarge the test space for in (ii) of Assumption 1 and, in reference to (iii)
of Assumption 1, we require that the nonnegativity of pc holds in a small neighborhood of the incidence set.

Assumption 1’.

(i) There is γ > 0 such that

j′′(u∗)(h, h) ≥ γ‖h‖2
L2 for all h ∈ L2(Ω). (3.16)

(ii’)
g′′(y∗)(z, z) + j′′(u∗)(h, h) > 0 (3.17)

holds for all (z, h, η) ∈ H1
0 (Ω) × L2(Ω) ×H−1(Ω, h �= 0, satisfying

j′(u∗)h+ g′(y∗)z = 0

and
Az + η = h,

〈η, y∗ − ψ〉 = 0, 〈η, z〉 ≥ 0, λ∗z = 0 a.e. on Ω.
(3.18)

(iii’)
pc ≥ 0 on {|λ̄+ c(yc − ψ)| < 1/2c} for all c sufficiently large.

The test space in Assumption 1’ (ii’) is larger than in Assumption 1 (ii) since (3.18) allows more test
functions than the system in Lemma 2.4 that characterizes the directional derivative z = y′(u∗;h), which is
used in Assumption 1. Assumption 1’ (iii’) implies μc ≥ 0, hence a sign condition on μc as in Assumption 1 (iv)
is not necessary.

Theorem 3.19. Let {(yc, uc)}c>0 denote a sequence of local solutions to (Pc) converging to a local solution
(y∗, u∗) of (P) and let λ̄ ≥ Λ be chosen according to Proposition 3.11. Then Assumption 1’ implies Assumption 2
for all c sufficiently large.

Proof. Let us suppose that the claim does not hold. Then there exists a sequence {cn} with limn→∞ cn = ∞
and {(zcn , hcn)} such that

g′′(ycn)(zcn , zcn) + j′′(ucn)(hcn , hcn) + (c2n sgn′
cn

(λ̄+ cn(ycn − ψ))pcnzcn , zcn) ≤ 1
n
‖hcn‖2

L2 (3.19)

with
Azcn + cn sgncn

(λ̄+ cn(ycn − ψ))zcn = hcn . (3.20)

W.l.o.g. we can choose hcn with ‖hcn‖L2 = 1. Then the sequence zcn is bounded in H1
0 (Ω). Hence after

extracting a subsequence if necessary, we find

hcn ⇀ h in L2(Ω) and zcn ⇀ z in H1
0 (Ω).
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Due to the compact embedding L2(Ω) ↪→ H−1(Ω) we have hcn → h in H−1(Ω). Passing to the limit in
equation (3.20) gives Az + η = h together with the convergence ηcn := cnsgncn

(λ̄ + cn(ycn − ψ))zcn ⇀ η in
H−1(Ω).

Arguing as in [12], pp. 356–357, which uses feasibility ycn ≤ ψ, we can prove 〈η, y∗ −ψ〉 = 0 and zλ∗ = 0 a.e.
on Ω. Additionally, we obtain 〈η, z〉 ≥ 0 as follows:

〈η, z〉 = 〈ηc, zc〉 + 〈η − ηc, zc〉 + 〈η, z − zc〉
≥ 〈η, z − zc〉 + 〈η − ηc, zc − z〉 + 〈η − ηc, z〉
= 〈η, z − zc〉 + 〈η − ηc, z〉 + 〈h− hc − (Az −Azc), zc − z〉
= 〈η, z − zc〉 + 〈η − ηc, z〉 + 〈h− hc, zc − z〉 + 〈A(z − zc), z − zc〉
≥ 〈η, z − zc〉 + 〈η − ηc, z〉 + 〈h− hc, zc − z〉 → 0,

where we used 〈ηc, zc〉 = (cnsgncn
(λ̄ + cn(ycn − ψ))zcn , zcn) ≥ 0, the defining equations for ηc and η, and the

coercivity of A. These facts establish (3.18).
We have using hcn → h in H−1(Ω), zcn ⇀ z, ycn → y∗, and pcn ⇀ p∗ in H1

0 (Ω) and equations (1.7), (3.9)

0 = (ηcn , pcn) − (cnsgncn
(λ̄ + cn(ycn − ψ))pcn , zcn)

= 〈hcn , pcn〉 − a(zcn , pcn) + a(zcn , pcn) + (g′(ycn), zcn) = 〈hcn , pcn〉 + (g′(ycn), zcn)

→ 〈h, p∗〉 + (g′(y∗), z) = 〈h, p∗〉 − a(z, p∗) + a(z, p∗) + (g′(y∗), z) = 〈η, p∗〉 − 〈μ∗, z〉,

which yields
〈η, p∗〉 − 〈μ∗, z〉 = 0.

By (2.24), we obtain j′(u∗)h + g′(y∗)z = 0, which shows that (h, z) are feasible as test functions in Assump-
tion 1’ (ii’).

By Assumption 1’ (iii’), we have (c2nsgn′
cn

(
λ̄+ cn(ycn − ψ)

)
pcnzcn , zcn) ≥ 0 for sufficiently large cn > C1.

Hence by (3.19)

g′′(ycn)(zcn , zcn) + j′′(ucn)(hcn , hcn) ≤ 1
n

for all cn > C1. (3.21)

We can write

j′′(ucn)(hcn , hcn) = (j′′(ucn)(hcn , hcn) − j′′(u∗)(hcn , hcn)) + j′′(u∗)(hcn , hcn),

which gives due to j′′(ucn) → j′′(u∗) and Assumption 1’ (ii’)

lim inf j′′(ucn)(hcn , hcn) = lim inf j′′(u∗)(hcn , hcn) ≥ j′′(u∗)(h, h).

Passing to the limit in (3.21) gives then

g′′(y∗)(z, z) + j′′(u∗)(h, h) ≤ 0.

Hence h = 0 by Assumption 1’ (ii’). System (3.18) implies the estimate ‖z‖H1 ≤ C‖h‖H−1 , which yields z = 0.
Due to Assumption 1’ (i) there is C2 ≥ C1 such that

j′′(ucn)(hcn , hcn) ≥ γ

2
‖hcn‖2

L2
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for all cn > C2. Inequality (3.21) can then be written as

g′′(ycn)(zcn , zcn) ≤ 1
n
− γ

2
for all cn > C2,

which finally yields the contradiction, since the left-hand side tends to zero for cn → ∞. �
Remark 3.20. If one omits the assumption on λ̄, one cannot expect feasibility of the regularized solutions yc,
and consequentely the relations 〈η, y∗ − ψ〉 = 0 and λ∗ z = 0 cannot be expected to hold. In this case the
conclusion of Theorem 3.19 remains correct, if in Assumption 1’ (ii’) the relations 〈η, y∗ − ψ〉 = 0 and λ∗ z = 0
are omitted. Note also that the set on which pc is supposed to be nonnegative according to Assumption 1’ (iii’)
is precisely the set on which sgn′

c(λ̄+ c(yc − ψ)) does not vanish.

Let us conclude this section with a result about the sets that appear in Assumption 1’ (iii’).

Lemma 3.21. For every sequence cn → ∞ the relation⋂
cn

{|λ̄+ cn(ycn − ψ)| < 1/2cn} ⊂ B,

holds, where B is the bi-active set.

Proof. Let us denote Nn := {|λ̄+ cn(ycn − ψ)| < 1/2cn} and N :=
⋂
cn
Nn. Then we have on Nn

− 1
2cn

≤ λ̄+ cn(ycn − ψ) ≤ 1
2cn

,

which implies

− 1
2c2n

− λ̄
1
cn

≤ ycn − ψ ≤ 1
2c2n

− λ̄
1
cn

·

Since ycn → y∗ in Lp(Ω), we obtain y∗ = ψ on N and ycn → y∗ in L∞(N). In addition, we have

0 ≤ λcn ≤ cn
2

(
λ̄+ cn(ycn − ψ) +

1
2cn

)2

≤ 1
2cn

on Nn, which proves λcn → 0 = λ∗ in L∞(N). Hence, N ⊂ B holds. �

4. Semi-smooth Newton method: wellposedness and convergence

The direct use of Newton-type methods is impeded by the non-smoothness of the constraints appearing
in the original problem (P). Even the optimality system (1.7) of the regularized problem (Pc) contains the
nondifferentiable sgnc term, which is not C1, so that Newton’s method is not directly applicable. We therefore
investigate the use of a semi-smooth Newton method. In view of recent results on semi-smooth methods for
non-differentiable problems in function spaces the proof of the semi-smooth part is quite straightforward, see
e.g. [9,13]. The stability part, however, is more delicate.

The main assumption, under which we obtain well-posed and superlinear convergence of the semi-smooth
Newton method, is the second order sufficient optimality condition for the regularized problem that was devel-
oped in Section 3.4, specifically (3.13). Throughout this section c > 0 is fixed.

We henceforth abbreviate W := H2(Ω) ∩H1
0 (Ω) and define the function F : W × L2(Ω) ×W → L2(Ω)3 by

F (y, u, p) =

⎛
⎜⎝

Ay + maxc
(
0, λ̄+ c(y − ψ)

)
− u

A∗p+ c sgnc
(
λ̄+ c(y − ψ)

)
p+ g′(y)

j′(u) − p

⎞
⎟⎠ . (4.1)
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A generalized derivative [13] GF of F at (y, u, p) ∈ W ×L2(Ω)×W in the direction (z, h, q) ∈W ×L2(Ω)×W
is given by

GF (y, u, p)(z, h, q) =

⎛
⎜⎝

Az + c sgnc
(
λ̄+ c(y − ψ)

)
z − h

A∗q + c sgnc
(
λ̄+ c(y − ψ)

)
q + c2sgn′

c

(
λ̄+ c(y − ψ)

)
pz + g′′(y)z

j′′(u)h− q

⎞
⎟⎠.

Theorem 4.1. Let Assumptions 2 and (3.7) be satisfied. Then the semi-smooth Newton method applied to
F (y, u, p) = 0 converges locally superlinearly to (yc, uc, pc) in W × L2(Ω) ×W .

The proof uses two preparatory lemmas.

Lemma 4.2. Under the assumptions of Theorem 4.1 the generalized derivatives GF (y, u, p) are uniformly
bounded invertible in a W × L2(Ω) ×W− neigborhood of (yc, uc, pc). In particular, the semi-smooth Newton
algorithm is well defined in this neighborhood.

Proof. We commence with verifying that the mapping y → sgn′
c(λ̄ + c(y − ψ)) is continuous at y = yc from

C(Ω̄) (and hence from H2(Ω)) to Lp(Ω) for any p ∈ [1,∞). In fact, let w = λ̄+ c(y−ψ) and wc = λ̄+ c(yc−ψ).
For arbitrary δ > 0 let ‖y − yc‖C(Ω̄) ≤ δ

c . Then ‖w − wc‖C(Ω) ≤ δ. Note that the set

Sδ =
{
x : |wc(x)| ≤

1
2c

and |w(x)| > 1
2c

}
∪
{
x : |wc(x)| >

1
2c

and |w(x)| ≤ 1
2c

}

is contained in

Tδ =
{
x :

1
2c

− δ ≤ |wc(x)| ≤
1
2c

+ δ

}
.

Consequently we find that ∫
Ω

|sgn′
c(w) − sgn′

c(wc)|p dx ≤ cmeas(Tδ).

By (3.7) we have that meas(T0) = meas
(
{x : |λ̄+ c(yc − ψ)| = 1

2c}
)

= 0. Since the sets Tδ are monotonically
decreasing as δ → 0+, we have that limδ→0 meas(Tδ) = 0, and hence the desired continuity of y → sgn′

c(λ̄ +
c(y − ψ)) at y = yc follows.

From Assumption 2 and (3.13), it now follows that (3.13) is stable under perturbations in the sense that
there exists ρ > 0 such that

g′′(y)(z, z) + j′′(u)(h, h) + (c2sgn′
c

(
λ̄+ c(y − ψ)

)
p z, z) ≥ α

2
‖h‖2

L2 (4.2)

holds for all (y, u, p) with
‖y − yc‖H2 + ‖u− uc‖L2 + ‖p− pc‖H2 ≤ ρ (4.3)

and all pairs (h, z) satisfying
Az + c sgnc(λ̄+ c(y − ψ))z = h. (4.4)

Here we use the facts that x→ sgnc(x) is globally Lipschitz continuous and that

‖zy − zyc‖H2 ≤ K‖y − yc‖L∞‖h‖L2, for all h ∈ L2(Ω),

where zy, zyc denote the solutions to (4.4) and (3.9) respectively, and the constant K is uniform with respect
to y in bounded subsets of H2(Ω).

To argue the asserted wellposedness of GF (y, u, p) with (y, u, p) satisfying (4.3) let r = (r1, r2, r3) ∈ L2(Ω)3

be arbitrary and consider the equation
GF (y, u, p)(z, h, q) = r, (4.5)

for (z, h, q) ∈W × L2(Ω) ×W .
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For verifying existence of a solution to (4.5) we set

B = A+ c sgnc(λ̄+ c(y − ψ)) and b = c2 sgn′
c(λ̄+ c(y − ψ))p

and consider the quadratic minimization problem in L2(Ω)

minh 1
2

(
g′′(y)B−1(h+ r1), B−1(h+ r1)

)
+ 1

2

(
bB−1(h+ r1), B−1(h+ r1)

)
+ 1

2 (j′′(u)h, h) − (r2, B−1h) − (r3, h).

The necessary optimality condition for this problem is

(B−1)∗
(
g′′(y)B−1(h+ r1) + bB−1(h+ r1) − r2

)
+ j′′(u)h− r3 = 0, (4.6)

and the second order sufficient condition is (4.2) with the substitution B−1h = z as in (4.4). Since the second
order condition holds for the quadratic problem, (4.6) admits a unique solution. Setting

z = B−1(h+ r1) and q = −(B−1)∗(g′′(y)z + bz − r2)

we have
Az + c sgnc(λ̄+ c(y − ψ))z − h = r1,

A∗q + c sgnc(λ̄+ c(y − ψ))q − g′′(y)z + bz = r2,

j′′(u)h− q = r3,

(4.7)

which is (4.5).
Continuous invertibility of the linear operator

h→ (B−1)∗
(
g′′(y)B−1h+ bB−1h

)
+ j′′(u)h,

implies the continuous dependence of h on r. Continuous dependence of (z, q) on r follows from (4.7). �
Lemma 4.3. Let f : Y → Z and g : X → Y be Newton differentiable in open sets V and U , respectively, with
U ⊂ X , g(U) ⊂ V ⊂ Y. Assume that g is locally Lipschitz continuous and that there exists a Newton map
Gf (·) of f which is bounded on g(U). Then the superposition f ◦ g : X → Z is Newton differentiable in U with
a Newton map GfGg.

For the proof of this lemma we refer to the Appendix of [10].

Proof of Theorem 4.1. According to the superlinear convergence theorem for Newton differentiable mappings
[13,14] it suffices to verify that the inverses of the generalized gradients GF (y, u, p) are uniformly bounded in
a neighborhood of (yc, uc, pc), which was achieved in Lemma 4.2, and that (y, u, p) → F (y, u, p) is Newton-
differentiable. This is clear for all terms appearing in F except for y → sgnc(λ̄ + c(y − ψ)) as mapping from
W → L2(Ω). Note that

sgnc(x) = max
(

1,max
(

0, c
(
x+

1
2c

)))
.

Recall that the max operation is Newton differentiable from Lp(Ω) to Lq(Ω) if 1 ≤ q < p and

(Gmaxy)(x) =

⎧⎨
⎩

0 if y(x) > 0
δ if y(x) = 0
1 if y(x) < 0,

for any δ ∈ R and y ∈ Lp(Ω). Together with Lemma 4.3 this implies Newton differentiability of y → sgnc(λ̄ +
c(y − ψ)) from W → L2(Ω). �
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Combining the results of Section 3.1 and this section we showed that the solutions of the regularized problem
(Pc) converge in the sense of Proposition 3.8 and that each regularized problem with a fixed value of c can
be solved with superlinear rate. In a follow up paper the issue of combining these two asymptotic processes
is addressed and the numerical efficiency of this procedure is also established. This will rely on the path
c→ (yc, uc, λc) associated to (Pc).
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