## Title

Summed score likelihood based indices for testing latent variable distribution fit in item response theory

## Permalink

https://escholarship.org/uc/item/4t21k7rg

## Author

Zhen, Li

## Publication Date

2015
Peer reviewed|Thesis/dissertation

# Summed Score Likelihood Based Indices for Testing Latent Variable Distribution Fit in Item Response Theory 

A dissertation submitted in partial satisfaction<br>of the requirements for the degree<br>Doctor of Philosophy in Education<br>by

Zhen Li
(c) Copyright by

Zhen Li

# Abstract of the Dissertation <br> Summed Score Likelihood Based Indices for Testing Latent Variable Distribution Fit in Item Response Theory 

by

Zhen Li<br>Doctor of Philosophy in Education University of California, Los Angeles, 2015<br>Professor Li Cai, Chair

In item response theory (IRT), the underlying latent variables are typically assumed to be normally distributed. If the assumption of normality is violated, the item and person parameter estimates can become biased. Therefore, it is necessary in practical data analysis situations to examine the adequacy of this assumption in an effective manner. There is a recent surge of interest in limited-information overall goodness-of-fit test statistics for IRT models (see e.g., Cai, Maydeu-Olivares, Coffman, \& Thissen, 2006; Joe \& Maydeu-Olivares, 2010; Cai \& Hansen, 2013), but their appropriateness for diagnosing latent variable distributional fit has not been studied.

The approach undertaken in this research is to use summed score likelihood based indices. The idea itself is not new (see e.g., Ferrando \& Lorenzo-Seva, 2001; Hambleton \& Traub, 1973; Lord, 1953; Ross, 1966; Sinharay, Johnson, \& Stern, 2006; Thissen \& Wainer, 2001), but this study recasts the problem using the framework of limited-information goodness of fit testing. The summed score based indices can be viewed as a particular form of reduction of the full underlying multinomial that are potentially sensitive to the latent variable distributional
misspecifications.

Results from a pilot study (Li \& Cai, 2012) show that summed score likelihood based indices enjoy high statistical power for detecting latent variable distributional assumption violations, and are not sensitive (correctly) to other forms of model misspecification such as unmodeled multidimensionality. Meanwhile, the limited-information overall fit statistic $M_{2}$ (Maydeu-Olivares \& Joe, 2005) has relatively low power against latent variable non-normality. However, technically the statistical indices proposed by Li and Cai (2012) don't follow an exactly chi-squared distribution. They proposed a heuristic degrees of freedom adjustment, but more rigorous justifications could be developed along the lines of Sattora-Bentler type moment adjustment popular in structural equation modeling (Satorra \& Bentler, 1994). In IRT, the moment adjustment approaches have been used by Cai et al. (2006) and Maydeu-Olivares (2001).

The major methodological contributions of my dissertation come from simulation studies that examine the calibration and power of the moment adjusted test statistics across various conditions: number of items, sample size, item type, generating latent variable distribution, and the values of generating item parameters. The performance of these fit statistics are also compared with the limitedinformation overall fit statistic $M_{2}$ (Maydeu-Olivares \& Joe, 2005). Simulation study results show that the proposed moment-adjusted statistics improve upon the unadjusted statistics in the null and alternative conditions, especially when generating item parameters are dispersed. Finally, performance of the indices is illustrated with empirical data from educational and psychological assessment development projects.
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## CHAPTER 1

## Introduction

In the area of educational and psychological measurement, item response theory (IRT) models are widely utilized for test development and scoring (Embretson \& Reise, 2000; Thissen \& Wainer, 2001; Brennan, 2006). In standard IRT models, the distribution of the latent variable is often assumed to be normal (Lord, 1980). Then, the expected probability of a particular item response is modeled as a function of item parameters and the latent variables. This function, known as an item response function (IRF), can be considered the building block for item parameter estimation.

As with any statistical model, many assumptions are made in the application of IRT models, and verification of these assumptions is desirable. For instance, when an IRT model is fitted with maximum marginal likelihood estimation (MMLE, Bock \& Lieberman, 1970), the latent variable is often assumed to follow a normal distribution. While many latent variables may arguably follow a normal distribution, this assumption might be unrealistic in other cases (Woods \& Thissen, 2006). For example, in large-scale educational assessment, two subpopulations with different means and variances might be grouped together (e.g., English Language Learners and the general population). As a consequence, the population distribution of the proficiency latent variable might be nonnormal.

The purpose of the current research is to develop a set of statistical indices to test the appropriateness of the latent variable normality assumption for realistic data analysis situations. It is valuable because if the assumption of latent vari-
able normality is violated, item parameter estimates might be biased (Woods \& Thissen, 2006). For example, in Computer Adaptive Testing (CAT) applications, item parameter estimates are ultilized in item selection and later on for test scoring, thus the bias of parameter estimates could lead to undesirable consequences for both. Furthermore, many quantities of interest, such as score estimates and test information, are functions of the item parameter estimates. Consequently, bias in the parameter estimates will lead to bias in these other quantities.

Certainly, there are alternative approaches to specifying the latent variable distribution in IRT modeling. Researchers have developed several methods to estimate the shape of the latent variable distribution. These include the empirical histogram (EH) method (Bock \& Aitkin, 1981), Ramsay-Curve IRT (Woods \& Thissen, 2006), and Davidian Curve IRT (Woods \& Lin, 2009) as well as its multidimensional extension (Monroe, 2014). The various approaches can provide reasonable item and structural parameter estimates in the case of a non-normal latent variable distribution. However, all of these methods are more computationally demanding than standard IRT estimation (assuming normality) and require special software. Clearly, it would be convenient and useful for practitioners to consult a statistical test of the assumption of normality before more complex models are applied.

In the application of IRT models, overall goodness-of-fit statistics, based on discrepancies between model-implied and observed response pattern probabilities (Reiser, 1996) are calculated to assess model fit. These include Pearsons chi-square test, the likelihood ratio test, and Maydeu-Olivares and Joe's (2006) $M_{2}$ index. But recent studies (Li \& Cai, 2012; Hansen, Cai, Monroe, \& Li, 2015) show that the overall goodness-of-fit test statistics are not sensitive to the violation of the latent variable distribution assumption. Bayesian methods, such as the Posterior Predictive Model Checking (PPMC, Sinharay et al., 2006) approach, could also be applied to check the latent variable distribution assumption. However, predictive
model checking has not been applied to IRT model fit test in the context when item parameters are estimated by MMLE, which remains by far the more popular approach to item parameter estimation in practical settings. An ideal test statistic should be easily computed along with MMLE, and be specifically sensitive to the violation of the assumption of latent variable normality.

Summed score likelihood based indices (Li \& Cai, 2012), a special case of limited-information goodness-of-fit tests, were demonstrated to meet these requirements. These indices are derived from a power divergence family of goodness-of-fit (GOF) statistics (Cressie \& Read, 1984). Compared with the limitedinformation goodness-of-fit test statistics, summed score likelihood based statistics are more powerful in detecting latent variable non-normality (Li \& Cai, 2012). However, in Li and Cai's (2012) study, a heuristic formula for the degrees of freedom $(d f)$ was applied for the statistics, and the empirical distribution of these statistics did not always seem to follow a chi-squared distribution. In this dissertation, I propose two moment-matching approaches (Satorra \& Bentler, 1994; Cai et al., 2006) to adjust the summed score likelihood based indice $\bar{X}^{2}$. An adapted Lord-Wingersky algorithm (Lord \& Wingersky, 1984) was developed to calculate the Jacobian matrix useful for finding the first and second moments of $\bar{X}^{2}$. To distinguish the unadjusted and adjusted statistics, the chi-square statistic with a heuristic $d f$ (Li \& Cai, 2012) is renamed as $\bar{X}_{H}^{2}$. The proposed statistic with first-moment adjustment is named as $\bar{X}_{C 1}^{2}$, while the one with both firstand second-moment adjustments is named as $\bar{X}_{C 2}^{2}$. A simulation study and an empirical study are proposed to examine the performance of $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ under various conditions, in comparison with overall GOF statistics, such as $M_{2}$.

My dissertation consists of nine chapters in total. Chapter 2 introduces some typical unidimensional IRT models. Chapter 3 demonstrates the importance of normal latent variable distribution assumption in IRT modeling. Chapter 4 presents popular multinomial goodness-of-fit statistical tests (full-information and
limited-information) for IRT. Chapter 5 introduces the proposed summed score likelihood based indices as a member of the limited-information statistical test family, the moment adjustment procedure, and the adapted Lord-Wingersky algorithm for the Jacobian matrix. Chapter 6 describes the simulation study design and the data generation process. Chapter 7 illustrates the simulation study results. Chapter 8 presents an application of the proposed statistics to two sets of empirical data. Chapter 9 provides a conclusion for the current study and some directions for future exploration.

## CHAPTER 2

## Item Response Theory Model

The statistical aspects of item response theory can be understood from the generalized linear model formulation (Skrondal \& Rabe-Hesketh, 2004) for categorical item level data. In unidimensional IRT models, the examinee's responses to items are assumed to be related to a general underlying dimension, representing proficiency, ability, achievement, preference, etc. Item response probabilities are assumed to be independent conditional on the latent variable (Thissen \& Steinberg, 2009). Some commonly used item response theory models are introduced in this chapter.

In standard IRT models, the conditional item response probabilities (also referred to as item tracelines) are represented as a function of item parameters and the latent variable $\theta$. For example, the 3-parameter logistic (3-PL) model can be written as:

$$
\begin{equation*}
T_{i}(1 \mid \theta)=g_{i}+\frac{1-g_{i}}{1+\exp \left[-\left(c_{i}+a_{i} \theta\right)\right]}, \tag{2.1}
\end{equation*}
$$

where $T_{i}(1 \mid \theta)$ represents item $i$ 's traceline for the 1 category (indicating correct/ endorsement response in most contexts) as a function of $\theta$. The item parameters include: $g_{i}$, which is the pseudo-guessing probability for the item (lower asymptote parameter); $a_{i}$, which is the slope (discrimination) parameter, and $c_{i}$, which is the item intercept parameter. The slope parameter indicates to what extent the item can discriminate individuals on the latent variable continuum. The classical difficulty (threshold) parameter is obtained as $b_{i}=-c_{i} / a_{i}$, which is defined as the value of $\theta$ when correct/ endorsement response probability equals to $\left(1+g_{i}\right) * 0.5$.

If $g_{i}$ is zero, the model reduces to a 2 -parameter logistic (2-PL) model, and if all the item slopes are constrained to be equal to a common slope ( $a_{i} \equiv a$ ), the 1-parameter logistic (1-PL) model results. For an item with two categories, the incorrect/non-endorsement response probability is equal to $T_{i}(0 \mid \theta)=1-T_{i}(1 \mid \theta)$.

For an item with $K_{i}$ ordered polytomous responses, the graded response model (Samejima, 1969) is often utilized. Let the response categories be coded as $k=$ $0, \ldots, K_{i}-1$. The cumulative response probability for item $i$ in categories $k$ and above is

$$
\begin{equation*}
T_{i}^{+}(k \mid \theta)=\frac{1}{1+\exp \left[-\left(c_{i k}+a_{i} \theta\right)\right]}, \tag{2.2}
\end{equation*}
$$

for $k=1, \ldots, K_{i}-1$. Having defined the boundary cases $T_{i}^{+}(0 \mid \theta)=1$ and $T_{i}^{+}(K \mid \theta)=0$, the category response probability can be written as

$$
\begin{equation*}
T_{i}(k \mid \theta)=T_{i}^{+}(k \mid \theta)-T_{i}^{+}(k+1 \mid \theta), \tag{2.3}
\end{equation*}
$$

for $k=0, \ldots, K_{i}-1$. Let $U_{i}$ be a random variable whose realization $u_{i}$ is a response to item $i$. Regardless of the number of categories or the form of the model, the probability mass function of $U_{i}$, conditional on $\theta$, is that of a multinomial with trial size 1:

$$
\begin{equation*}
P\left(U_{i}=u_{i} \mid \theta\right)=\prod_{k=0}^{K_{i}-1}\left[T_{i}(k \mid \theta)\right]^{1_{k}\left(u_{i}\right)} \tag{2.4}
\end{equation*}
$$

where $1_{k}\left(u_{i}\right)$ is an indicator function such that

$$
1_{k}\left(u_{i}\right)=\left\{\begin{array}{l}
1: \text { if } k=u_{i} \\
0: \text { otherwise }
\end{array}\right.
$$

A 2-PL model is actually a special case of the graded response model when the number of response categories equals to two: correct or incorrect. In addition, there are alternative unidimensional IRT models for polynomial data, such as Muraki's (1992) generalized partial credit (GPC) model and Bock's (1972)
nominal categories model. Details about these models can be found elsewhere (e.g., Thissen \& Wainer, 2001). In my dissertation, the graded response model (Samejima, 1969) is applied for polytomous item response data.

## CHAPTER 3

## The Latent Variable Distribution in IRT

As previously mentioned, in the application of IRT, the population distribution of latent variable $g(\theta)$ is often conveniently assumed to be normal for the purposes of item parameter calibration and latent trait estimation (Thissen \& Wainer, 2001). In reality, however, the distribution of the latent variables can be nonnormal. Woods and Thissen (2006) described several potential situations where $\theta$ might be nonnormal. For example, as severe symptoms of psychological disorders rarely exist in the general population and most people have low levels of psychopathological symptoms, the population distribution of latent variables reflecting these symptoms may be positively skewed. Another possible cause arises in the situation when the population is heterogeneous. For instance, when two or more subpopulations with different means and variances are grouped together, potentially multimodal population distributions may be the result. Calibrating the items with respect to the combined population renders the normality assumption suspect.

When the assumption of normal latent variable distribution is challenged, nonparametric or semi-parametric estimation methods can be applied to estimate $g(\theta)$ along with item parameters. The EH method is now an established strategy for detecting and correcting latent variable nonnormality in IRT (Bock \& Aitkin, 1981; Mislevy, 1984; Woods, 2006). Newer semi-parametric density estimation procedures (e.g., Ramsay Curve IRT, Woods \& Thissen, 2006; Davidian Curve IRT, Woods \& Lin, 2009) offer more efficient alternatives. Monroe and Cai (2014)
and Monroe (2014) extended these estimation methods for multidimensional IRT models, where semi-parametric densities are estimated for more than one latent variable.

In practice, however, estimating latent variable densities often requires additional computation and specialized software. Although the EH method has been implemented in several IRT software, such as BILOG-MG (Zimowski, Muraki, Mislevy, \& Bock, 1996) and flexMIRT (Cai, 2013), more complex latent variable distributions involve more parameters to be estimated from the data, increasing the need for larger calibration sample sizes to achieve stable estimation. Moreover, even as nonnormal latent densities may be modeled, e.g., using a Ramsay Curve IRT model (Woods \& Thissen, 2006), and the relative model fit may be evaluated against a baseline using likelihood ratio tests, it does not circumvent the need for absolute goodness of fit indices to establish the adequacy of the least restrictive model in the class of models being compared (see Maydeu-Olivares \& Cai, 2006 for further explanation). It would be highly desirable to use statistical tests to examine the extent to which a normal latent variable distribution may in fact be a reasonable characterization before more computational demanding methods and software programs for semi-parametric density estimation are employed.

In developing such a family of test statistics for latent variable distribution fit, several requirements should be considered. First, the statistics should be easily computed, preferably using only standard byproducts of the MMLE procedure. Second, the statistics should have well-grounded heuristic motivation and theoretical justification. Third, the asymptotic distribution of the statistics under the null hypothesis should be sufficiently accurate. Finally, the statistics should have adequate power that is focused on latent variable distribution assumption violation and sufficient diagnostic specificity, comparing with the overall GOF fit test statistics.

The guiding insight has been provided elsewhere in the literature. For uni-
dimensional IRT modeling, the observed and model-implied summed score distribution can be a basis for inferring the adequacy of the latent variable distribution specification in the IRT model (Thissen \& Wainer, 2001). After model fitting, residual summed score probabilities may be used to construct chi-square test statistics. While the idea has been discussed from different standpoints (see Ferrando \& Lorenzo-Seva, 2001; Hambleton \& Traub, 1973; Lord, 1953; Ross, 1966; Sinharay et al., 2006, among others), the recently developed theory of limited-information goodness-of-fit testing is utilized to formally demonstrate that the summed score likelihood based fit indices proposed here belong to the general family of multinomial limited-information tests.

## CHAPTER 4

## Multinomial Goodness-of-fit Tests

With no loss of generality, consider a test with $N$ examinees and $n$ dichotomous items. The observed responses can be summarized in an $n$-dimensional contingency table, with $2^{n}$ cells. Statistically, the adequency of an IRT model can always be tested using goodness-of-fit indices by comparing the observed probabilities in each of the $2^{n}$ cells with expected probabilities based on the model, with test statistics such as likelihood ratio and Pearson's statistics (Reiser, 1996). Moreover, there are different ways to construct an asymptotically chi-square distributed test statistic with a quardrature form (Cressie \& Read, 1984). In this chapter, several quardratic-form statistics for model misfit detection in IRT are described, as well as the relationship among these statistics. Summed score likelihood based indices turn out to belong to the general family of multinomial limited-information tests.

### 4.1 Multinomial IRT model

Based on $n$-dimensional contingency table, and under the conditional independence assumption, the IRT model specifies the conditional response pattern probability as follows:

$$
\begin{equation*}
P\left(\bigcap_{i=1}^{n} U_{i}=u_{i} \mid \theta\right)=\prod_{i=1}^{n} P\left(U_{i}=u_{i} \mid \theta\right) . \tag{4.1}
\end{equation*}
$$

Assuming that $g(\theta)$ is the distribution of the latent variable (also known as the prior distribution), the marginal response pattern probability is the following integral:

$$
\begin{equation*}
P\left(\bigcap_{i=1}^{n} U_{i}=u_{i}\right)=\int \prod_{i=1}^{n} P\left(U_{i}=u_{i} \mid \theta\right) g(\theta) d \theta=\pi_{\mathbf{u}}(\gamma) \tag{4.2}
\end{equation*}
$$

where $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)^{\prime}$ is the response pattern, and $\gamma$ is a $d \times 1$ vector that collects together the free item parameters from all $n$ items. The parenthetical notation $\pi_{\mathbf{u}}(\gamma)$ in Equation 4.2 is used to emphasize the fact that it is the model. The marginal response probability depends on the item parameters, the item-level response models, and the assumed latent variable distribution. Recall that the number of categories for item $i$ is two. For $n$ items, the IRT model generates a total of $C=2^{n}$ cross-classifications or possible item response patterns in the form of a contingency table. Based on a sample of $N$ respondents, let the observed proportion associated with pattern $\mathbf{u}$ be denoted as $p_{\mathbf{u}}$. The sampling model for this contingency table is a multinomial distribution with $C$ cells and $N$ trials. The multinomial log-likelihood for the item parameters $\gamma$ is proportional to

$$
\begin{equation*}
\log L(\gamma) \propto N \sum_{\mathbf{u}} p_{\mathbf{u}} \log \pi_{\mathbf{u}}(\gamma) \tag{4.3}
\end{equation*}
$$

where the summation is over all $C$ response patterns. Maximization of the loglikelihood (e.g., with the EM algorithm; Bock \& Aitkin, 1981) leads to the maximum marginal likelihood estimator $\hat{\gamma}$. Upon finding $\hat{\gamma}$, the IRT model generates model-implied probabilities for each response pattern $\pi_{\mathbf{u}}(\hat{\gamma})=\hat{\pi}_{\mathbf{u}}$. Suppose the model-implied response pattern probabilities $\hat{\pi}_{\mathbf{u}}$ are collected into a $C \times 1$ vector $\hat{\boldsymbol{\pi}}$ of all model-implied response pattern probabilities. By analogy, let a $C \times 1$ vector $\boldsymbol{\pi}$ contain the true (population) response pattern probabilities. Similarly, the observed proportions $p_{\mathbf{u}}$ can be collected into a $C \times 1$ vector $\mathbf{p}$. For example, for 3 dichotomously scored items there are $2^{3}=8$ item response patterns, and the
response pattern probabilities and observed proportions are:

$$
\boldsymbol{\pi}=\left(\begin{array}{c}
\pi_{000}  \tag{4.4}\\
\pi_{001} \\
\pi_{010} \\
\pi_{011} \\
\pi_{100} \\
\pi_{101} \\
\pi_{110} \\
\pi_{111}
\end{array}\right), \quad \hat{\boldsymbol{\pi}}=\left(\begin{array}{c}
\hat{\pi}_{000} \\
\hat{\pi}_{001} \\
\hat{\pi}_{010} \\
\hat{\pi}_{011} \\
\hat{\pi}_{100} \\
\hat{\pi}_{101} \\
\hat{\pi}_{110} \\
\hat{\pi}_{111}
\end{array}\right)=\left(\begin{array}{c}
\pi_{000}(\hat{\gamma}) \\
\pi_{001}(\hat{\gamma}) \\
\pi_{010}(\hat{\gamma}) \\
\pi_{011}(\hat{\gamma}) \\
\pi_{100}(\hat{\gamma}) \\
\pi_{101}(\hat{\gamma}) \\
\pi_{110}(\hat{\gamma}) \\
\pi_{111}(\hat{\gamma})
\end{array}\right), \quad \mathbf{p}=\left(\begin{array}{c}
p_{000} \\
p_{001} \\
p_{010} \\
p_{011} \\
p_{100} \\
p_{101} \\
p_{110} \\
p_{111}
\end{array}\right) .
$$

From results in discrete multivariate analysis (e.g., Bishop, Fienberg, \& Holland, 1975), $\hat{\gamma}$ is consistent, asymptotically normal, and asymptotically efficient, which can be summarized as follows:

$$
\begin{equation*}
\sqrt{N}(\hat{\gamma}-\gamma) \xrightarrow{D} N_{d}\left(0, \mathbf{F}^{-1}\right), \tag{4.5}
\end{equation*}
$$

where $\mathbf{F}=\boldsymbol{\Delta}^{\prime}[\operatorname{diag}(\boldsymbol{\pi})]^{-1} \boldsymbol{\Delta}$ is the $d \times d$ Fisher information matrix, with the Jacobian matrix $\boldsymbol{\Delta}$ defined as a $C \times d$ matrix of all first-order partial derivatives of the response pattern probabilities with respect to the item parameters:

$$
\begin{equation*}
\boldsymbol{\Delta}=\frac{\partial \boldsymbol{\pi}(\boldsymbol{\gamma})}{\partial \gamma^{\prime}} \tag{4.6}
\end{equation*}
$$

### 4.2 Distribution of Multinomial Cell Residuals

Based on Equation 4.6, it can be shown that the asymptotic distribution of the multinomial cell residual vector $(\mathbf{p}-\boldsymbol{\pi})$ is $C$-variate normal:

$$
\begin{equation*}
\sqrt{N}(\mathbf{p}-\boldsymbol{\pi}) \xrightarrow{D} N_{C}(\mathbf{0}, \boldsymbol{\Xi}), \tag{4.7}
\end{equation*}
$$

where $\boldsymbol{\Xi}=\operatorname{diag}(\boldsymbol{\pi})-\boldsymbol{\pi} \boldsymbol{\pi}^{\prime}$ is the covariance matrix associated with the multinomial. The cell residual vector ( $\mathbf{p}-\hat{\boldsymbol{\pi}}$ ) under MMLE of item parameters is asymptotically $C$-variate normal:

$$
\begin{equation*}
\sqrt{N}(\mathbf{p}-\hat{\boldsymbol{\pi}}) \xrightarrow{D} N_{C}(0, \boldsymbol{\Gamma}), \tag{4.8}
\end{equation*}
$$

where $\boldsymbol{\Gamma}=\boldsymbol{\Xi}-\boldsymbol{\Delta} \mathbf{F}^{-1} \boldsymbol{\Delta}^{\prime}$, and the second term $\left(\boldsymbol{\Delta} \mathbf{F}^{-1} \boldsymbol{\Delta}^{\prime}\right)$ reflects variability due to estimation of item parameters.

### 4.2.1 Lower-order Marginal Probabilities

The IRT model implies marginal probabilities. Consider the 3-item example from above. There are 3 mathematically independent first-order marginal probabilities $\dot{\pi}_{i}(i=1, \ldots, 3)$, one per item. There are also 3 mathematically independent second-order marginal probabilities $\ddot{\pi}_{i j}$ for the unique item pairs $(1 \leq j<i \leq 3)$. In general, these probabilities correspond to the $n$ univariate and $n(n-1) / 2$ bivariate margins that can be obtained from the full $C$-dimensional contingency table using a reduction operator matrix (see e.g., Maydeu-Olivares \& Joe, 2005). An example is given below:

$$
\hat{\pi}_{2}=\left(\begin{array}{c}
\dot{\pi}_{1}  \tag{4.9}\\
\dot{\pi}_{2} \\
\dot{\pi}_{3} \\
\ddot{\pi}_{21} \\
\ddot{\pi}_{31} \\
\ddot{\pi}_{32}
\end{array}\right)=\mathbf{L} \hat{\pi}=\left(\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\hat{\pi}_{000} \\
\hat{\pi}_{001} \\
\hat{\pi}_{010} \\
\hat{\pi}_{011} \\
\hat{\pi}_{100} \\
\hat{\pi}_{101} \\
\hat{\pi}_{110} \\
\hat{\pi}_{111}
\end{array}\right),
$$

where $\mathbf{L}$ is a fixed operator matrix of 0 s and 1 s that reduces the response pattern probabilities and proportions into marginal probabilities and proportions up to or-
der 2. $\hat{\boldsymbol{\pi}}_{2}$ is the vector of first and second order marginal probabilities. Obviously $\mathbf{p}_{2}=\mathbf{L} \mathbf{p}$ is the vector of first and second order observed marginal proportions.

More general versions of the reduction operator matrices for multiple categorical IRT models can be derived using similar logic (see e.g., Maydeu-Olivares \& Joe, 2006; Cai \& Hansen, 2013). Note that $\mathbf{L}$ has full row rank. It implies that the marginal residual vector $\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right)=\mathbf{L}(\mathbf{p}-\hat{\boldsymbol{\pi}})$ is a full rank linear transformation of the multinomial cell residual vector $(\mathbf{p}-\hat{\boldsymbol{\pi}})$. Therefore, the marginal residual vector $\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right)$ is asymptotically normal:

$$
\begin{equation*}
\sqrt{N}\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right)=\sqrt{N} \mathbf{L}(\mathbf{p}-\hat{\boldsymbol{\pi}}) \xrightarrow{D} N_{Z}\left(0, \boldsymbol{\Gamma}_{2}\right), \tag{4.10}
\end{equation*}
$$

and $\boldsymbol{\Gamma}_{2}=\mathbf{L} \boldsymbol{\Gamma} \mathbf{L}^{\prime}=\mathbf{L} \boldsymbol{\Xi} \mathbf{L}^{\prime}-\mathbf{L} \boldsymbol{\Delta} \mathbf{F}^{-1} \boldsymbol{\Delta}^{\prime} \mathbf{L}^{\prime}=\boldsymbol{\Xi}_{2}-\boldsymbol{\Delta}_{2} \mathbf{F}^{-1} \boldsymbol{\Delta}_{2}^{\prime}$, where $\boldsymbol{\Xi}_{2}=\mathbf{L} \boldsymbol{\Xi} \mathbf{L}^{\prime}$, and $\boldsymbol{\Delta}_{2}=\mathbf{L} \boldsymbol{\Delta}$ is the Jacobian for the marginal probabilities. $Z$ is the number of first and second order marginal residuals. For example, in the case of dichotomous items, the dimensionality of the marginal residual vector is $Z=n+n(n-1) / 2=$ $n(n+1) / 2$.

### 4.2.2 Summed Score Probabilities

In addition to the response pattern and marginal probabilities, the IRT model also generates model-implied summed score probabilities. For a test with $n$ dichotomous items, there are a total of $S=1+n$ summed scores ranging from 0 to $n$. Suppose the observed summed probabilities based on a sample of size $N$ are equal to $\bar{p}_{s}$ for $s=0, \ldots, n$. Under maximum likelihood estimation of item parameters, the corresponding IRT model-implied summed score probabilities are formally defined as

$$
\begin{equation*}
\bar{\pi}_{s}=\sum_{\mathbf{u}} 1_{s}(\|\mathbf{u}\|) \hat{\pi}_{\mathbf{u}} \tag{4.11}
\end{equation*}
$$

where $\|\mathbf{u}\|=\sum_{i=1}^{n} u_{i}$ is a notational shorthand for the summed score associated with response pattern $\mathbf{u}$, and the indicator function takes a value of 1 if and only if $s=\|\mathbf{u}\|$ :

$$
1_{s}(\|\mathbf{u}\|)= \begin{cases}1: & \text { if } s=\|\mathbf{u}\| \\ 0: \text { otherwise }\end{cases}
$$

Equation 4.11 shows that the IRT model-implied probability for summed score $s$ is a sum over all such response pattern probabilities leading to summed score $s$, in other words, it may also be obtained by a reduction operator matrix.

Let $\mathbf{S}$ be a matrix of fixed 0 s and 1 s such that the pre-multiplication of $\boldsymbol{\pi}$ by $\mathbf{S}$ yields the summed score probabilities. Each row of $\mathbf{S}$ can be understood as a set of binary logical relations for a particular summed score. An entry in row $m$ of $\mathbf{S}$ is equal to 1 if and only if the corresponding response pattern in $\boldsymbol{\pi}$ leads to summed score $m-1$. In general, for $n$ items, there are $S$ rows and $C$ columns in S. In particular, $\mathbf{S}$ has full row rank and the rows of $\mathbf{S}$ are mutually orthogonal.

Returning to the 3 -item example, there are 4 summed scores in this case: 0 , 1,2 , and 3 . The $4 \times 8$ matrix $\mathbf{S}$ (below) relates the summed score probabilities to the original multinomial probabilities:

$$
\overline{\boldsymbol{\pi}}=\left(\begin{array}{c}
\bar{\pi}_{0}  \tag{4.12}\\
\bar{\pi}_{1} \\
\bar{\pi}_{2} \\
\bar{\pi}_{3}
\end{array}\right)=\mathbf{S} \boldsymbol{\pi}=\left(\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\pi_{000} \\
\pi_{001} \\
\pi_{010} \\
\pi_{011} \\
\pi_{100} \\
\pi_{101} \\
\pi_{110} \\
\pi_{111}
\end{array}\right),
$$

and

$$
\hat{\bar{\pi}}=\left(\begin{array}{c}
\hat{\bar{\pi}}_{0}  \tag{4.13}\\
\hat{\pi}_{1} \\
\hat{\bar{\pi}}_{2} \\
\hat{\bar{\pi}}_{3}
\end{array}\right)=\mathbf{S} \hat{\boldsymbol{\pi}} .
$$

The observed summed score proportions can be obtained in a similar way:

$$
\overline{\mathbf{p}}=\left(\begin{array}{c}
\bar{p}_{0}  \tag{4.14}\\
\bar{p}_{1} \\
\bar{p}_{2} \\
\bar{p}_{3}
\end{array}\right)=\mathbf{S p} .
$$

From Equation 4.8, under MMLE, the summed score residual vector $\overline{\mathbf{p}}-\hat{\overline{\boldsymbol{\pi}}}$ is asymptotically $S$-variate normally distributed:

$$
\begin{equation*}
\sqrt{N}(\overline{\mathbf{p}}-\hat{\boldsymbol{\pi}})=\sqrt{N}(\mathbf{S p}-\mathbf{S} \hat{\boldsymbol{\pi}})=\sqrt{N} \mathbf{S}(\mathbf{p}-\hat{\boldsymbol{\pi}}) \xrightarrow{D} N_{S}(0, \overline{\boldsymbol{\Gamma}}), \tag{4.15}
\end{equation*}
$$

and $\overline{\boldsymbol{\Gamma}}=\mathbf{S} \boldsymbol{\Gamma} \mathbf{S}^{\prime}=\mathbf{S} \operatorname{diag}(\boldsymbol{\pi}) \mathbf{S}^{\prime}-\mathbf{S} \boldsymbol{\pi} \boldsymbol{\pi}^{\prime} \mathbf{S}^{\prime}-\mathbf{S} \boldsymbol{\Delta} \mathbf{F}^{-1} \boldsymbol{\Delta}^{\prime} \mathbf{S}^{\prime}=\operatorname{diag}(\overline{\boldsymbol{\pi}})-\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}-\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}$, with $\overline{\boldsymbol{\Delta}}=\mathbf{S} \boldsymbol{\Delta}$. Recall that $\overline{\boldsymbol{\pi}}$ contains the true (population) summed score probabilities. $\overline{\boldsymbol{\Delta}}$ is the $S \times d$ Jacobian matrix for $\hat{\overline{\boldsymbol{\pi}}}, \mathbf{F}$ is the $d \times d$ Fisher information matrix, and the term $\bar{\Delta} \mathbf{F}^{-1} \bar{\Delta}^{\prime}$ reflects variability due to item parameter estimation.

The reason for introducing the reduction operator matrix $\mathbf{S}$ is primarily a theoretical one. It facilitates the subsequent derivations of summed score likelihood based indices for testing latent variable distribution fit. Pragmatically, the LordWingersky algorithm (Lord \& Wingersky, 1984) could be applied to compute the model-implied summed score probabilities. If summed score to scale score conversion tables are computed (for unidimensional IRT model, see Thissen \& Wainer, 2001; for multidimensional IRT model, see Cai, 2014), the probabilities become
automatic byproducts.

### 4.3 Model-fit Test Statistics in IRT

### 4.3.1 Overall Goodness of Fit Statistics

Overall goodness of fit indices may be used for testing latent variable distribution fit. The full-information test statistics such as likelihood ratio $G^{2}$ and Pearson's $X^{2}$ use residuals based on the full response pattern cross-classifications to test the IRT model against the general multinomial alternative. The comparison between $\hat{\pi}_{\mathbf{u}}$ and $p_{\mathbf{u}}$ (on logarithmic or linear scales) leads to well-known goodness of fit statistics such as the likelihood ratio $G^{2}$ and Pearson's $X^{2}$ :

$$
\begin{align*}
G^{2} & =2 N \sum_{\mathbf{u}} p_{\mathbf{u}} \log \frac{p_{\mathbf{u}}}{\hat{\pi}_{\mathbf{u}}}  \tag{4.16}\\
X^{2} & =N \sum_{\mathbf{u}} \frac{\left(p_{\mathbf{u}}-\hat{\pi}_{\mathbf{u}}\right)^{2}}{\hat{\pi}_{\mathbf{u}}} \tag{4.17}
\end{align*}
$$

Under the null hypothesis that the IRT model fits exactly, these two statistics have the same asymptotic reference distribution, which is a central chi-square with degrees of freedom equal to $C-1-d$ (Bishop et al., 1975). For subsequent development, it is instructive to rewrite Pearson's statistic as a quadratic form in multinomial residuals:

$$
\begin{equation*}
X^{2}=N(\mathbf{p}-\hat{\boldsymbol{\pi}})^{\prime}[\operatorname{diag}(\hat{\boldsymbol{\pi}})]^{-1}(\mathbf{p}-\hat{\boldsymbol{\pi}}) . \tag{4.18}
\end{equation*}
$$

Unfortunately as the number of items increases, the number of response patterns increases exponentially. For more than a dozen or so dichotomous items (or perhaps a handful of polytomous items), the contingency table upon which the multinomial is defined becomes sparse for any realistic $N$. It is well known that the asymptotic chi-square approximations for the full-information test statistics
break down under sparseness (see e.g., Bartholomew \& Tzamourani, 1999) and the utility of the full-information overall goodness of fit indices for routine IRT applications is questionable at best.

Recently, limited-information overall fit statistics such as Maydeu-Olivares and Joe's (2005) $M_{2}$ have been developed. Limited-information fit statistics use residuals based on lower order (e.g., first and second order) margins of the contingency table. These lower order margins are far better filled when compared to the sparse full contingency table. There is growing awareness that limited-information tests can maintain correct size and can be more powerful than the full-information tests (Cai et al., 2006; Joe \& Maydeu-Olivares, 2010).

Under the assumption that the number of first and second order margins ( $Z$ ) is larger than the number of free parameters $(d): Z>d$, and that $\boldsymbol{\Delta}_{2}$ has full column rank (local identification), $M_{2}$ can be written as

$$
\begin{equation*}
M_{2}=N\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right)^{\prime} \tilde{\boldsymbol{\Delta}}_{2}\left[\tilde{\boldsymbol{\Delta}}_{2}^{\prime} \boldsymbol{\Xi}_{2} \tilde{\boldsymbol{\Delta}}_{2}\right]^{-1} \tilde{\boldsymbol{\Delta}}_{2}^{\prime}\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right) \tag{4.19}
\end{equation*}
$$

evaluated at the MMLEs. With $\hat{\gamma}$ being the MMLEs, the statistic $M_{2}$ can be obtained with Equation 4.19 , where $\hat{\boldsymbol{\pi}}_{2}=\mathbf{L} \boldsymbol{\pi}(\hat{\gamma}), \boldsymbol{\Xi}_{2}=\boldsymbol{\Xi}_{2}(\hat{\gamma})$, and $\tilde{\boldsymbol{\Delta}}_{2}=\tilde{\boldsymbol{\Delta}}_{2}(\hat{\gamma})$. $\tilde{\boldsymbol{\Delta}}_{2}$ is a $Z \times(Z-d)$ orthogonal complement of $\boldsymbol{\Delta}_{2}$ such that $\tilde{\boldsymbol{\Delta}}_{2}^{\prime} \boldsymbol{\Delta}_{2}=0$. It is not unique, but the choice of $\tilde{\boldsymbol{\Delta}}_{2}$ should not influence $M_{2}$. From Equation 4.10, $\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right)$ is asymptotically normal with zero means and covariance matrix $\boldsymbol{\Xi}_{2}-\boldsymbol{\Delta}_{2} \mathbf{F}^{-1} \boldsymbol{\Delta}_{2}^{\prime}$, which implies that the covariance matrix of $\tilde{\boldsymbol{\Delta}}_{2}^{\prime}\left(\mathbf{p}_{2}-\hat{\boldsymbol{\pi}}_{2}\right)$ is $\tilde{\boldsymbol{\Delta}}_{2}^{\prime} \boldsymbol{\Xi}_{2} \tilde{\boldsymbol{\Delta}}_{2}$. Thus, $M_{2}$ is asymptotically chi-square distributed with $Z-d$ degrees of freedom. In the simulation study $M_{2}$ will be used as a benchmark due to its numerous desirable properties identified in the literature (see e.g., Cai \& Hansen, 2013). Performance of the proposed latent variable distribution fit indices will be evaluated against $M_{2}$.

While an overall test may be used to detect specification errors of latent vari-
able distributions, the fact that they are also sensitive to other forms of model error (e.g., unmodeled multidimensionality) makes it difficult to pinpoint the source of model misspecification. To that end, more specific diagnostic indices have been created for IRT. For example, Chen and Thissen's (1997) local dependence indices are particularly sensitive to violations of the local independence assumption. Orlando and Thissen's (2000) item fit diagnostics is another example where the extent to which the IRT model fits the empirical operating characteristics for an item (e.g., whether monotonicity holds) can be examined. The next section develops summed score likelihood based indices that specifically target latent variable distribution fit for IRT models.

## CHAPTER 5

## The Proposed Indices

This chapter describes two motivations for summed score likelihood based statistical indices: $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$. As Li and Cai's (2012) statistical indice $\bar{X}^{2}$ with a heuristic $d f$ ( renamed as $\bar{X}_{H}^{2}$ in this study) does not follow an asymptotically chi-squre distribution under some conditions, two moment-matching approaches to adjust $\bar{X}^{2}$ are developed (the statistic with first-order moment adjustment is named as $\bar{X}_{C 1}^{2}$ and the statistic with two-moment adjustment is named as $\bar{X}_{C 2}^{2}$ ). Similar to Satorra and Bentler's (1994) approach, the first-order moment adjustment involves the computation of a scaling constant to correct the mean of test statistics, and the two-moment adjustment matches both the mean and variance of the statistics with fixed degrees of freedom. One challenge for the correction is the calculation of Jacobian matrix of summed score likelihoods with respect to item parameters. In this chapter, we develop and illustrate an efficient procedure of Jacobian matrix calculation based on a modification of the Lord-Wingersky algorithm (Lord \& Wingersky, 1984).

### 5.1 Summed Score Likelihood Based Indices

There are two important lines of reasoning for the derivation of these model fit indices. The first is a recognition based on heuristics: IRT model-implied summed score probabilities may provide useful diagnostic information about the latent variable distributional assumption (Thissen \& Wainer, 2001; p. 130). The second recognition is that the summed score based indices proposed here are formally
limited-information test statistics.

### 5.1.1 A Heuristic Motivation

Researchers (Ferrando \& Lorenzo-Seva, 2001; Hambleton \& Traub, 1973; Li \& Cai, 2012; Lord, 1953; Ross, 1966; Sinharay et al., 2006; Thissen \& Wainer, 2001) noticed that when the latent variable distribution assumed in the IRT model does not represent the population distribution of the respondents adequately, the modelimplied summed score probabilities $\hat{\bar{\pi}}_{s}$ will depart from the observed summed score probabilities $\bar{p}_{s}$. Hence all that is needed is to find appropriate test statistics that can summarize the degree to which the model-implied and observed summed score probabilities diverge. It is also preferable if the indices are approximately chi-squared distributed test statistics.

The power divergence family (Cressie \& Read, 1984) meets this requirement. Recall that the total number of summed scores is $S=1+\sum_{i=1}^{n}\left(K_{i}-1\right)$, where $K_{i}$ is the number of categories for each item. The power divergence family of goodness of fit statistics yields a direct comparison between the model-implied summed score probability $\hat{\bar{\pi}}_{s}$ and the observed summed score probability $\bar{p}_{s}$ :

$$
\begin{equation*}
\bar{D}(\lambda)=\frac{2 N}{\lambda(\lambda+1)} \sum_{s=0}^{S-1} \bar{p}_{s}\left\{\left(\frac{\bar{p}_{s}}{\hat{\bar{\pi}}_{s}}\right)^{\lambda}-1\right\} \tag{5.1}
\end{equation*}
$$

where a real-valued scalar $\lambda$ parameterizes the family. Members of this family include Pearsons statistic $\bar{X}^{2}=\bar{D}(1)$ and (defined by continuity) the likelihood ratio statistic $\bar{G}^{2}=\bar{D}(0)$. These test statistics are different from the full-information test statistics shown in Equation 4.16 because they are based on summed score probabilities as opposed to response pattern probabilities. Cressie and Read (1984) also advocated a compromise statistic $\bar{D}^{2}=\bar{D}(2 / 3)$ that is "between" the two classical statistics $\bar{X}^{2}$ and $\bar{G}^{2}$. As my major interest is not to compare these various statistics, I will focuse on $\bar{X}^{2}$ in this study, because Pear-
sons statistic $\bar{X}^{2}$ is algebraically the most straightforward member of the power divergence family.

It is conjectured that under a wide variety of conditions $\bar{X}^{2}$ statistic might have an asymptotic distribution whose tail-area probability can be approximated by a central chi-squared random variable under the null hypothesis that the latent variable distribution $g(\theta)$ is correctly specified in the IRT model. Li and Cai (2012) proposed a heuristic approach for computing the $d f$ of $\bar{X}^{2}$. The rationale behind the heuristic $d f$ is as follows.

The $S$ summed scores probabilities must sum to 1 . The first minus 1 is to reflect that constraint. If the item parameters were known, the $d f$ would be exactly $S-1$. When the item parameters are estimated (assuming with MMLE), an additional penalty must be introduced to reflect the effect of parameter estimation. While the location and scale of the latent variable $\theta$ are typically fixed for model identification, the model-implied summed score distribution does not have an inherent location and scale. The location and scale is determined as a result of estimating the item parameters. Hence the estimation of item parameters amounts to adding at least two more constraints for the model-implied summed score probability distribution. $\bar{X}^{2}$ with the heuristic $d f$ is simple and performs well in some conditions (Li \& Cai, 2012). However, a relatively more complex momentmatching approach can adjust $\bar{X}^{2}$ so that the goodness-of-fit statistics more closely follow an asymptotic chi-squared distribution under the null hypothesis and may lead to a more powerful test under the alternative.

### 5.1.2 A More Formal Derivation

While the proposed test statistics are not associated with particular marginal probabilities in the same manner as Maydeu-Olivares and Joe's (2005) $M_{2}$, they are nevertheless related to the response pattern probabilities via the reduction
operator matrix $\mathbf{S}$ defined earlier (see Equations 4.12). It is the choice of this particular reduction operator that leads to more focused tests targeting latent variable distribution fit (see Joe \& Maydeu-Olivares, 2010). Using the reduction operator $\mathbf{S}$, the derivations above imply that $\bar{X}^{2}$ can be rewritten as

$$
\begin{equation*}
\bar{X}^{2}=N \sum_{s=0}^{S-1} \frac{\left(\bar{p}_{s}-\hat{\bar{\pi}}_{s}\right)^{2}}{\hat{\pi}_{s}}=N(\overline{\mathbf{p}}-\hat{\overline{\boldsymbol{\pi}}})^{\prime}[\operatorname{diag}(\hat{\overline{\boldsymbol{\pi}}})]^{-1}(\overline{\mathbf{p}}-\hat{\overline{\boldsymbol{\pi}}}), \tag{5.2}
\end{equation*}
$$

where $(\overline{\mathbf{p}}-\hat{\overline{\boldsymbol{\pi}}})=\mathbf{S}(\mathbf{p}-\hat{\boldsymbol{\pi}})$ is the summed score residual vector (see Equation 4.12). Under the null hypothesis that the IRT model is correctly specified, one can obtain the probability limit of the weight matrix as $\operatorname{plim}\left([\operatorname{diag}(\hat{\boldsymbol{\pi}})]^{-1}\right)=$ $[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}$ by the consistency of the maximum likelihood estimator (see Equation 4.4), the continuity of the mapping from $\gamma$ to the summed score probabilities, and the continuity of the matrix inverse. Following results on quadratic forms in asymptotically normal random vectors (e.g., Mathai \& Provost, 1992, p. 53), the asymptotic expected value of $\bar{X}^{2}$ is equal to

$$
\begin{align*}
\operatorname{tr}\left\{\overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} & =\operatorname{tr}\left\{\left[\operatorname{diag}(\overline{\boldsymbol{\pi}})-\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}\right][\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}-\operatorname{tr}\left\{\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} \\
& =\operatorname{tr}\left(I_{S}\right)-\operatorname{tr}\left\{\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}-\operatorname{tr}\left\{\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} \\
& =S-1-\operatorname{tr}\left\{\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} . \tag{5.3}
\end{align*}
$$

In this equation, $S$ is the number of all possible summed scores for the test. Minus one is due to the constraint that summed score probabilities sum up to 1 . The third part in Equation 5.3 reflects additional uncertainty due to estimation of item parameters. "tr" indicates the "trace" of a matrix. " $I_{S}$ " indicates an $(S \times S)$ identity matrix. The Jacobian matrix $\overline{\boldsymbol{\Delta}}(S \times d)$ and Fisher information matrix $\mathbf{F}$ $(d \times d)$ can be calculated once the MMLEs of item parameters are available. Similarly, the asymptotic variance of $\bar{X}^{2}$ is equal to $2 \operatorname{tr}\left\{\overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}$,
and

$$
\begin{array}{rl}
\operatorname{tr}\left\{\overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} \\
= & \operatorname{tr}\left\{\left(\left[\operatorname{diag}(\overline{\boldsymbol{\pi}})-\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}\right][\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}-\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right)\right. \\
& \left.\left(\left\{\left[\operatorname{diag}(\overline{\boldsymbol{\pi}})-\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}\right][\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}-\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right)\right\} \\
=\operatorname{tr}( & \left(I_{S}\right)-2 \operatorname{tr}\left\{\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}-2 \operatorname{tr}\left\{\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} \\
+ & 2 \operatorname{tr}\left\{\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}+\operatorname{tr}\left(\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime} 1_{S}\right) \\
& +\operatorname{tr}\left\{\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} \\
=S & 2-2 \operatorname{tr}\left\{\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}+2 \operatorname{sum}\left(\overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}\right)+\operatorname{sum}\left(\overline{\boldsymbol{\pi}} \overline{\boldsymbol{\pi}}^{\prime}\right) \\
& \left.\operatorname{tr} \mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Delta}} \mathbf{F}^{-1} \bar{\Delta}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\} . \tag{5.4}
\end{array}
$$

In this equation, $S, \overline{\boldsymbol{\Delta}}, \mathbf{F}$ are the same components as in Equation 5.3. "sum()" means the sum of all elements of a matrix. The first-order and second-order moments of the statistics are essential elements for the adjustement of the indices. From now on, $\operatorname{tr}\left\{\overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}$ will be indicated by $U_{1}$ for short, and $\operatorname{tr}\left\{\overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}\right\}$ will be indicated by $U_{2}$. The next section will illustrate how to use the first and second moments $\left(U_{1} \& U_{2}\right)$ to adjust $\bar{X}^{2}$.

### 5.2 Adjustment of Statistics

From Equation 5.2 , it is clear that the statistic $\bar{X}^{2}$ cannot be asymptotically chi-squared. Even though it is a quadratic form in asymptotically normally distributed random vectors, a key condition for its chi-squaredness is not met. That is, the product of the probability limit of the weight matrix $[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}$ and the covariance matrix of the normal random vector $(\overline{\boldsymbol{\Gamma}})$ is not idempotent in general, i.e., $\overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \neq \overline{\boldsymbol{\Gamma}}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1}$. On the other hand, according to Satorra and Bentler's (1994) paper, test statistics which do not follow an asymptotically chi-squared distribution can be modified, using a scaling to correct the
mean (or the mean and variance) of the test statistics or an adjustment to $d f$. Cai et al. (2006) also illustrated an approach of moment adjustment to goodness-of-fit testing of IRT models when parameter estimation is taken into account.

In this study, two Satorra-Bentler type modification approaches (Satorra \& Bentler, 1994) to adjust $\bar{X}^{2}$ are developed: a first-order moment adjustment and a two-moment adjustment. The rational for the first-order moment adjustment is as following. Equation 5.3 shows that the asymptotic expected value of $\bar{X}^{2}$ is equal to $S-1$ minus a constant that depends on the trace of matrix $\mathbf{F}^{-1} \overline{\boldsymbol{\Delta}}^{\prime}[\operatorname{diag}(\overline{\boldsymbol{\pi}})]^{-1} \overline{\boldsymbol{\Delta}}$, which reflects additional uncertainty due to estimation of item parameters. According to the properties of a chi-squared distribution, the $d f$ of $\bar{X}^{2}$ should be equal to the asymptotic expected value of $\bar{X}^{2}: U_{1}$. Therefore, the $d f$ of $\bar{X}^{2}$ should be better approximated by $U_{1}$ than the heuristic $d f$. On the other hand, if the $d f$ is fixed to a constant (e.g., $S-1-2$ ), the statistic could be rescaled so that the asymptotic expected value of the adjusted statistic would approach the fixed $d f$. For the two-moment adjustment, both the asymptotic mean and variance of $\bar{X}^{2}$ are considered (Asparouhov \& Muthen, 2010). Not only the asymptotic expected value of the two-moment adjusted statistic would approximate a fixed $d f$, but also the asymptotic variance of the two-moment adjusted statistic would approximate $2 d f$. Next, equations for the moment adjustment approaches are illustrated step by step.

Obviously, the index $\bar{X}_{H}^{2}$ equals to $\bar{X}^{2}$ :

$$
\begin{equation*}
\bar{X}_{H}^{2}=\bar{X}^{2}=N(\overline{\mathbf{p}}-\hat{\overline{\boldsymbol{\pi}}})^{\prime}[\operatorname{diag}(\hat{\overline{\boldsymbol{\pi}}})]^{-1}(\overline{\mathbf{p}}-\hat{\overline{\boldsymbol{\pi}}}) \tag{5.5}
\end{equation*}
$$

Let

$$
\begin{equation*}
C=\frac{U_{1}}{d f_{\text {fixed }}} \tag{5.6}
\end{equation*}
$$

Thus the first-order moment adjusted statistic $\bar{X}_{C 1}^{2}$ is

$$
\begin{align*}
\bar{X}_{C 1}^{2} & =C^{(-1)} \bar{X}^{2} \\
& =\frac{\bar{X}^{2} d f_{\text {fixed }}}{U_{1}}, \tag{5.7}
\end{align*}
$$

where

$$
\begin{equation*}
d f_{\text {fixed }}=S-1-2 \tag{5.8}
\end{equation*}
$$

Similiar to the first-order moment adjustment, the df of $\bar{X}_{C 2}^{2}$ is fixed to some constant $d f_{\text {fixed }}$, and the two-moment adjusted statistics is:

$$
\begin{equation*}
\bar{X}_{C 2}^{2}=\bar{X}^{2} \sqrt{\frac{d f_{\text {fixed }}}{U_{2}}}+d f_{\text {fixed }}-\sqrt{\frac{d f_{\text {fixed }}\left(U_{1}\right)^{2}}{U_{2}}} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
d f_{\text {fixed }}=S-1-2 \tag{5.10}
\end{equation*}
$$

Theoritically, the constant $d f_{\text {fixed }}$ can take on an arbitrary value. For the purpose of comparison among the summed score likelihood based indices, all the proposed statistics have the same $d f$ as $\bar{X}_{H}^{2}$ in this study. Though all the elements in the adjusted part can be calculated using the MMLEs of item parameters, the process of calculation might be computationally demanding when the number of items is large. Some commercial software for IRT (e.g., flexMIRT ${ }^{\circledR}$; Cai, 2013) provides the Fisher information matrix $\mathbf{F}$ and model-implied summed score probabilities $\hat{\overline{\boldsymbol{\pi}}}$ in the output file, but none of them produces the Jacobian matrix of summed score likelihoods $\overline{\boldsymbol{\Delta}}$. Direct numerical calculation of the Jacobian matrix can be very computationally demanding. Take the 2 -PL model as an example. It requires the computation of $2 \times 2^{n}$ first-order derivatives to obtain $\overline{\boldsymbol{\Delta}}$. For a test with 12
items, 8,192 first-order derivatives need to be computed. When the number of items increases to $24,33,554,432$ first-order derivatives need to be computed. To solve this problem, a modified Lord-Wingerskty algorithm (Lord \& Wingersky, 1984) for calculating $\bar{\Delta}$ is developed in the next section.

### 5.2.1 Lord-Wingersky Algorithm for Calculating the Jacobian Matrix

As the calculation of the Jacobian matrix for the moment adjustment becomes a computational problem when the number of items is large, a modified LordWingersky algorithm (Lord \& Wingersky, 1984) for computing the Jacobian matrix is proposed in this section.

The Lord-Wingersky algorithm (Lord \& Wingersky, 1984) for summed score probabilities in unidimensional and multidimensional IRT applications was thoroughly demonstrated in a recent publication (Cai, 2014), and the algorithm could be adapted to calculate the Jacobian matrix using the chain rule. The logic of reasoning is as following. When Lord-Wingersky algorithm is applied, the summed score likelihoods are accumulated by multiplying items' tracelines one at a time. When the $n$th item is added, the likelihood of a summed score $s$ is a function of summed score likelihoods from the previous steps and the current item's tracelines. The Jacobian matrix can be obtained by recursively multiplying the first-order derivatives for each item with all the other items' summed score probabilities, and the latter is easily found via the Lord-Wingersky algorithm. An example of the procedure for the case of dichotomously scored items is presented as follows.

Consider a test with $n$ dichotomous items, calibrated by a 2-PL IRT model. Recall that $T_{i}(1 \mid \theta)$ is the $i$ th item's traceline for category 1 (Equation 2.1), with $T_{i}(0 \mid \theta)=1-T_{i}(1 \mid \theta)$ for category 0 . Theoretically, there should be $2^{n}$ response patterns. The variable of response patterns, indicated by $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)^{\prime}$. Under the assumption of items' conditional independence, the likelihood for $\mathbf{u}$ can be
expressed as

$$
\begin{equation*}
L(\mathbf{u} \mid \theta)=\prod_{i=1}^{n} T_{i}\left(u_{i} \mid \theta\right) \tag{5.11}
\end{equation*}
$$

For $n$ dichotomous items, the summed score $s$ ranges from 0 to $n . S=n+1$ is the number of all possible summed scores. Recall that $\|\mathbf{u}\|=\sum_{i=1}^{n} u_{i}$ is a notational shorthand for the summed score associated with response pattern $\mathbf{u}$ (see Equation 4.12). The likelihood for summed score $s=0, \ldots, n$ is defined as

$$
\begin{equation*}
L(s \mid \theta)=\sum_{\|\mathbf{u}\|=s} L(\mathbf{u} \mid \theta)=\sum_{s=\|\mathbf{u}\|} \prod_{i=1}^{n} T_{i}\left(u_{i} \mid \theta\right) . \tag{5.12}
\end{equation*}
$$

Clearly, the likelihood of a summed score $s$ is the sum of all response pattern likelihoods for $\|\mathbf{u}\|=s$. In Lord-Wingersky algorithm, the summed score likelihoods are built up recursively, one at a time (Lord \& Wingersky, 1984; Cai, 2014). Let $L_{i}(s \mid \theta)$ indicate the likelihood for summed score $s$ after item $i$ has been added into the computation. In the first step, two summed score likelihoods are computed based on the tracelines of item 1: $L_{1}(0 \mid \theta)=T_{1}(0 \mid \theta)$ and $L_{1}(1 \mid \theta)=T_{1}(1 \mid \theta)$; In the second step, we have three summed score likehoods based on the summed score likelihoods from step 1 and tracelines of item 2:

$$
\begin{align*}
& L_{2}(0 \mid \theta)=L_{1}(0 \mid \theta) T_{2}(0 \mid \theta) \\
& L_{2}(1 \mid \theta)=L_{1}(1 \mid \theta) T_{2}(0 \mid \theta)+L_{1}(0 \mid \theta) T_{2}(1 \mid \theta)  \tag{5.13}\\
& L_{2}(2 \mid \theta)=L_{1}(1 \mid \theta) T_{2}(1 \mid \theta)
\end{align*}
$$

Suppose $n$ items have been added in. The likelihoods for summed scores ( 0 ,
..., n) would be:

$$
\begin{align*}
L_{n}(0 \mid \theta) & =L_{n-1}(0 \mid \theta) T_{n}(0 \mid \theta) \\
& \ldots \\
L_{n}(s \mid \theta) & =L_{n-1}(s \mid \theta) T_{n}(0 \mid \theta)+L_{s-1}(s-1 \mid \theta) T_{n}(1 \mid \theta),  \tag{5.14}\\
& \ldots \\
L_{n}(n \mid \theta) & =L_{n-1}(n-1 \mid \theta) T_{n}(1 \mid \theta)
\end{align*}
$$

To obtain the Jacobian matrix of summed scores with respective to item parameters, the Lord-Wingersky algorithm is adapted slightly. As previously mentioned, in the first step, there are only two summed score likelihoods based on item 1: $L_{1}(0 \mid \theta)$ and $L_{1}(1 \mid \theta)$. Suppose I have a parameter $\gamma_{1}$ for this item. The first-order derivatives of summed score likelihoods with respect to $\gamma_{1}$ are computed:

$$
\begin{align*}
& \frac{\partial L_{1}(0 \mid \theta)}{\partial \gamma_{1}}=\frac{\partial T_{1}(0 \mid \theta)}{\partial \gamma_{1}} \\
& \frac{\partial L_{1}(1 \mid \theta)}{\partial \gamma_{1}}=\frac{\partial T_{1}(1 \mid \theta)}{\partial \gamma_{1}} \tag{5.15}
\end{align*}
$$

Notice that

$$
\begin{equation*}
\frac{\partial T_{1}(0 \mid \theta)}{\partial \gamma}=-\frac{\partial T_{1}(1 \mid \theta)}{\partial \gamma} \tag{5.16}
\end{equation*}
$$

where $\gamma$ is a parameter in a 2PL model.
In the second step, one more item is added. The first-order derivatives of summed score likelihoods with respect to $\gamma_{1}$ and $\gamma_{2}$ are computed based on the
first step:

$$
\begin{align*}
& \frac{\partial L_{2}(0 \mid \theta)}{\partial \gamma_{1}}=\frac{\partial L_{1}(0 \mid \theta)}{\partial \gamma_{1}} T_{2}(0 \mid \theta), \\
& \frac{\partial L_{2}(1 \mid \theta)}{\partial \gamma_{1}}=\frac{\partial L_{1}(0 \mid \theta)}{\partial \gamma_{1}} T_{2}(1 \mid \theta)+\frac{\partial L_{1}(1 \mid \theta)}{\partial \gamma_{1}} T_{2}(0 \mid \theta), \\
& \frac{\partial L_{2}(2 \mid \theta)}{\partial \gamma_{1}}=\frac{\partial L_{1}(1 \mid \theta)}{\partial \gamma_{1}} T_{2}(1 \mid \theta), \\
& \frac{\partial L_{2}(0 \mid \theta)}{\partial \gamma_{2}}=L_{1}(0 \mid \theta) \frac{\partial T_{2}(0 \mid \theta)}{\partial \gamma_{2}},  \tag{5.17}\\
& \frac{\partial L_{2}(1 \mid \theta)}{\partial \gamma_{2}}=L_{1}(0 \mid \theta) \frac{\partial T_{2}(1 \mid \theta)}{\partial \gamma_{2}}+L_{1}(1 \mid \theta) \frac{\partial T_{2}(0 \mid \theta)}{\partial \gamma_{2}} \\
& \frac{\partial L_{2}(2 \mid \theta)}{\partial \gamma_{2}}=L_{1}(1 \mid \theta) \frac{\partial T_{2}(1 \mid \theta)}{\partial \gamma_{2}}
\end{align*}
$$

Then, the first-order derivatives of summed score likelihood functions with
respect to the $n$ item's parameters $\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ are:

$$
\begin{align*}
& \frac{\partial L(0 \mid \theta)}{\partial \gamma_{1}}=\frac{\partial L_{n-1}(0 \mid \theta)}{\partial \gamma_{1}} T_{n}(0 \mid \theta), \\
& \frac{\partial L(s \mid \theta)}{\partial \gamma_{1}}=\frac{\partial L_{n-1}(s-1 \mid \theta)}{\partial \gamma_{1}} T_{n}(1 \mid \theta)+\frac{\partial L_{n-1}(s \mid \theta)}{\partial \gamma_{1}} T_{n}(0 \mid \theta), \\
& \frac{\partial L(n \mid \theta)}{\partial \gamma_{1}}=\frac{\partial L_{n-1}(1 \mid \theta)}{\partial \gamma_{1}} T_{n}(1 \mid \theta), \\
& \text {... } \\
& \text {... } \\
& \text {... } \\
& \frac{\partial L(0 \mid \theta)}{\partial \gamma_{s}}=\frac{\partial L_{n-1}(0 \mid \theta)}{\partial \gamma_{s}} T_{n}(0 \mid \theta), \\
& \frac{\partial L(s \mid \theta)}{\partial \gamma_{s}}=\frac{\partial L_{n-1}(0 \mid \theta)}{\partial \gamma_{s}} T_{n}(1 \mid \theta)+\frac{\partial L_{n-1}(1 \mid \theta)}{\partial \gamma_{s}} T_{n}(0 \mid \theta),  \tag{5.18}\\
& \frac{\partial L(n \mid \theta)}{\partial \gamma_{s}}=\frac{\partial L_{n-1}(1 \mid \theta)}{\partial \gamma_{s}} T_{n}(1 \mid \theta), \\
& \text {.. } \\
& \text {... } \\
& \text {... } \\
& \frac{\partial L(0 \mid \theta)}{\partial \gamma_{n}}=L_{n-1}(0 \mid \theta) \frac{\partial T_{n}(0 \mid \theta)}{\partial \gamma_{n}}, \\
& \frac{\partial L(s \mid \theta)}{\partial \gamma_{n}}=L_{n-1}(s \mid \theta) \frac{\partial T_{n}(0 \mid \theta)}{\partial \gamma_{n}}+L_{n-1}(s-1 \mid \theta) \frac{\partial T_{n}(1 \mid \theta)}{\partial \gamma_{n}}, \\
& \text {... } \\
& \frac{\partial L(n \mid \theta)}{\partial \gamma_{n}}=L_{n-1}(n-1 \mid \theta) \frac{\partial T_{n}(1 \mid \theta)}{\partial \gamma_{n}} .
\end{align*}
$$

The resulting first-order derivatives of summed score likelihoods with respect to $n$ slope parameters and $n$ intercept parameters is collected into a $S \times 2 n$ Jacobian matrix $\overline{\boldsymbol{\Delta}}$. Then the first and second moments of $\bar{X}^{2}$ for the adjustments of statistics follow.

### 5.2.2 An Illustrative Example

The process of modified Lord-Wingersky algorithm for calculating the Jacobian matrix is illustrated with an example. Consider a simple test with three dichotomous items. The traceline for each item is defined using a 2-PL IRT model:

$$
\begin{equation*}
T_{i}(1 \mid \theta)=\frac{1}{1+\exp \left[-\left(c_{i}+a_{i} \theta\right)\right]} . \tag{5.19}
\end{equation*}
$$

The values of slope parameters are $\mathbf{a}=(1.0,0.8,1.2)$, and the values of intercept parameters are $\mathbf{c}=(-0.2,0.6,-1.0)$. Recall that the marginal probability for summed scores with known $g(\theta)$ (see Equation 4.2) is

$$
\begin{equation*}
p(s)=\int L(s \mid \theta) g(\theta) d \theta \tag{5.20}
\end{equation*}
$$

The integrals in Equation 5.20 must be approximated by quadrature. In addition, a good way to demonstrate the algorithm is to show the calculations over a set of quadrature points (Cai, 2014). We approximate the marginal probability using $Q$ quadrature points and quadrature weights:

$$
\begin{equation*}
p(s)=\int L(s \mid \theta) g(\theta) d \theta=\sum_{q=1}^{Q} L\left(s \mid X_{q}\right) W\left(X_{q}\right) . \tag{5.21}
\end{equation*}
$$

where $X_{q}$ is a quadrature node and $W\left(X_{q}\right)$ is the corresponding quadrature weights. To obtain $W\left(X_{q}\right)$, a set of normalized ordinates of the prior density are applied (Cai, 2014), i.e., $W\left(X_{q}\right)=g\left(X_{q}\right) / \sum_{q=1}^{Q} g\left(X_{q}\right)$.

Table 5.1 shows the recursive computations with numbers for item 3. This illustration is similar to Thissen and Wainer's (2001) Table 3.8, as well as Cai's (2014) Table 2. It shows the values of summed score likelihoods, $1^{\text {st }}$-order derivatives of tracelines, and the $1^{\text {st }}$-order derivatives of summed score likelihoods at five equally spaced quadrature points: $-2,-1,0,1$, and 2 .

Table 5.1: Calculating $1^{\text {st }}$-order derivatives of summed score likelihoods with respect to item 3's slope parameter at five rectangular quadrature points

| Quadrature points of $\theta$ | -2 | -1 | 0 | 1 | 2 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Summed score likelihoods for all the other items |  |  |  |  |  |
| $L_{2}(0 \mid \theta)$ | .658 | .423 | .195 | .061 | .014 |
| $L_{2}(1 \mid \theta)$ | .315 | .473 | .515 | .385 | .213 |
| $L_{2}(2 \mid \theta)$ | .027 | .104 | .291 | .553 | .773 |
| Derivatives of tracelines with respect to item 3's | a parameter |  |  |  |  |
| $\frac{\partial T_{n}(1 \mid \theta)}{\partial a_{3}}$ | -.063 | -.090 | .000 | .248 | .317 |
| $\frac{\partial T_{n}(0 \mid \theta)}{\partial a_{3}}$ | .063 | .090 | .000 | -.248 | -.317 |
| First-order derivatives of summed score likelihoods |  |  |  |  |  |
| $\frac{\partial L_{3}(0 \mid \theta)}{\partial a_{3}}=L_{2}(0 \mid \theta) \frac{\partial T_{3}(0 \mid \theta)}{\partial a_{3}}$ | .041 | .038 | .000 | -.015 | -.004 |
| $\frac{\partial L_{3}(1 \mid \theta)}{\partial a_{3}}=L_{2}(1 \mid \theta) \frac{\partial T_{3}(0 \mid \theta)}{\partial a_{3}}+L_{2}(0 \mid \theta) \frac{\partial T_{3}(1 \mid \theta)}{\partial a_{3}}$ | -.021 | .005 | .000 | -.080 | -.063 |
| $\frac{\partial L_{3}(2 \mid \theta)}{\partial a_{3}}=L_{2}(2 \mid \theta) \frac{\partial T_{3}(0 \mid \theta)}{\partial a_{3}}+L_{2}(1 \mid \theta) \frac{\partial T_{3}(1 \mid \theta)}{\partial a_{3}}$ | -.018 | -.033 | .000 | -.042 | -.177 |
| $\frac{\partial L_{3}(3 \mid \theta)}{\partial a_{3}}=L_{2}(2 \mid \theta) \frac{\partial T_{3}(1 \mid \theta)}{\partial a_{3}}$ |  |  |  |  |  |

Note. The first block presents the summed score likelihoods after the $1^{\text {st }}$ and $2^{\text {nd }}$ items are added in. The second block presents the $1^{\text {st }}$-order derivatives of item 3's tracelines with respect to its slope parameter. The third block presents the $1^{\text {st }}$-order derivatives of summed score likelihoods with respect to item 3's slope parameter.

Table 5.2 presents the $1^{\text {st }}$-order derivatives of the marginal probabilities of the
summed scores with quardrature weights. Notice that, more quadrature points should be used for better precision in practice.

Table 5.2: Calculating $1^{\text {st }}$-order derivatives of marginal summed score likelihoods with respect to item 3's slope parameter with quadrature weights

|  | Quadrature points of $\theta$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | -2 | -1 | 0 | 1 | 2 |
| $W(\theta)$ | .054 | .244 | .403 | .244 | .054 |

First-order derivatives of summed score likelihoods

| $\frac{\partial L_{3}(0 \mid \theta)}{\partial a_{3}}$ | .041 | .038 | .000 | -.015 | -.004 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{\partial L_{3}(1 \mid \theta)}{\partial a_{3}}$ | -.021 | .005 | .000 | -.080 | -.063 |  |
| $\frac{\partial L_{3}(2 \mid \theta)}{\partial a_{3}}$ | -.018 | -.033 | .000 | -.042 | -.177 |  |
| $\frac{\partial L_{3}(3 \mid \theta)}{\partial a_{3}}$ | -.002 | -.009 | .000 | .137 | .245 |  |
|  |  | Weighted derivatives |  | Jacobian |  |  |
| $\frac{\partial L_{3}(0 \mid \theta)}{\partial a_{3}} * W(\theta)$ | .002 | .009 | .000 | -.004 | .000 | .008 |
| $\frac{\partial L_{3}(1 \mid \theta)}{\partial a_{3}} * W(\theta)$ | -.001 | .001 | .000 | -.020 | -.003 | -.023 |
| $\frac{\partial L_{3}(2 \mid \theta)}{\partial a_{3}} * W(\theta)$ | -.001 | -.008 | .000 | -.010 | -.010 | -.029 |
| $\frac{\partial L_{3}(3 \mid \theta)}{\partial a_{3}} * W(\theta)$ | .000 | -.002 | .000 | .033 | .013 | .044 |

Note. $W(\theta)$ indicates quadrature weights at each $\theta$ level. "Weighted derivatives" are found by multiplying (point to point) the first-order derivatives of summed score likelihoods with $W(\theta)$. The last column "Jacobian" indicates the $1^{\text {st }}$-order derivatives of marginal summed score likelihoods with respect to item 3's slope parameter. It is the summation of the weighted derivatives over all quadrature points for each summed score likelihood.

## CHAPTER 6

## Simultion Study Design

The primary goal of the simulation study is to examine the performance of summed score likelihood based indices $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ for detecting latent variable nonnormality. Recall that the statistic $\bar{X}_{H}^{2}$ has the same formula as $\bar{X}^{2}$ (see Equation 5.5), with fixed degrees of freedom. $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are adjusted indices based on the first-order and second-order moments of $\bar{X}^{2}$.

This chapter illustrates the simulation conditions, process of data generation, and evaluative statistics of interest for the simulation study. There are three objectives in the simulation study. First, I will check whether the tail areas of the statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ can be well approximated by their purported chisquared distributions under null conditions, where the latent variables are generated from a normal distribution. Second, I will examine the statistical power of $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ against latent variable nonnormality in alternative conditions, comparing with overall limited-information goodness-of-fit statistics, specifically Maydeu-Olivares and Joe's (2005) $M_{2}$. Finally, I am interested in the influence of item parameters' dispersion on the difference among $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ with respect to their performance.

### 6.1 Simulation Conditions

Simulations were undertaken to evaluate the summed score likelihood based indices $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$, comparing with the limited-information overall fit statis-
tics $M_{2}$. There are 96 conditions in total $(2 \times 2 \times 4 \times 3 \times 2)$, with 500 replications in each condition. Studied variables are: the item types (2-PL or graded response with 4 categories), the number of items (12 or 24), the value of item parameters (e.g., the extent to which generating item slope/threshold parameters are fixed to be equal across items or dispersed), the sample size (500, 1000, or 1500), and last but not the least, the distribution of generating $\theta$ (normal or non-normal), as shown in Table 6.1.

Table 6.1: Manipulated factors and conditions for simulation study

| Levels | Conditions |
| :--- | :--- |
| Item types (2) | 2-PL, Graded response with 4 categories |
| Number of items (2) | 12,24 |
| Value of item parameters (4) | Equal $a$ and Equal $b$ |
|  | Random $a$ and Random $b$ |
|  | Random $a$ and Dispersed $b$ |
|  | Dispersed $a$ and Dispersed $b$ |
| Sample size (3) | $500,1000,1500$ |
| Distribution of $\theta(2)$ | Normally distributed $\theta$ |
|  | Nonnormally distributed $\theta$ |

In condition "Value of item parameters", "Equal $a$ " means all the slope ( $a$ ) parameters are fixed to 1 ; "Equal $b$ " means all the threshold ( $b$ ) parameters are fixed to 0 ; "Random $a$ " means all the $a$ parameters are generated randomly from a log-normal distribution $(\mathrm{M}=0.5, \mathrm{SD}=0.2)$; "Random $b$ " means all the $b$ parameters are generated randomly from a standard normal distribution; "Dispersed $a$ " means $b$ parameters are equally spaced from 1 to 3 . "Dispersed $b$ " means $b$ parameters are equally spaced from -2 to 2 . In condition "Distribution of $\theta$ ", "Normally distributed $\theta$ " indicates that the latent variable $\theta$ was generated from a standard normal distribution; "Nonnormally distributed $\theta$ " indicates that a nonnormal $\theta$


Figure 6.1: Density plots for illustrating normal vs non-normal latent variable distribution
was generated from a distribution obtained from a combination of two normal distribution with different means and variances (group1: $\mathrm{M}=1, \mathrm{SD}=0.4$; group2: $\left.\mathrm{M}=0, \mathrm{SD}=1 ; N_{\text {group } 1}: N_{\text {group } 2}=1: 4\right)$. Figure 6.1 shows an example of normal vs non-normal generating latent variable distributions in the simulation study.

### 6.2 Data Generation

Item parameters were generated with properties mimicking item parameters found in typical educational assessments, and then manipulated to meet the requirements of research design. Table 6.2 presents the generated item parameters for 2-PL model with 12 items. For item slope parameters, there are three groups of values: "equal", "random" and "dispersed". The value of "equal" slope parameters was chosen to be 1. In the group of "dispersed", the generated item slope parameters were equally spaced from 1 to 3 , which is an unrealistic condition. We only use it to illustrate a high level of item parameter dispersion in this study and does not represent any real data. Values in the group of "random" were randomly drawn from a log-normal distribution $(M=0.5, S D=0.2)$. Item threshold
parameters also have three group of values. The value of "equal" threshold parameters was chosen to be 0 . Values in the group of "random" were drawn from a standard normal distribution $(M=0, S D=1)$. In the group of "dispersed", the generated item threshold parameters were equally spaced from -2 to 2 . after completing the generation of item slopes and thresholds, combining one group of item slope parameter with one group of item threshold parameter in Table 6.2 formed a set of generating item parameters. As mentioned in Table 6.1, there would be four sets of generating item parameters for 2-PL model with 12 items: 1) Both slope and threshold parameters equal; 2) Both slope and threshold parameters random; 3) The slope parameters random, but the threshold parameters dispersed; 4) Both slope and threshold parameters dispersed.

Table 6.3 presents the generated item parameters for graded model with 12 items. Item slope parameters and the first threshold paramters took the same value as 2-PL model. The second threshold parameters were generated by adding 0.5 to their first threshold parameters correspondingly, and the third threshold parameters were generated by adding 0.5 to the second threshold parameters. For both 2-PL model and graded model with 24 items, the random item parameters were generated with the same distribution as in Table 6.2 and 6.3 and then manipulated in the same way. More details can be found in the Appendix: Table A. 1 and Table A.2.

After the item parameters were obtained, response pattern data were simulated with randomly generated $\theta$ drawn from normal or nonnormal distributions. For each simulation condition, the true item parameters remained unchanged, and 500 sets of response data were generated.

### 6.3 Evaluative Statistics of Interest

The means, variances, minimum \& maximum values of $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$, and $\bar{X}_{C 2}^{2}$ were calculated for each simulation condition. To compare the performance of these indices, empirical rejection rates were computed in the null conditions at three levels: $0.01,0.05$, and 0.1 . The rejection rates are expected to be close to their $\alpha-$ levels. The confidence intervals for all the rejection rates were calculated as well. Moreover, the Kolmogorov-Smirnov test (KS test) was carried out to compare the distributions of the statistics with their purported chi-squared distributions. In the alternative conditions, statistical power against model misspecification were also evaluated at three $\alpha$-levels: $0.01,0.05$, and 0.1 . Additionally, a fourth model fit index, the limited-information overall goodness-of-fit statistic $M_{2}$ was employed as a comparison in this study.

Table 6.2: Generating item parameters for two-parameter IRT models, $\mathrm{n}=12$

|  | $a$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Item | Equal | Random | Dispersed | Equal | Random | Dispersed |
| 1 | 1 | 1.85 | 1.00 | 0.00 | -0.28 | -2.00 |
| 2 | 1 | 1.87 | 1.18 | 0.00 | -0.29 | -1.64 |
| 3 | 1 | 1.80 | 1.36 | 0.00 | 1.05 | -1.27 |
| 4 | 1 | 1.72 | 1.55 | 0.00 | -0.52 | -0.91 |
| 5 | 1 | 1.39 | 1.73 | 0.00 | -1.32 | -0.55 |
| 6 | 1 | 1.24 | 1.91 | 0.00 | 0.29 | -0.18 |
| 7 | 1 | 1.19 | 2.09 | 0.00 | 0.62 | 0.18 |
| 8 | 1 | 1.66 | 2.27 | 0.00 | 0.50 | 0.55 |
| 9 | 1 | 1.71 | 2.45 | 0.00 | 0.55 | 0.91 |
| 10 | 1 | 2.11 | 2.64 | 0.00 | 0.81 | 1.27 |
| 11 | 1 | 1.68 | 2.82 | 0.00 | 1.49 | 1.64 |
| 12 | 1 | 1.98 | 3.00 | 0.00 | 0.52 | 2.00 |

Note. In this table, all possible generating item slope parameters ( $a$ ) and item threshold parameters (b) for a 12 -item multiple-choice test with 2-PL item type are presented. Both item slope and threshold parameters could be equal, random or dispersed across items. The range of $a$ parameters is from 1 to 3 , and the values are equally spaced in this range in the "dispersed parameter" condition. The range of $b$ parameters is from -2 to 2 . Their values are also equally spaced in this range in the last condition. When both item slope and threshold parameters are set to equal across items, $a$ parameters of all the twelve items equal to 1 and $b$ parameters all equal to 0 .


| Item | $a$ |  |  | b 1 |  |  | b 2 |  |  | b 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Equal | Random | Dispersed | Equal | Random | Dispersed | Equal | Random | Dispersed | Equal | Random | Dispersed |
| 1 | 1.00 | 1.85 | 1.00 | 0.00 | -0.28 | -2.00 | 0.50 | 0.22 | -1.50 | 1.00 | 0.72 | -1.00 |
| 2 | 1.00 | 1.87 | 1.18 | 0.00 | -0.29 | -1.64 | 0.50 | 0.21 | -1.14 | 1.00 | 0.71 | -0.64 |
| 3 | 1.00 | 1.80 | 1.36 | 0.00 | 1.05 | -1.27 | 0.50 | 1.55 | -0.77 | 1.00 | 2.05 | -0.27 |
| 4 | 1.00 | 1.72 | 1.55 | 0.00 | -0.52 | -0.91 | 0.50 | -0.02 | -0.41 | 1.00 | 0.48 | 0.09 |
| 5 | 1.00 | 1.39 | 1.73 | 0.00 | -1.32 | -0.55 | 0.50 | -0.82 | -0.05 | 1.00 | -0.32 | 0.45 |
| 6 | 1.00 | 1.24 | 1.91 | 0.00 | 0.29 | -0.18 | 0.50 | 0.79 | 0.32 | 1.00 | 1.29 | 0.82 |
| 7 | 1.00 | 1.19 | 2.09 | 0.00 | 0.62 | 0.18 | 0.50 | 1.12 | 0.68 | 1.00 | 1.62 | 1.18 |
| 8 | 1.00 | 1.66 | 2.27 | 0.00 | 0.50 | 0.55 | 0.50 | 1.00 | 1.05 | 1.00 | 1.50 | 1.55 |
| 9 | 1.00 | 1.71 | 2.45 | 0.00 | 0.55 | 0.91 | 0.50 | 1.05 | 1.41 | 1.00 | 1.55 | 1.91 |
| 10 | 1.00 | 2.11 | 2.64 | 0.00 | 0.81 | 1.27 | 0.50 | 1.31 | 1.77 | 1.00 | 1.81 | 2.27 |
| 11 | 1.00 | 1.68 | 2.82 | 0.00 | 1.49 | 1.64 | 0.50 | 1.99 | 2.14 | 1.00 | 2.49 | 2.64 |
| 12 | 1.00 | 1.98 | 3.00 | 0.00 | 0.52 | 2.00 | 0.50 | 1.02 | 2.50 | 1.00 | 1.52 | 3.00 |
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## CHAPTER 7

## Simulation Study Results

This chapter presents results from the simulation study. Findings include the means, variances, minimum \& maximum values of summed score likelihood based statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$, as well as those values of the overall goodness-of-fit statistic $M_{2}$ in various simulation conditions. In the null conditions, where the latent variable follows a standard normal distribution, emperical rejection rates at three $\alpha$ levels and the Kolmogorov-Smirnov test (KS test) $p$-values are reported for all the statistics. In the alternative conditions, where the latent variable is generated from a non-normal distribution, the statistical power of the proposed statistics are reported and compared with overall fit statistic $M_{2}$. In addition, the influence of number of items, item type, sample size, and dispersion of item parameters on the performance of these statistics are examined.

### 7.1 Simulation Results for 2-PL IRT Models

### 7.1.1 Type I Error Rates

In the null condition, the generating latent variable follows a normal distribution, and simulated item response patterns were calibrated with a standard unidimensional 2-PL IRT model. Since the fitted model was the same as the generating model, the distribution of the proposed statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ should be well approximated by their purported chi-squared distribution under null hypothesis. That is, the means of the statistics should be close to $d f$, the variances should be
close to $2 d f$, and empirical rejection rates should approximate their corresponding $\alpha$ levels respectively.

Table 7.1, Table 7.2, Table 7.3 and Table 7.4 present simulation study results under the null hypothesis for 2-PL model. The number of items is 12 , and sample size has three levels, $N=500,1000,1500$. The result tables for larger number of items $(n=24)$ could be found in the Appendix (see Table A.3, Table A.4, Table A.5, and Table A.6). From Table 7.1 to Table 7.4, the extent of item parameter dispersion is increasing: Table 7.1 for the condition of "Equal $a \&$ Equal $b$ "; Table 7.2 for the condition of "Random $a \&$ Random $b$ "; Table 7.3 for the condition of "Random $a \&$ Dispersed $b$ "; Table 7.4 for the condition of "Dispersed $a \&$ Dispersed $b "$. As mentioned in Chapter 6, the values of generating item parameters could exert an influence on the adjustment of summed score likelihood based statistics. Therefore, I present these four tables side by side, and further discussion will be carried out later. These tables report the means, variances, minimum \& maximum values of the statisics, and empirical rejection rates at three $\alpha$ levels ( $95 \%$ confidence inverval): $\alpha=0.01(0.004,0.016), \alpha=0.05(0.036,0.064)$, $\alpha=0.1(0.081,0.119)$, as well as the $p$ values of KS test.

Results in Table 7.1 show that when the generating item parameters are equal across items, all the proposed indices work well under the null hypothesis. As suggested earlier, the means of these indices should be close to the expected value of their purported chi-squared distribution, specifically, the degrees of freedom, and the variances of these indices should approximate the expected variance of a chi-squared distribution, that is, twice the degrees of freedom. Data in Table 7.1 confirm this speculation: Most of the means are close to their corresponding $d f$, and the variances are approximating $2 d f$. Empirical rejection rates are close to their $\alpha$ levels, too. Take the empirical rejection rates at the level $\alpha=0.05$ as an example. All rejection rates fall into its confidence interval ( $0.036,0.064$ ). When the sample size is small, the rejection rates for summed score likelihood based statistics are slightly smaller than 0.05 , and some KS test $p$-values are smaller than 0.05 . But their performance improves as the sample size increases. Furthermore, Q-Q plots in Figure 7.1 show that under the null conditions when the item parameters are equal and sample size is small $(\mathrm{N}=500)$, the distribution of statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$, and $\bar{X}_{C 2}^{2}$ can be well approximated by a chi-squared distribution with a fixed $d f$.

From Table 7.2, we can see that when the generating item parameters are random, the empirical rejection rates of $\bar{X}_{H}^{2}$ are lower than their corresponding $\alpha$ levels, indicating that the tail area of the distribution of $\bar{X}_{H}^{2}$ cannot be well approximated by a chi-squared distribution with $d f=10$. In addition, KS test $p$-values for this index are smaller than 0.001 . Results in Table 7.3 show that when the item parameters become more dispersed, the empirical rejection rates for $\bar{X}_{H}^{2}$ are even lower. As reflected in both Table 7.2 and Table 7.3, the moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ perform well in these two conditions, with reasonable empirical rejection rates and KS test $p$-values.

Table 7.4 show that in the condition of "Dispersed $a \&$ Dispersed $b$ ", $\bar{X}_{C 2}^{2}$ performs better than both $\bar{X}_{H}^{2}$ and $\bar{X}_{C 1}^{2}$. Specifically, the empirical rejection rates


Figure 7.1: Q-Q plots for a null condition (normal $\theta, n=12, N=500$, Equal $a \& b$ parameters)
of $\bar{X}_{C 2}^{2}$ reach its corresponding $\alpha$ levels. The first-moment adjusted index $\bar{X}_{C 1}^{2}$ seems to be a little more sensitive than it should be in this condition, but it still improves upon $\bar{X}_{H}^{2}$. Furthermore, Q-Q plots in Figure 7.2 show that under the null condition where the item parameters are widely dispersed, the distributions of statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are better approximated by a chi-squared distribution than that of $\bar{X}_{H}^{2}$.

Limited-information overall fit statistic $M_{2}$ appears to be well calibrated in the null conditions, with relatively stable empirical rejection rates.


Figure 7.2: Q-Q plots for a null condition (normal $\theta, n=12, N=500$, dispersed $a$ $\& b$ parameters)

### 7.1.2 Statistical Power under Alternative Hypothesis: Non-normal Latent Variable Distribution

Since the proposed statistics' distribution can be well approximated by a chisquared distribution with a fixed $d f$ in the null conditions, the performance of these statistics in the alternative conditions could be further examined. In the alternative conditions, item response data were generated with a non-normally distributed latent variable, but calibrated under the assumption that the latent variable follows a normal distribution. Since the model is misspecified, it is expected that the proposed statistics will not follow a central chi-squared distribution in these conditions. Statistical power indicates to what extent the proposed statistical indices are sensitive to model misspecification.

Table 7.5, Table 7.6, Table 7.7, and Table 7.8 present simulation study results under the alternative hypothesis for 2-PL model. Similiar to the null condition, the number of items is 12 , and sample size has three levels, $N=500,1000,1500$. From Table 7.5 to Table 7.8, the level of item parameter dispersion is inceasing. These tables together present the indices' statistical power against latent variable nonnormality across different sample sizes and levels of item parameter dispersion. Results for a longer test $(n=24)$ can be found in the Appendix (see Table A.7, Table A.8, Table A.9, and Table A.10). It is worth mentioning that the number of items exerts a non-ignorable influence on these indices' statistical power. The larger the number of items, the more powerful the statistics are against non-normal latent variable distribution.

Results in Table 7.5 show that in the condition of "Equal $a$ \& Equal $b$ ", summed score likelihood based statistics, $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$, perform identically well. Comparing with the overall model-fit statistic $M_{2}$, they are more sensitive to the nonnormality of $\theta$ distribution. With larger sample size, the statistical power of these indices is increasing. Similiar to the results in the null condition, there is not much difference among $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ when item parameters are equal across items.

Table 7.6 presents results in the condition of "Random $a \&$ Random b". All the summed score likelihood based statistics still have larger power than the overall model-fit index $M_{2}$. But the statistical power of the unadjusted index $\bar{X}_{H}^{2}$ becomes consistently lower than the moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$. The difference between the unadjusted and adjusted statistics increases in Table 7.7, where $b$ parameters are highly dispersed.

Table 7.8 demonstrates that when the generating item parameters are most widely dispersed ("Dispersed $a$ \& Dispersed b), the $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ indices have larger power than the $\bar{X}_{H}^{2}$ statistic to detect latent variable nonnormality. Take the first block $(N=500)$ for example. $\bar{X}_{H}^{2}$ has almost no power against latent variable nonnormality at all $\alpha$ levels. On the contrary, the statistical power of $\bar{X}_{C 1}^{2}$ is 0.036 at level $\alpha=0.1,0.142$ at $\alpha=0.05$, and 0.246 at $\alpha=0.1$, indicating a moderate degree of sensitivity to detection of model misspecification. In this condition, the power of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are very similiar. $\bar{X}_{C 1}^{2}$ enjoys a slightly higher power than $\bar{X}_{C 2}^{2}$. One explanation is that $\bar{X}_{C 1}^{2}$ is generally more sensitive than $\bar{X}_{C 2}^{2}$, in both null and alternative conditions.

### 7.2 Simulation Results for Graded Response IRT model

### 7.2.1 Type I Error Rates

Four-category polytomous data were generated for tests with 12 or 24 items. The sample size has three levels: 500, 1000, and 1500. As with 2-PL model, the null hypothesis is that the unidimensional latent variable follows a standard normal distribution. Graded response data were fitted using the same IRT model as data generation. Thus, the statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ should follow their purported chi-squared distribution under the null hypothesis.

Table 7.9, Table 7.10, Table 7.11, and Table 7.12 present simulation results in the null conditions for the graded model. The number of items is 12. Table 7.9 show that when the item parameters are equal, all the proposed statistics, as well as the overall model-fit index $M_{2}$, perform equivalently well. Most of the empirical rejection rates fall into their $95 \%$ confidence intervals. There is one exception: when the sample size is relatively large $(N=1500), M_{2}$ seems to be slightly more sensitive than it should be. At the same time, the expected values of the statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are close to each other.

Table 7.12 presents simulation results when the item parameters are widely dispersed. In the condition where the sample size is small, KS test $p$-values indicate that $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ cannot be well approximated by their purported chi-squared distribution. But when the sample size increases to 1500 , the performance of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ improves, while $\bar{X}_{H}^{2}$ has a KS test $p$-value that is smaller than 0.05. Though, all of these empirical rejection rates fall into its confidence interval at $\alpha=0.05(0.036,0.064)$, indicating that the tail area of the statistics' sampling distribution could be well approximated by a chi-squared distribution and these statistics could be used for detecting IRT model misfit.

Results for 24 -item graded response model are presented in the Appendix (see Table A.11, Table A.12, Table A.13, and Table A.14). When the number of items
is large and the sample size is small, the empirical rejection rates of the proposed statistics tend to be higher than their $\alpha$ levels, especially when the item parameters are dispersed. However, when the sample size increases, the rejection rates would approach their corresponding $\alpha$ levels.

### 7.2.2 Statistical Power under Alternative Hypothesis: Non-normal Latent Variable Distribution

Table 7.13, Table 7.14, Table 7.15 and Table 7.16 present simulation results for the graded model in alternative conditions. The statistical power of the proposed statistics were calculated for 12-item tests with 4-category polytomous data. Table 7.13 shows results for the condition where all the item parameters are equal across items. Table 7.16 contains results for the condition where both item slope and threshold parameters are widely dispersed. Table 7.14 and Table 7.15 present results for conditions with moderately dispersed item parameters.

Results in Table 7.13 show that when latent variable distribution is misspecified for the graded models, the proposed statistics can detect this kind of model misspecification, and their statistical power improves when the sample size increases. For example, when the sample size is 500 , the means of the statistics $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$, and $\bar{X}_{C 2}^{2}$ are respectively $37.59,37.78$ and 37.76 , slightly greater than the degrees of freedom $(d f=34)$. Their statistical power at $\alpha=0.05$ are 0.11, 0.116 , and 0.114 respectively. When the sample size is 1500 , the statistical power of the three indices increase to $0.404,0.412$, and 0.408 respectively. Obviously, the power of the unadjusted and moment adjusted statistics are very close to each other.

In the condition where item parameters are widely dispersed, as shown in Table 7.16, even though all the summed score likelihood based statistics are sensitive to latent variable nonnormality, the moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ has higher statistical power than the unadjusted indice $\bar{X}_{H}^{2}$. Likewise, all the three indexes have more statistical power against model misfit with larger sample size. In this condition, $M_{2}$ always has much lower statistical power than the other three indices.

Another finding is that for the graded model, even when the item parameters
are dispersed, the first-moment adjusted indice $\bar{X}_{C 1}^{2}$ performs as well as the twomoment adjusted indice $\bar{X}_{C 2}^{2}$, and has a slightly larger power than $\bar{X}_{C 2}^{2}$ in most conditions. More results for the graded model can be found in the Appendix (see Table A.14, Table A.15, Table A.16, and Table A.17)

### 7.3 Discussion

With simulated data, the properties of the proposed moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ for detecting latent variable nonnormality were examined across different numbers of items, sample sizes, item types and values of generating item parameters. Meanwhile, their performance were compared to unadjusted summed score likelihood based statistic $\bar{X}_{H}^{2}$ (Li \& Cai, 2012) and overall GOF statistic $M_{2}$ (Maydeu-Olivares \& Joe, 2005). This chapter presents all the simulation study results.

In the null conditions, when the fitted models and data generating models are the same, the expected values of statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are mostly close to the value of $d f$, indicating that the distribution of moment-adjusted statistics could be well approximated by a chi-squared distribution. Both moment adjusted indices $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ perform better than the unadjusted statistic $\bar{X}_{H}^{2}$, especially when the values of generating item parameters are widely dispersed. It's worth mentioning that, values of item parameters are very likely to spread to some extent between completely equality and extreme dispersion in a real test. Thus, the use of moment adjusted statistics is recommended.

In the alternative conditions, when the generating latent variable is nonnormally distributed, the statistics $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ turned out to be sensitive to the violation of assumption of latent variable normality, while the overall limitedinformation GOF statistic $M_{2}$ has almost no power against the nonnormal alternative. This could be explained by the observation that $M_{2}$ is based only on first and second order margins of the underlying contingency table, but to detect latent variable distributional misfit, information from higher order margins and interactions might be necessary. Additionally, when the values of generating item parameters are equal across items, $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ perform equivalently well. Otherwise, when the item parameters are dispersed, the adjusted indices $\bar{X}_{C 1}^{2}$ and
$\bar{X}_{C 2}^{2}$ enjoy greater power than the unadjusted index $\bar{X}_{H}^{2}$.

### 7.3.1 Do the Moment Adjusted Statistics Improve upon the Unadjusted One?

Summed score likelihood based statistic $\bar{X}_{H}^{2}$ (Li \& Cai, 2012) proved to be sensitive to latent variable nonnormality for IRT models. One challenge of applying this statistic is that its distribution is not asymptotically chi-squared. In some scenarios, adjustments to the statistic or degrees of freedom might increase its statistical power. By matching its first one or two moments with those of a referenced chi-squared distribution, moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ were expected to perform better than $\bar{X}_{H}^{2}$.

In most of the conditions I tested, when compared with $\bar{X}_{H}^{2}$, simulation study results show that $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ can be better approximated by a chi-squared distribution in the null conditions, and enjoy increased statistical power in the alternative conditions. Furthermore, the dispersion of generating slope and threshold parameters exerts a non-ignorable influence on the comparative performance of the statistics. When the generating item parameters are equal, $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ perform equally well. However, in the case of high dispersion of generating item parameters, $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ would improve upon $\bar{X}_{H}^{2}$. In order to illustrate this finding, Table 7.17 and Table 7.18 present the empirical rejection rates and statistical power of $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ at three $\alpha$ levels across different values of generating item parameters: "Equal $a \& b "$ ", Random $a \& b "$, and "Dispersed $a$ $\& b "$.

According to Table 7.17, the empirical rejection rates and statistical power of $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are very close in the condition of "Equal $a \& b$ ". But when the generating item parameters are unequal, moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ improve upon unadjusted statistic $\bar{X}_{H}^{2}$ in general. For example, the statistical
power of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are higher than that of $\bar{X}_{H}^{2}$, even when both slope and threshold parameters were randomly generated. This difference increases when item parameters become more dispersed. However, this is not the case for the graded model (see Table 7.18). The statistical power of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are greater than that of $\bar{X}_{H}^{2}$ only when item parameters are widely dispersed.

The reason why the values of item parameters exert an influence on the performance of the test statistics is demonstrated as following. As illustrated in Chapter 5 , the $d f$ of $\bar{X}_{H}^{2}$ is equal to $S-1-2$. " -2 " is a heuristic value to adjust the degrees of freedom due to item parameter estimation. When the values of $a$ and $b$ parameters are equal, the expected values of $\bar{X}_{H}^{2}$ are very close to its heuristic $d f$. But when the values of item parameters are widely dispersed, the expected values of $\bar{X}_{H}^{2}$ are often smaller than the heuristic $d f$. With moment adjustments, the expected values of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ better approach their purported degrees of freedom. Therefore, the performance of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ improve upon $\bar{X}_{H}^{2}$ when generating item parameters are dispersed.

### 7.3.2 The Influence of Other Factors on the Performance of Statistics

In addition to item parameter dispersion, other properties of tests also exert an influence on the performance of the proposed statistics. Results from simulation studies for both 2-PL and the graded model show that the empirical rejection rates in the null conditions and statistical power in the alternative conditions are highly influenced by the sample size and number of items.

In the null conditions, the empirical rejection rates approach their $\alpha$ levels with increased sample size increases. In the alternative conditions, the statistical power of the proposed statistics grows when the sample size is augmented. For instance, as shown in section 7.1.2, when the sample size is small $(N=500), \bar{X}_{H}^{2}$ has a very low power against model misfit for 2-PL models, and it has a slightly larger power when the sample size becomes 1000. However, when the sample size changes from 1000 to $1500, \bar{X}_{H}^{2}$ becomes certainly sensitive to latent variable nonnormality. Meanwhile, the moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ always have more statistical power than $\bar{X}_{H}^{2}$ across different sample sizes.

It is also evident that the statistical power of the proposed indices improves when the number of items increases. As previously discussed, when the number of items is small $(n=12)$, the unadjusted statistic $\bar{X}_{H}^{2}$ has very low power against latent variable nonnormality. But when the number of items increases to 24, the statistical power of $\bar{X}_{H}^{2}$ becomes moderately large. The adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are in general more sensitive than $\bar{X}_{H}^{2}$, but the difference between the adjusted and unadjusted indexes decreases with a growing number of items.

### 7.3.3 Summary

In sum, simulation study results suggest the following: 1) Compared with $\bar{X}_{H}^{2}$ (Li \& Cai, 2012), the moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ can be better approximated by a chi-squared distribution in the null conditions and enjoy higher
statistical power in the alternative conditions, especially in the situation when the generating item parameters are dispersed; 2) Compared with the overall GOF statistic $M_{2}$, all of the summed score likelihood based statistics are more sensitive to the violation of the assumption of normal latent variable distribution in alternative conditions. Therefore, the proposed statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are prefered for detecting latent variable nonnormality. The two-moment adjusted statistic $\bar{X}_{C 2}^{2}$ and the first-moment adjusted statistic $\bar{X}_{C 1}^{2}$ perform equally well in most conditions, and $\bar{X}_{C 1}^{2}$ seems to have a slightly larger power.

Results from simulation studies also show that the performance of the proposed statistics could be influenced by several factors. First of all, sample sizes and numbers of items are highly influential. For both 2-PL and graded models, when the sample size increases, the empirical rejection rates of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ approach their corresponding $\alpha$ levels, and their statistical power against latent variable nonnormality become larger in alternative conditions. Likewise, the statistical power of $\bar{X}_{H}^{2}, \bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ grow with increased number of items.

Nonetheless, the proposed statistics should be used with caution in some situations, especially when the number of items is large and the sample size is small. Results for graded models show that in the condition of $n=24$ and $N=500$, all of the summed score likelihood statistics have empirical rejection rates larger than their corresponding $\alpha$ levels, indicating that the tail area of their distribution cannot be well approximated by a chi-squared distribution.

Another important finding is the influence of values of generating item parameters on the comparison between unadjusted and adjusted statistics. It is evident that the more dispersed the generating item parameters are, the more effective the proposed moment adjustment approaches turn out to be. For 2-PL models, when item slope and threshold parameters are both randomly generated, the statistical power of $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ are mostly greater than $\bar{X}_{H}^{2}$. However, it is worth noting that this study only considers four levels of item parameter dispersion, and the
differences between two adjacent levels are not equivalent.
Note. Valid\% indicates the percentage of valid calculations in 500 replications; "Valid calculation" means that the generating response data were calibrated normally, and that values of the statistics with quadratic forms are not negative or infinite. * indicates that $p$ values of KS test are smaller than 05 .
Table 7.2: Results of simulation study for the null conditions (2-PL, $n=12$, Random $a$ \& Random $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.27 | 18.92 | 1.21 | 27.19 | . 012 | . 042 | . 076 | .000* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 9.94 | 21.83 | 1.28 | 28.88 | . 018 | . 056 | . 112 | . 642 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 9.94 | 21.18 | 1.34 | 28.72 | . 018 | . 052 | . 106 | . 641 |
|  | $M_{2}$ | 100\% | 54 | 53.36 | 123.33 | 27.25 | 91.54 | . 014 | . 062 | . 112 | . 012 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.17 | 17.96 | 1.03 | 26.80 | . 010 | . 036 | . 066 | .002* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 9.79 | 20.51 | 1.10 | 28.90 | . 012 | . 044 | . 102 | . 495 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 9.79 | 20.07 | 1.20 | 28.65 | . 012 | . 044 | . 102 | . 605 |
|  | $M_{2}$ | 100\% | 54 | 53.64 | 116.48 | 31.67 | 94.64 | . 016 | . 046 | . 098 | . 554 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.43 | 16.31 | 1.23 | 24.10 | . 004 | . 024 | . 068 | . 127 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 10.05 | 18.54 | 1.31 | 25.93 | . 006 | . 038 | . 100 | . 472 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 10.05 | 18.19 | 1.41 | 25.68 | . 006 | . 036 | . 100 | . 418 |
|  | $M_{2}$ | 100\% | 54 | 53.75 | 112.83 | 25.28 | 90.29 | . 012 | . 050 | . 092 | . 895 |

Note. $*$ indicates that $p$ values of KS test are smaller than .05 .

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test <br> $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.34 | 17.99 | 1.56 | 31.97 | . 004 | . 024 | . 078 | .002* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 10.20 | 21.71 | 1.71 | 35.81 | . 016 | . 062 | . 120 | . 704 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 10.19 | 20.77 | 1.86 | 34.71 | . 014 | . 062 | . 120 | . 824 |
|  | $M_{2}$ | 100\% | 54 | 54.64 | 101.92 | 23.56 | 85.54 | . 006 | . 058 | . 098 | .047* |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.16 | 16.85 | 1.18 | 27.08 | . 003 | . 033 | . 063 | .000* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 9.94 | 19.94 | 1.28 | 29.62 | . 010 | . 047 | . 096 | . 802 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 9.94 | 19.28 | 1.40 | 29.25 | . 007 | . 045 | . 096 | . 942 |
|  | $M_{2}$ | 100\% | 54 | 54.69 | 103.49 | 28.20 | 97.97 | . 011 | . 058 | . 104 | .019* |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.52 | 15.64 | 1.80 | 25.92 | . 004 | . 026 | . 064 | . 064 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 10.30 | 18.23 | 1.96 | 27.72 | . 010 | . 046 | . 094 | . 009 * |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 10.29 | 17.76 | 2.11 | 27.60 | . 010 | . 046 | . 092 | .005* |
|  | $M_{2}$ | 100\% | 54 | 54.45 | 112.34 | 31.91 | 87.32 | . 012 | . 062 | . 112 | . 644 |

Note. $*$ indicates that $p$ values of KS test are smaller than .05 .
Table 7.4: Results of simulation study for null conditions (2-PL, Dispersed $a$ \& Dispersed $b, n=12$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 8.61 | 16.10 | 1.56 | 25.44 | . 004 | . 032 | . 054 | .000* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 9.81 | 20.97 | 1.78 | 29.37 | . 008 | . 056 | . 102 | . 105 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 9.82 | 19.71 | 2.06 | 28.48 | . 008 | . 050 | . 090 | . 227 |
|  | $M_{2}$ | 100\% | 54 | 54.80 | 122.02 | 25.49 | 86.79 | . 016 | . 078 | . 132 | . 239 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 9.01 | 15.81 | 1.15 | 24.01 | . 003 | . 024 | . 059 | .000* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 10.17 | 20.19 | 1.29 | 27.33 | . 008 | . 056 | . 112 | . 248 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 10.16 | 19.19 | 1.46 | 26.67 | . 006 | . 052 | . 108 | . 218 |
|  | $M_{2}$ | 100\% | 54 | 54.06 | 102.99 | 27.48 | 98.20 | . 013 | . 048 | . 098 | . 644 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 8.56 | 15.35 | . 48 | 22.45 | . 000 | . 018 | . 044 | .000* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 9.62 | 19.34 | . 54 | 25.25 | . 012 | . 042 | . 082 | . 022 * |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 9.63 | 18.51 | . 75 | 24.99 | . 012 | . 040 | . 078 | . 051 |
|  | $M_{2}$ | 100\% | 54 | 53.94 | 103.98 | 28.26 | 93.98 | . 014 | . 048 | . 092 | . 339 |

Note. * indicates that $p$ values of KS test are smaller than 05 .
Table 7.5: Results of simulation study for the alternative conditions (2-PL, $n=12$, Equal $a$ \& Equal $b$ )

| N | statistics | valid $\%$ | $d f$ | Mean | Var | Min | $\operatorname{Max}$ | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bar{X}_{H}^{2}$ | $100 \%$ | 10 | 12.95 | 30.76 | 3.16 | 36.05 | .044 | .160 | .282 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 10 | 13.10 | 31.87 | 3.17 | 36.20 | .052 | .164 | .294 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 10 | 13.04 | 30.91 | 3.20 | 35.98 | .050 | .162 | .284 |
|  | $M_{2}$ | $100 \%$ | 54 | 54.14 | 101.26 | 31.82 | 85.89 | .004 | .050 | .104 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 10 | 15.51 | 38.69 | 1.43 | 43.11 | .114 | .296 | .421 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 10 | 15.63 | 39.67 | 1.43 | 43.46 | .121 | .302 | .431 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 10 | 15.58 | 38.78 | 1.47 | 43.06 | .115 | .298 | .426 |
|  | $M_{2}$ | $100 \%$ | 54 | 53.78 | 111.28 | 25.45 | 99.35 | .011 | .046 | .098 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 10 | 18.98 | 48.81 | 4.33 | 46.96 | .260 | .504 | .626 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 10 | 19.11 | 49.90 | 4.35 | 47.30 | .268 | .516 | .632 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 10 | 19.03 | 48.82 | 4.36 | 46.93 | .262 | .510 | .630 |
|  | $M_{2}$ | $100 \%$ | 54 | 53.82 | 111.84 | 25.71 | 96.63 | .008 | .060 | .112 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications; "Valid calculation" means that the generating response data were calibrated normally, and that values of the statistics with quadratic forms are not negative or infinite.

Table 7.6: Results of simulation study for the alternative conditions (2-PL, $n=12$, Random $a$ \& Random $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 13.44 | 28.44 | 2.83 | 36.46 | . 046 | . 170 | . 290 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 14.53 | 33.88 | 3.06 | 40.04 | . 082 | . 234 | . 368 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 14.40 | 31.97 | 3.18 | 38.91 | . 076 | . 226 | . 366 |
|  | $M_{2}$ | 100\% | 54 | 54.39 | 119.57 | 28.55 | 100.65 | . 014 | . 068 | . 104 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 16.83 | 45.29 | 4.07 | 42.02 | . 174 | . 352 | . 478 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 18.11 | 53.04 | 4.36 | 44.83 | . 220 | . 432 | . 556 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 17.93 | 50.59 | 4.43 | 44.32 | . 214 | . 422 | . 552 |
|  | $M_{2}$ | 100\% | 54 | 54.17 | 119.67 | 24.33 | 95.83 | . 018 | . 052 | . 120 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 20.86 | 58.85 | 4.97 | 49.26 | . 332 | . 612 | . 708 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 22.41 | 68.75 | 5.31 | 52.56 | . 414 | . 668 | . 746 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 22.16 | 65.60 | 5.36 | 51.64 | . 404 | . 664 | . 742 |
|  | $M_{2}$ | 100\% | 54 | 54.35 | 116.05 | 30.41 | 88.66 | . 014 | . 066 | . 112 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications.
Table 7.7: Results of simulation study for the alternative conditions (2-PL, $n=12$, Random $a \&$ Dispersed $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 11.23 | 20.76 | 2.53 | 28.62 | . 014 | . 080 | . 156 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 12.39 | 25.84 | 2.74 | 31.72 | . 038 | . 122 | . 236 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 12.29 | 24.10 | 2.87 | 30.83 | . 030 | . 112 | . 226 |
|  | $M_{2}$ | 100\% | 54 | 54.85 | 106.30 | 27.24 | 89.34 | . 004 | . 062 | . 128 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 13.53 | 30.10 | 2.54 | 38.17 | . 053 | . 181 | . 305 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 14.82 | 36.63 | 2.77 | 42.54 | . 095 | . 259 | . 375 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 14.68 | 34.56 | 2.88 | 41.16 | . 085 | . 247 | . 369 |
|  | $M_{2}$ | 100\% | 54 | 54.01 | 109.72 | 27.80 | 93.05 | . 012 | . 056 | . 099 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 15.62 | 28.81 | 3.39 | 38.77 | . 076 | . 306 | . 448 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 17.04 | 34.70 | 3.70 | 42.74 | . 142 | . 390 | . 528 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 16.87 | 32.92 | 3.83 | 41.64 | . 138 | . 378 | . 522 |
|  | $M_{2}$ | 100\% | 54 | 54.73 | 102.22 | 31.78 | 89.09 | . 008 | . 064 | . 106 |

[^1]Table 7.8: Results of simulation study for the alternative conditions (2-PL, $n=12$, Dispersed $a$ \& Dispersed $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 10.94 | 20.50 | 2.03 | 27.00 | . 010 | . 064 | . 134 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 12.69 | 28.07 | 2.30 | 32.46 | . 036 | . 142 | . 246 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 12.55 | 25.43 | 2.47 | 30.49 | . 028 | . 132 | . 230 |
|  | $M_{2}$ | 100\% | 54 | 56.52 | 146.36 | 29.21 | 119.05 | . 024 | . 092 | . 148 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 12.49 | 26.34 | 2.29 | 41.87 | . 030 | . 116 | . 214 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 14.29 | 34.81 | 2.57 | 48.43 | . 067 | . 209 | . 337 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 14.13 | 32.30 | 2.74 | 47.01 | . 062 | . 199 | . 319 |
|  | $M_{2}$ | 100\% | 54 | 55.62 | 117.32 | 29.28 | 110.31 | . 016 | . 073 | . 141 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 10 | 14.34 | 26.98 | 3.17 | 35.51 | . 074 | . 202 | . 338 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 10 | 16.33 | 35.11 | 3.58 | 40.71 | . 128 | . 330 | . 490 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 10 | 16.12 | 32.86 | 3.76 | 39.53 | . 114 | . 312 | . 480 |
|  | $M_{2}$ | 100\% | 54 | 56.25 | 136.41 | 26.43 | 98.99 | . 024 | . 092 | . 146 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications.
Table 7.9: Simulation study results for graded model in the null conditions ( $n=12$, Equal $a$ \& Equal $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 34.589 | 70.734 | 16.195 | 71.457 | . 012 | . 058 | . 108 | . 174 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.661 | 70.770 | 16.211 | 71.265 | . 012 | . 060 | . 114 | . 121 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.66 | 70.59 | 16.22 | 71.36 | . 012 | . 060 | . 114 | . 120 |
|  | $M_{2}$ | 100\% | 30 | 30.20 | 58.91 | 12.72 | 57.95 | . 012 | . 052 | . 122 | . 627 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 34.27 | 74.49 | 15.72 | 77.22 | . 018 | . 064 | . 104 | . 711 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.30 | 74.52 | 15.74 | 77.03 | . 018 | . 064 | . 106 | . 703 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.30 | 74.49 | 15.75 | 77.13 | . 018 | . 064 | . 106 | . 682 |
|  | $M_{2}$ | 99\% | 30 | 30.09 | 67.53 | 2.27 | 77.40 | . 014 | . 040 | . 097 | . 733 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 33.96 | 65.97 | 15.10 | 65.05 | . 012 | . 048 | . 100 | . 753 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 33.98 | 66.01 | 15.12 | 65.01 | . 012 | . 050 | . 100 | . 751 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 33.99 | 65.99 | 15.13 | 65.04 | . 012 | . 050 | . 100 | . 759 |
|  | $M_{2}$ | 98.8\% | 30 | 31.18 | 80.92 | 2.85 | 81.86 | . 020 | . 075 | . 142 | .003* |

Note. Valid\% indicates the percentage of valid calculations in 500 replications; "Valid calculation" means that the generating response data were calibrated normally, and that values of the statistics with quadratic forms are not negative or infinite. $*$ indicates that KS test $p<0.05$
Table 7.10: Simulation study results for graded model in the null conditions ( $n=12$, Random $a$ \& Random $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test <br> $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 34.21 | 65.40 | 15.21 | 62.76 | . 014 | . 050 | . 102 | . 530 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.60 | 66.83 | 15.43 | 63.59 | . 014 | . 052 | . 110 | . 369 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.60 | 66.50 | 15.51 | 63.48 | . 014 | . 052 | . 110 | . 372 |
|  | $M_{2}$ | 100\% | 30 | 30.16 | 68.64 | 11.88 | 55.79 | . 016 | . 074 | . 118 | . 452 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 34.19 | 72.62 | 12.65 | 67.11 | . 010 | . 054 | . 118 | . 570 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.52 | 74.04 | 12.79 | 67.71 | . 013 | . 060 | . 127 | . 061 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.52 | 73.89 | 12.84 | 67.71 | . 013 | . 058 | . 127 | . 060 |
|  | $M_{2}$ | 100\% | 30 | 30.20 | 57.55 | 11.35 | 59.99 | . 009 | . 037 | . 090 | . 078 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 33.88 | 72.37 | 12.65 | 62.17 | . 014 | . 054 | . 106 | . 745 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.20 | 73.78 | 12.77 | 62.73 | . 016 | . 058 | . 112 | . 673 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.19 | 73.66 | 12.77 | 62.73 | . 016 | . 058 | . 112 | . 681 |
|  | $M_{2}$ | 100\% | 30 | 29.93 | 57.87 | 13.38 | 54.74 | . 006 | . 052 | . 114 | . 982 |

Note. * indicates that KS test $p<0.05$
Table 7.11: Simulation study results for graded model in the null conditions ( $n=12$, Random $a$ \& Dispersed $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test <br> $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 33.73 | 66.57 | 11.88 | 63.69 | . 008 | . 032 | . 098 | . 910 |
|  | $\bar{X}_{C 1}^{2}$ | 99.6\% | 34 | 34.42 | 69.16 | 12.21 | 64.83 | . 010 | . 042 | . 118 | . 107 |
|  | $\bar{X}_{C 2}^{2}$ | 99.6\% | 34 | 34.42 | 68.52 | 12.50 | 64.72 | . 008 | . 042 | . 116 | . 095 |
|  | $M_{2}$ | 100\% | 30 | 30.13 | 68.00 | 10.63 | 71.96 | . 012 | . 064 | . 122 | . 878 |
| 1000 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 34.25 | 59.48 | 15.78 | 63.45 | . 008 | . 046 | . 086 | . 405 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.87 | 61.58 | 16.04 | 64.51 | . 010 | . 052 | . 100 | . 127 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.87 | 61.19 | 16.07 | 64.42 | . 010 | . 052 | . 098 | . 123 |
|  | $M_{2}$ | 100\% | 30 | 29.64 | 52.70 | 13.46 | 57.34 | . 006 | . 034 | . 084 | . 397 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 33.57 | 68.68 | 15.10 | 60.14 | . 012 | . 054 | . 098 | . 092 |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 34.14 | 71.10 | 15.34 | 60.93 | . 014 | . 064 | . 112 | . 750 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 34.14 | 70.72 | 15.37 | 60.94 | . 014 | . 064 | . 112 | . 762 |
|  | $M_{2}$ | 100\% | 30 | 30.12 | 64.31 | 14.84 | 66.75 | . 012 | . 074 | . 114 | . 758 |

Note. $*$ indicates that KS test $p<0.05$
Table 7.12: Simulation study results for graded model in the null conditions ( $n=12$, Dispersed $a$ \& Dispersed $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test $p$-value |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |  |
| 500 | $\bar{X}_{H}^{2}$ | 99.2\% | 34 | 34.52 | 71.10 | 15.68 | 68.31 | . 014 | . 054 | . 107 | . 097 |
|  | $\bar{X}_{C 1}^{2}$ | 93.2\% | 34 | 35.51 | 74.65 | 16.41 | 69.80 | . 017 | . 064 | . 135 | .000* |
|  | $\bar{X}_{C 2}^{2}$ | 93.2\% | 34 | 35.50 | 73.83 | 16.86 | 69.70 | . 017 | . 062 | . 133 | .000* |
|  | $M_{2}$ | 100\% | 30 | 29.45 | 64.55 | 11.88 | 71.55 | . 018 | . 040 | . 092 | . 077 |
| 1000 | $\bar{X}_{H}^{2}$ | 99.8\% | 34 | 34.02 | 61.43 | 16.06 | 60.34 | . 008 | . 044 | . 094 | . 893 |
|  | $\bar{X}_{C 1}^{2}$ | 99.8\% | 34 | 34.82 | 64.36 | 16.50 | 61.57 | . 010 | . 054 | . 110 | . 280 |
|  | $\bar{X}_{C 2}^{2}$ | 99.8\% | 34 | 34.81 | 63.85 | 16.61 | 61.47 | . 010 | . 052 | . 110 | . 247 |
|  | $M_{2}$ | 100\% | 30 | 29.31 | 53.16 | 13.65 | 57.30 | . 008 | . 036 | . 070 | . 185 |
| 1500 | $\bar{X}_{H}^{2}$ | 100\% | 34 | 33.18 | 61.25 | 15.70 | 62.10 | . 006 | . 046 | . 082 | .018* |
|  | $\bar{X}_{C 1}^{2}$ | 100\% | 34 | 33.91 | 63.93 | 15.98 | 63.26 | . 008 | . 048 | . 090 | . 747 |
|  | $\bar{X}_{C 2}^{2}$ | 100\% | 34 | 33.91 | 63.56 | 16.01 | 63.24 | . 008 | . 048 | . 090 | . 731 |
|  | $M_{2}$ | 100\% | 30 | 29.99 | 60.39 | 10.29 | 57.73 | . 004 | . 050 | . 100 | . 840 |

Note. * indicates that KS test $p<0.05$
Table 7.13: Simulation study results for graded model in the alternative conditions ( $n=12$, Equal $a$ \& Equal $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 37.59 | 78.22 | 17.36 | 70.58 | .026 | .110 | .196 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 37.78 | 79.43 | 17.39 | 71.22 | .030 | .116 | .208 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 37.76 | 78.47 | 17.42 | 70.80 | .028 | .114 | .202 |
|  | $M_{2}$ | $100 \%$ | 30 | 30.50 | 61.18 | 11.05 | 57.38 | .008 | .054 | .122 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 42.10 | 111.62 | 13.96 | 84.17 | .086 | .266 | .372 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 42.26 | 113.06 | 14.00 | 84.34 | .090 | .268 | .380 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 42.22 | 111.98 | 14.05 | 84.21 | .090 | .268 | .380 |
|  | $M_{2}$ | $99.4 \%$ | 30 | 30.75 | 70.72 | 2.47 | 82.35 | .006 | .066 | .127 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 46.94 | 119.20 | 19.44 | 82.98 | .198 | .404 | .562 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 47.11 | 120.47 | 19.48 | 83.26 | .204 | .412 | .564 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 47.05 | 119.42 | 19.50 | 83.07 | .204 | .408 | .564 |
|  | $M_{2}$ | $99.2 \%$ | 30 | 31.83 | 93.30 | 12.66 | 82.90 | .034 | .101 | .157 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications; "Valid calculation" means that the generating response data were calibrated normally, and that values of the statistics with quadratic forms are not negative or infinite.
Table 7.14: Simulation study results for graded model in the alternative conditions ( $n=12$, Random $a$ \& Random $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 39.30 | 82.50 | 17.62 | 80.13 | .048 | .128 | .246 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 39.94 | 85.71 | 17.79 | 81.22 | .054 | .140 | .276 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 39.88 | 83.90 | 17.79 | 81.02 | .052 | .138 | .274 |
|  | $M_{2}$ | $100 \%$ | 30 | 31.86 | 67.01 | 14.42 | 67.21 | .020 | .076 | .154 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 45.25 | 114.63 | 21.01 | 83.08 | .139 | .344 | .468 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 45.89 | 118.86 | 21.22 | 84.82 | .156 | .365 | .485 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 45.80 | 116.86 | 21.25 | 84.05 | .154 | .362 | .483 |
|  | $M_{2}$ | $100 \%$ | 30 | 31.59 | 64.84 | 11.29 | 64.42 | .019 | .072 | .144 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 52.44 | 110.32 | 25.64 | 83.26 | .342 | .616 | .744 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 53.17 | 114.32 | 25.91 | 84.74 | .368 | .646 | .756 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 53.03 | 112.33 | 25.93 | 84.12 | .366 | .642 | .754 |
|  | $M_{2}$ | $100 \%$ | 30 | 31.85 | 70.13 | 13.97 | 59.60 | .030 | .096 | .162 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications
Table 7.15: Simulation study results for graded model in the alternative conditions ( $n=12$, Random $a$ \& Dispersed $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | $99.6 \%$ | 34 | 33.91 | 75.51 | 15.53 | 65.12 | .024 | .092 | .155 |
|  | $\bar{X}_{C 1}^{2}$ | $99.6 \%$ | 34 | 36.83 | 79.24 | 16.01 | 66.58 | .032 | .104 | .183 |
|  | $\bar{X}_{C 2}^{2}$ | $99.6 \%$ | 34 | 36.80 | 77.64 | 16.26 | 66.35 | .030 | .102 | .181 |
|  | $M_{2}$ | $100 \%$ | 30 | 30.68 | 61.05 | 12.00 | 57.25 | .010 | .064 | .124 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 39.31 | 80.15 | 16.26 | 72.34 | .038 | .146 | .250 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 40.16 | 83.80 | 16.61 | 73.59 | .046 | .160 | .292 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 40.12 | 82.62 | 16.71 | 73.44 | .044 | .156 | .292 |
|  | $M_{2}$ | $100 \%$ | 30 | 30.21 | 62.63 | 13.11 | 53.62 | .010 | .058 | .120 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 34 | 43.46 | 99.25 | 19.45 | 78.38 | .106 | .286 | .408 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 34 | 44.36 | 104.10 | 19.78 | 79.71 | .128 | .324 | .442 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 34 | 44.29 | 102.52 | 19.83 | 79.58 | .126 | .324 | .442 |
|  | $M_{2}$ | $100 \%$ | 30 | 30.68 | 64.47 | 13.65 | 54.78 | .012 | .060 | .132 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications
Table 7.16: Simulation study results for graded model in the alternative conditions ( $n=12$, Dispersed $a$ \& Dispersed $b$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | $95.8 \%$ | 34 | 37.36 | 72.74 | 16.59 | 71.30 | .013 | .094 | .190 |
|  | $\bar{X}_{C 1}^{2}$ | $80.6 \%$ | 34 | 38.84 | 79.28 | 17.13 | 73.14 | .040 | .129 | .236 |
|  | $\bar{X}_{C 2}^{2}$ | $80.6 \%$ | 34 | 38.75 | 76.95 | 17.30 | 72.80 | .032 | .127 | .233 |
|  | $M_{2}$ | $100 \%$ | 30 | 30.71 | 69.63 | 10.02 | 71.64 | .014 | .058 | .112 |
| 1000 | $\bar{X}_{H}^{2}$ | $99 \%$ | 34 | 40.91 | 83.56 | 18.05 | 78.23 | .057 | .188 | .311 |
|  | $\bar{X}_{C 1}^{2}$ | $96.2 \%$ | 34 | 42.14 | 88.21 | 18.49 | 80.07 | .079 | .227 | .360 |
|  | $\bar{X}_{C 2}^{2}$ | $96.2 \%$ | 34 | 42.07 | 86.70 | 18.60 | 79.87 | .077 | .225 | .356 |
|  | $M_{2}$ | $100 \%$ | 30 | 30.85 | 66.94 | 9.05 | 53.83 | .012 | .064 | .136 |
| 1500 | $\bar{X}_{H}^{2}$ | $99.8 \%$ | 34 | 46.19 | 107.04 | 22.44 | 87.23 | .172 | .389 | .515 |
|  | $\bar{X}_{C 1}^{2}$ | $99.4 \%$ | 34 | 47.43 | 113.70 | 22.99 | 89.86 | .203 | .427 | .559 |
|  | $\bar{X}_{C 2}^{2}$ | $99.4 \%$ | 34 | 47.32 | 111.73 | 23.04 | 89.28 | .201 | .425 | .557 |
|  | $M_{2}$ | $100 \%$ | 30 | 31.31 | 72.75 | 9.45 | 64.02 | .020 | .076 | .146 |

Note. Valid\% indicates the percentage of valid calculations in 500 replications

Table 7.17: Comparison of $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ across values of generating item parameters for 2-PL models ( $n=12, N=500$ )

|  | Levels | Equal $a \& b$ |  |  | Random $a \& b$ |  |  |  | Dispersed $a \& b$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\bar{X}_{H}^{2}$ | $\bar{X}_{C 1}^{2}$ | $\bar{X}_{C 2}^{2}$ | $\bar{X}_{H}^{2}$ | $\bar{X}_{C 1}^{2}$ | $\bar{X}_{C 2}^{2}$ | $\bar{X}_{H}^{2}$ | $\bar{X}_{C 1}^{2}$ | $\bar{X}_{C 2}^{2}$ |  |
| Rejection <br> rates |  | .008 | .010 | .010 | .012 | .018 | .018 | .004 | .008 | .008 |  |
|  | $\alpha=.05$ | .038 | .040 | .038 | .042 | .056 | .052 | .032 | .056 | .050 |  |
|  | $\alpha=.10$ | .104 | .106 | .106 | .076 | .112 | .106 | .054 | .102 | .090 |  |
|  | $\alpha=.01$ | .044 | .052 | .050 | .046 | .082 | .076 | .010 | .036 | .028 |  |
|  | $\alpha=.05$ | .160 | .164 | .162 | .170 | .234 | .226 | .064 | .142 | .132 |  |
|  | $\alpha=.282$ | .294 | .284 | .290 | .368 | .366 | .134 | .246 | .230 |  |  |

Table 7.18: Comparison of $\bar{X}_{C 1}^{2}, \bar{X}_{C 2}^{2}$ and $\bar{X}_{H}^{2}$ across values of generating item parameters for graded models ( $n=12, N=500$ )

|  | Levels | Equal $a \& b$ |  |  | Random $a \& b$ |  |  |  | Dispersed $a \& b$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\bar{X}_{H}^{2}$ | $\bar{X}_{C 1}^{2}$ | $\bar{X}_{C 2}^{2}$ | $\bar{X}_{H}^{2}$ | $\bar{X}_{C 1}^{2}$ | $\bar{X}_{C 2}^{2}$ | $\bar{X}_{H}^{2}$ | $\bar{X}_{C 1}^{2}$ | $\bar{X}_{C 2}^{2}$ |  |
| Rejection <br> rates |  | .012 | .012 | .012 | .014 | .014 | .014 | .014 | .017 | .017 |  |
|  | $\alpha=.05$ | .058 | .060 | .060 | .050 | .052 | .052 | .054 | .064 | .062 |  |
|  | $\alpha=.10$ | .108 | .114 | .114 | .102 | .110 | .110 | .106 | .135 | .133 |  |
| Power | $\alpha=.01$ | .026 | .030 | .028 | .048 | .054 | .052 | .012 | .040 | .032 |  |
|  | $\alpha=.05$ | .110 | .116 | .114 | .128 | .140 | .138 | .090 | .129 | .127 |  |
|  | $\alpha=.10$ | .196 | .208 | .202 | .246 | .276 | .274 | .182 | .236 | .233 |  |

## CHAPTER 8

## Empirical Applications

In this chapter, I present results from applications of the proposed summed score likelihood based statistics to psychological and educational datasets. The first dataset consists of 2,717 cigarette smokers' responses to 12 items regarding positive consequences of nicotine (PCN), as part of a questionnaire dealing with various attitudes, beliefs and behaviors related to smoking (see Shadel, Edelen, \& Tucker, 2011). The data were collected as part of the National Institute of Health's Patient Reported Outcomes Measurement Information System (PROMIS) Smoking Initiative (Edelen, 2014). It is plausible that these 12 items measure a common latent dimension. The density plot (Figure 8.1a) of the latent variable distribution shows its deviation from a standard normal distribution as there are two maximum points in the middle instead of a "bell curve" shape.

The second data set contains 10 items from the PISA 2012 mathematics assessment (Kastberg, Roey, Lemanski, Chan, \& Murray, 2014). The sample consists of 1,648 students from three different countries, and the latent variable is very likely to be non-normal when subgroups with different means and variances are combined together. Figure 8.1b shows the density plot of the latent variable distribution for the 10 -item test data. The distribution appears to have three modes at different values of $\theta$, enforcing the conjecture that there are three different subgroups.

Figure 8.1: Latent variable distribution for empirical data sets


Table 8.1 presents the contents of the 12 items from PROMIS smoking assessment. All 12 items assess positive consequences of nicotine (Tucker et al., 2014), and each item is rated on a 5-point ordinal scale:"Not at all", "A little bit", "Somewhat", "Quite a bit", or "Very much".

The fitted IRT model contains a normal latent variable. Item parameter estimates and standard errors of parameter estimation are presented in the Appendix. The unadjusted and moment adjusted nonnormality detecting indices were calculated. Results show that $\bar{X}_{H}^{2}$ equals to 208.46; $\bar{X}_{C 1}^{2}$ equals to 179.28 , and $\bar{X}_{C 2}^{2}$ equals to 195.17. All three statistics indicate significant model misfit ( $d f=46$, $\mathrm{p}=0.000$ ). However, when the empirical histogram latent density estimation was used in the parameter estimation, $\bar{X}_{H}^{2}$ equals to 51.21 ( $d f=46 ; p=0.277$ ), $\bar{X}_{C 1}^{2}$ equals to $49.38(d f=46 ; p=0.340)$, and $\bar{X}_{C 2}^{2}$ equals to $49.45(d f=46 ; p=0.340)$. Thus, the latent variable distribution for the 12 items is non-normal, and the proposed statistics were sensitive to latent variable nonnormality.

Table 8.1: Items from PROMIS Smoking Initiative
Item wordings
Item 1 Smoking helps me concentrate.
Item 2 Smoking helps me think more clearly.
Item 3 Smoking helps me stay focused.
Item 4 Smoking makes me feel better in social situations.
Item 5 Smoking makes me feel more self-confident with others.
Item 6 Smoking helps me feel more relaxed when I'm with other people.
Item 7 Smoking helps me deal with anxiety.
Item 8 Smoking calms me down.
Item 9 If I'm feeling irritable, a cigarette will help me relax.
Item 10 Smoking a cigarette energizes me.
Item 11 Smoking makes me feel less tired.
Item 12 Smoking perks me up.

### 8.2 PISA Mathematical Assessment

The proposed statistics were applied to an educational data set, 1,648 students' responses to 10 items from the paper-based mathematical test in PISA 2012 (Kastberg et al., 2014). As in other large-scale assessments, test items in PISA were compiled into clusters, and administerd in the form of booklets. The items used in this study were located in the cluster "PM2" of Booklet 12 in PISA 2012. This cluster was also administered in PISA 2003, 2006, and 2009. The selected items were scored as either "no credit" or "full credit". The name and labels for these items are presented in Table 8.2.

To fit the data with an IRT model, I recoded "no credit" into " 0 ", and "full credit" into " 1 ". All students have complete responses. The 10 items were modeled with a normal unidimensional 2-PL model using flexMIRT ${ }^{\circledR}$ (Cai, 2013). The

Table 8.2: Items from PISA Mathematics Assessment

|  | Name | Item labels |
| :---: | :---: | :--- |
| Item 1 | PM305Q01 | MATH - P2000 Map Q1 |
| Item 2 | PM406Q01 | MATH - P2003 Running Tracks Q1 |
| Item 3 | PM406Q02 | MATH - P2003 Running Tracks Q2 |
| Item 4 | PM423Q01 | MATH - P2003 Tossing Coins Q1 |
| Item 5 | PM496Q02 | MATH - P2003 Cash Withdrawal Q2 |
| Item 6 | PM496Q01T | MATH - P2003 Cash Withdrawal Q1 |
| Item 7 | PM564Q01 | MATH - P2003 Chair Lift Q1 |
| Item 8 | PM564Q02 | MATH - P2003 Chair Lift Q2 |
| Item 9 | PM571Q01 | MATH - P2003 Stop the Car Q1 |
| Item 10 | PM603Q01T | MATH - P2003 Number Check Q1 |

proposed summed score likelihood based statistics were calculated. Results show that $\bar{X}_{H}^{2}$ is equal to $31.46 ; \bar{X}_{C 1}^{2}$ is equal to 32.97 , and $\bar{X}_{C 2}^{2}$ is equal to 32.03 . All the summed score likelihood based statistics are significant ( $d f=8 ; p<0.000$ ) and close to one another. After implementing the empirical histogram latent density estimation, $\bar{X}_{H}^{2}$ is equal to $5.66(d f=8 ; p=0.686), \bar{X}_{C 1}^{2}$ is equal to 5.00 $(d f=8 ; p=0.758)$, and $\bar{X}_{C 2}^{2}$ is equal to $4.70(d f=8 ; p=0.758)$. All the proposed statistics are not significant anymore. Thus, the latent variable is very likely to follow a nonnormal distribution in this dataset, and summed score likelihood based statistics are able to detect the violation of assumption of latent variable normality.

## CHAPTER 9

## Conclusion

Normality of latent variable distribution is a critical assumption in standard maximum marginal likelihood estimation for IRT models. However, this assumption could be violated in real data analysis (Woods, 2006; Woods \& Lin, 2009). Consequently, item parameter estimation and test scoring might suffer from bias. Even though alternative approaches to estimate the latent variable distribution have been proposed, most of them are computationally demanding and not available in commercial software programs. Therefore, it is necessary to develop statistical indices to detect latent varibale nonnormality before more "expensive" approaches are ultilized.

A family of summed score likelihood based indices has been proposed for detecting the violation of latent variable normal ditribution assumption (Li \& Cai, 2012). However, as stated in the introduction, those statistics do not asymptotically follow a chi-squared distribution. In this study, two Satorra-Bentler type moment adjustment approaches (Satorra \& Bentler, 1994) are proposed to correct the summed score likelihood based indice $\bar{X}^{2}$ (Li \& Cai, 2012). These moment adjustment methods have been utilized widely for the modification of goodness-of-fit statistics (Satorra \& Bentler, 1994; Cai et al., 2006; Asparouhov \& Muthen, 2010). Nonetheless, the calculation of first-order and second-order moments of $\bar{X}^{2}$ is quite computationally challenging, which involoves the computation of a Jacobian matrix. To solve this problem, an adapted Lord-Wingersky algorithm (Lord \& Wingersky, 1984) was developed to calculate the Jacobian matrix re-
cursively. The adapted Lord-Wingersky algorithm and an illustration example could be found in Chapter 5. The algorithm provides an efficient way to obtain the Jacobian matrix, upon which the first- and second-order moments of $\bar{X}^{2}$ are worked out. Once the first- and second-order moments of the statistics are known, the process of correction is relatively straightforward (see Chapter 5; Satorra \& Bentler, 1994; Asparouhov \& Muthen, 2010).

The simulation study findings reinforced the conjecture that moment adjusted statistics $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ have improved properties in the null and alternative conditions. Their sampling distribution could be well approximated by a chi-squared distribution under the null hypothesis, and the indices are sensitive to the violation of latent variable normality in the alternative conditions. Simulation results also provided evidence that $\bar{X}_{C 1}^{2}$ and $\bar{X}_{C 2}^{2}$ improve the unadjusted statistic index $\bar{X}_{H}^{2}$ the most when the generating item parameters are highly dispersed. In this study, the two-moment adjusted statistic $\bar{X}_{C 2}^{2}$ and the first-moment adjusted statistic $\bar{X}_{C 1}^{2}$ perform equivalently well in most conditions.

In addition, This study is not without its limitations. Firstly, among the three summed score likelihood based indices proposed by Li and Cai (2012), only the Pearson's $\bar{X}^{2}$ indice was considered in my dissertation. While the simulation study results have demonstrated the feasibility and effectivity of the moment adjustment approaches for $\bar{X}^{2}$, future efforts could focuse on the adjustments of other summed score likelihood based indices. Secondly, limited simulation conditions were examined. More conditions could be tested in future simulation studies, for example, other types of IRT models, different kinds of latent variable nonnormality (e.g., skewed, bi-modal, or multi-modal), or various levels of model misspecification.

Finally, this study only considered the conditions when item response data are unidimensional. Multidimensional IRT models (MIRT, Reckase, 2009) should be considered in the subsequent work. One particularly popular model in educational
and psychological research is the full-information item bifactor model (Gibbons \& Hedeker, 1992; Cai, Yang, \& Hansen, 2011; Reise, 2012). In this model, all items load on a general dimension, and an item is permitted to load on at most one specific dimension that influences non-overlapping subsets of items. This feature of bifactor models implies that there exits valuable relation between an observed summed score and the distribution of the latent general dimension (Cai, 2014). This relation implies an opportunity to test the underlying assumption about the distribution of general latent dimension with summed score likelihood based statistics.

## APPENDIX A

## Appendix

Table A. 1 Generating item parameters for two parameter (2-PL) IRT model ( $n=24$ ) Table A. 2 Generating item parameters for graded response (GR) IRT model ( $n=24$ ) Table A. 3 Results of simulation study for the null conditions (2-PL, Equal a 8 Equal b, $n=24$ )

Table A. 4 Results of simulation study for the null conditions (2-PL, Random a $\mathcal{F}$ Random b, $n=24$ )

Table A. 5 Results of simulation study for the null conditions (2-PL, Random a $\varepsilon$ Dispersed $b, n=24$ )

Table A. 6 Results of simulation study for the null conditions (2-PL, Dispersed a छ Dispersed b, $n=24$ )

Table A. 7 Results of simulation study for the alternative conditions (2-PL, Equal a $\varepsilon$ Equal $b, n=24$ )

Table A. 8 Results of simulation study for the alternative conditions (2-PL, Random a $\mathfrak{G}$ Random $b, n=24$ )

Table A. 9 Results of simulation study for the alternative conditions (2-PL, Random a $\&$ Dispersed $b, n=24$ )

Table A. 10 Results of simulation study for the alternative conditions (2-PL, Dispersed a $\xi^{3}$ Dispersed $b, n=24$ )

Table A. 11 Results of simulation study for the null conditions (graded model, Equal a $\mathfrak{E}$ Equal $b, n=24$ )

Table A. 12 Results of simulation study for the null conditions (graded model, Random a $\mathcal{E}$ Random b, $n=24$ )

Table A. 13 Results of simulation study for the null conditions (graded model, Random a $\mathcal{G}$ Dispersed b, $n=24$ )

Table A. 14 Results of simulation study for the null conditions (graded model, Dispersed a $\xi^{3}$ Dispersed b, $n=24$ )

Table A. 15 Results of simulation study for the alternative conditions (graded model, Equal a Ė Equal b, $n=24$ )

Table A. 16 Results of simulation study for the alternative conditions (graded model, Random a $\& \mathcal{B}$ Random b, $n=24$ )

Table A. 17 Results of simulation study for the alternative conditions (graded model, Random a $\&$ Dispersed $b, n=24$ )

TableA. 18 Results of simulation study for the alternative conditions (graded model, Dispersed a $\mathcal{G}$ Dispersed b, $n=24$ )

Table ?? Item parameter estimates for PROMIS smoking initiative
TableA. 20 Item parameter estimates for PISA 2012 mathematical test

|  | Slope |  |  |  | Threshold |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Item | Equal | Random | Dispersed | Equal | Random | Dispersed |  |
| 1 | 1.00 | 1.85 | 1.00 | 0.00 | -0.28 | -2.00 |  |
| 2 | 1.00 | 1.87 | 1.09 | 0.00 | -0.29 | -1.83 |  |
| 3 | 1.00 | 1.80 | 1.17 | 0.00 | 1.05 | -1.65 |  |
| 4 | 1.00 | 1.72 | 1.26 | 0.00 | -0.52 | -1.48 |  |
| 5 | 1.00 | 1.39 | 1.35 | 0.00 | -1.32 | -1.30 |  |
| 6 | 1.00 | 1.24 | 1.43 | 0.00 | 0.29 | -1.13 |  |
| 7 | 1.00 | 1.19 | 1.52 | 0.00 | 0.62 | -0.96 |  |
| 8 | 1.00 | 1.66 | 1.61 | 0.00 | 0.50 | -0.78 |  |
| 9 | 1.00 | 1.71 | 1.70 | 0.00 | 0.55 | -0.61 |  |
| 10 | 1.00 | 2.11 | 1.78 | 0.00 | 0.81 | -0.43 |  |
| 11 | 1.00 | 1.68 | 1.87 | 0.00 | 1.49 | -0.26 |  |
| 12 | 1.00 | 1.98 | 1.96 | 0.00 | 0.52 | -0.09 |  |
| 13 | 1.00 | 1.73 | 2.04 | 0.00 | -0.27 | 0.09 |  |
| 14 | 1.00 | 1.81 | 2.13 | 0.00 | 0.01 | 0.26 |  |
| 15 | 1.00 | 1.98 | 2.22 | 0.00 | -0.39 | 0.43 |  |
| 16 | 1.00 | 1.59 | 2.30 | 0.00 | -0.15 | 0.61 |  |
| 17 | 1.00 | 1.59 | 2.39 | 0.00 | -0.69 | 0.78 |  |
| 18 | 1.00 | 2.05 | 2.48 | 0.00 | 0.36 | 0.96 |  |
| 19 | 1.00 | 1.47 | 2.57 | 0.00 | 1.09 | 1.13 |  |
| 20 | 1.00 | 1.89 | 2.65 | 0.00 | 0.52 | 1.30 |  |
| 21 | 1.00 | 2.08 | 2.74 | 0.00 | 0.41 | 1.48 |  |
| 22 | 1.00 | 1.89 | 2.83 | 0.00 | 2.10 | 1.65 |  |
| 23 | 1.00 | 1.70 | 2.91 | 0.00 | 1.12 | 1.83 |  |
| 24 | 1.00 | 1.81 | 3.00 | 0.00 | 0.65 | 2.00 |  |

Table A.1: Generating item parameters for two-parameter IRT model, $\mathrm{n}=24$

|  | Slope |  |  | Threshold 1 |  |  | Threshold 2 |  |  | Threshold 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Item | Equal | Random | Dispersed | Equal | Random | Dispersed | Equal | Random | Dispersed | Equal | Random | Dispersed |
| 1 | 1.00 | 1.85 | 1.00 | 0.00 | -0.28 | -2.00 | 0.50 | 0.22 | -1.50 | 1.00 | 0.72 | -1.00 |
| 2 | 1.00 | 1.87 | 1.09 | 0.00 | -0.29 | -1.83 | 0.50 | 0.21 | -1.33 | 1.00 | 0.71 | -0.83 |
| 3 | 1.00 | 1.80 | 1.17 | 0.00 | 1.05 | -1.65 | 0.50 | 1.55 | -1.15 | 1.00 | 2.05 | -0.65 |
| 4 | 1.00 | 1.72 | 1.26 | 0.00 | -0.52 | -1.48 | 0.50 | -0.02 | -0.98 | 1.00 | 0.48 | -0.48 |
| 5 | 1.00 | 1.39 | 1.35 | 0.00 | -1.32 | -1.30 | 0.50 | -0.82 | -0.80 | 1.00 | -0.32 | -0.30 |
| 6 | 1.00 | 1.24 | 1.43 | 0.00 | 0.29 | -1.13 | 0.50 | 0.79 | -0.63 | 1.00 | 1.29 | -0.13 |
| 7 | 1.00 | 1.19 | 1.52 | 0.00 | 0.62 | -0.96 | 0.50 | 1.12 | -0.46 | 1.00 | 1.62 | 0.04 |
| 8 | 1.00 | 1.66 | 1.61 | 0.00 | 0.50 | -0.78 | 0.50 | 1.00 | -0.28 | 1.00 | 1.50 | 0.22 |
| 9 | 1.00 | 1.71 | 1.70 | 0.00 | 0.55 | -0.61 | 0.50 | 1.05 | -0.11 | 1.00 | 1.55 | 0.39 |
| 10 | 1.00 | 2.11 | 1.78 | 0.00 | 0.81 | -0.43 | 0.50 | 1.31 | 0.07 | 1.00 | 1.81 | 0.57 |
| 11 | 1.00 | 1.68 | 1.87 | 0.00 | 1.49 | -0.26 | 0.50 | 1.99 | 0.24 | 1.00 | 2.49 | 0.74 |
| 12 | 1.00 | 1.98 | 1.96 | 0.00 | 0.52 | -0.09 | 0.50 | 1.02 | 0.41 | 1.00 | 1.52 | 0.91 |
| 13 | 1.00 | 1.73 | 2.04 | 0.00 | -0.27 | 0.09 | 0.50 | 0.23 | 0.59 | 1.00 | 0.73 | 1.09 |
| 14 | 1.00 | 1.81 | 2.13 | 0.00 | 0.01 | 0.26 | 0.50 | 0.51 | 0.76 | 1.00 | 1.01 | 1.26 |
| 15 | 1.00 | 1.98 | 2.22 | 0.00 | -0.39 | 0.43 | 0.50 | 0.11 | 0.93 | 1.00 | 0.61 | 1.43 |
| 16 | 1.00 | 1.59 | 2.30 | 0.00 | -0.15 | 0.61 | 0.50 | 0.35 | 1.11 | 1.00 | 0.85 | 1.61 |
| 17 | 1.00 | 1.59 | 2.39 | 0.00 | -0.69 | 0.78 | 0.50 | -0.19 | 1.28 | 1.00 | 0.31 | 1.78 |
| 18 | 1.00 | 2.05 | 2.48 | 0.00 | 0.36 | 0.96 | 0.50 | 0.86 | 1.46 | 1.00 | 1.36 | 1.96 |
| 19 | 1.00 | 1.47 | 2.57 | 0.00 | 1.09 | 1.13 | 0.50 | 1.59 | 1.63 | 1.00 | 2.09 | 2.13 |
| 20 | 1.00 | 1.89 | 2.65 | 0.00 | 0.52 | 1.30 | 0.50 | 1.02 | 1.80 | 1.00 | 1.52 | 2.30 |
| 21 | 1.00 | 2.08 | 2.74 | 0.00 | 0.41 | 1.48 | 0.50 | 0.91 | 1.98 | 1.00 | 1.41 | 2.48 |
| 22 | 1.00 | 1.89 | 2.83 | 0.00 | 2.10 | 1.65 | 0.50 | 2.60 | 2.15 | 1.00 | 3.10 | 2.65 |
| 23 | 1.00 | 1.70 | 2.91 | 0.00 | 1.12 | 1.83 | 0.50 | 1.62 | 2.33 | 1.00 | 2.12 | 2.83 |
| 24 | 1.00 | 1.81 | 3.00 | 0.00 | 0.65 | 2.00 | 0.50 | 1.15 | 2.50 | 1.00 | 1.65 | 3.00 |



| N | statistics | valid $\%$ | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 22.06 | 43.98 | 4.69 | 62.78 | .010 | .064 | .102 | .574 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.20 | 44.47 | 4.72 | 62.93 | .010 | .066 | .106 | .415 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.20 | 43.91 | 4.80 | 62.83 | .010 | .066 | .106 | .345 |
|  | $M_{2}$ | $100 \%$ | 252 | 251.63 | 454.41 | 194.50 | 321.04 | .004 | .044 | .102 | .324 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.85 | 44.71 | 7.13 | 56.85 | .008 | .056 | .100 | .128 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 21.91 | 44.85 | 7.16 | 56.70 | .008 | .056 | .104 | .202 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 21.91 | 44.63 | 7.21 | 56.79 | .008 | .056 | .103 | .229 |
|  | $M_{2}$ | $100 \%$ | 252 | 251.52 | 516.47 | 167.81 | 340.83 | .012 | .047 | .096 | .713 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 22.01 | 49.22 | 7.40 | 55.22 | .014 | .052 | .108 | .791 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.05 | 49.37 | 7.43 | 55.40 | .014 | .052 | .108 | .872 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.05 | 49.20 | 7.47 | 55.28 | .014 | .052 | .108 | .858 |
|  | $M_{2}$ | $100 \%$ | 252 | 250.94 | 490.41 | 183.78 | 318.69 | .012 | .048 | .086 | .421 |

Table A.3: Results of simulation study for the null conditions (2-PL, Equal $a \&$ Equal $b, n=24$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.97 | 46.19 | 6.35 | 56.14 | .014 | .048 | .096 | .961 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.42 | 48.15 | 6.46 | 57.26 | .020 | .056 | .108 | .261 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.42 | 47.58 | 6.53 | 56.99 | .018 | .056 | .108 | .264 |
|  | $M_{2}$ | $100 \%$ | 252 | 253.36 | 512.59 | 193.96 | 317.29 | .010 | .060 | .114 | .222 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 22.15 | 45.18 | 6.67 | 46.90 | .012 | .064 | .108 | .975 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.53 | 46.65 | 6.76 | 47.70 | .018 | .070 | .116 | .397 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.52 | 46.38 | 6.76 | 47.59 | .018 | .070 | .116 | .378 |
|  | $M_{2}$ | $100 \%$ | 252 | 251.97 | 551.94 | 179.69 | 351.34 | .014 | .062 | .116 | .405 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.59 | 46.81 | 6.52 | 46.29 | .014 | .054 | .104 | .175 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 21.94 | 48.33 | 6.62 | 47.01 | .014 | .058 | .106 | .566 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 21.94 | 48.09 | 6.65 | 46.97 | .014 | .058 | .106 | .584 |
|  | $M_{2}$ | $100 \%$ | 252 | 253.71 | 478.89 | 191.35 | 324.40 | .006 | .054 | .114 | .209 |

Table A.4: Results of simulation study for the null conditions (2-PL, Random $a$ \& Random $b, n=24$ )

| N | statistics | valid $\%$ | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  |  |  |  |  |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |  |  |  |  |  |  |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.65 | 40.28 | 9.21 | 47.79 | .010 | .050 | .092 | .196 |  |  |  |  |  |  |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.36 | 43.22 | 9.59 | 50.04 | .012 | .058 | .108 | .468 |  |  |  |  |  |  |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.35 | 42.25 | 9.76 | 49.25 | .012 | .058 | .106 | .366 |  |  |  |  |  |  |
|  | $M_{2}$ | $100 \%$ | 252 | 252.35 | 579.52 | 178.25 | 323.23 | .018 | .068 | .112 | .483 |  |  |  |  |  |  |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.63 | 44.33 | 6.58 | 54.02 | .011 | .045 | .090 | .060 |  |  |  |  |  |  |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.22 | 46.79 | 6.77 | 55.55 | .016 | .057 | .108 | .501 |  |  |  |  |  |  |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.22 | 46.23 | 6.86 | 55.29 | .016 | .054 | .105 | .511 |  |  |  |  |  |  |
|  | $M_{2}$ | $100 \%$ | 252 | 252.43 | 474.75 | 192.68 | 323.58 | .008 | .041 | .095 | .208 |  |  |  |  |  |  |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.91 | 46.12 | 7.86 | 43.25 | .010 | .058 | .118 | .901 |  |  |  |  |  |  |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.47 | 48.52 | 8.05 | 44.19 | .016 | .072 | .126 | .540 |  |  |  |  |  |  |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.47 | 48.06 | 8.11 | 44.16 | .016 | .072 | .126 | .558 |  |  |  |  |  |  |
|  | $M_{2}$ | $100 \%$ | 252 | 251.16 | 492.08 | 188.56 | 313.65 | .006 | .048 | .096 | .513 |  |  |  |  |  |  |

[^2]| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |  |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.61 | 36.81 | 6.11 | 44.66 | .002 | .026 | .066 | .138 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.55 | 40.13 | 6.38 | 46.60 | .008 | .040 | .084 | .007 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.54 | 39.20 | 6.54 | 46.34 | .008 | .040 | .084 | .007 |
|  | $M_{2}$ | $100 \%$ | 252 | 250.84 | 479.00 | 188.57 | 313.68 | .010 | .042 | .098 | .352 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.43 | 41.89 | 5.47 | 50.79 | .009 | .041 | .082 | .011 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.22 | 45.06 | 5.71 | 53.27 | .014 | .052 | .101 | .360 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.22 | 44.37 | 5.89 | 52.64 | .014 | .051 | .099 | .389 |
|  | $M_{2}$ | $100 \%$ | 252 | 252.88 | 507.93 | 178.47 | 346.01 | .014 | .050 | .097 | .237 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 21.47 | 42.98 | 8.12 | 42.65 | .004 | .040 | .080 | .006 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 22.22 | 46.08 | 8.41 | 44.12 | .006 | .062 | .110 | .133 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 22.21 | 45.50 | 8.50 | 44.00 | .006 | .062 | .108 | .139 |
|  | $M_{2}$ | $100 \%$ | 252 | 251.48 | 489.88 | 196.77 | 329.62 | .018 | .050 | .090 | .239 |



| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 28.71 | 71.60 | 9.12 | 61.36 | .092 | .224 | .360 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 29.03 | 73.80 | 9.18 | 62.27 | .104 | .242 | .380 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 28.92 | 71.60 | 9.26 | 61.54 | .094 | .230 | .376 |
|  | $M_{2}$ | $100 \%$ | 252 | 250.46 | 581.79 | 188.42 | 339.43 | .010 | .054 | .106 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 34.74 | 89.34 | 11.34 | 80.41 | .245 | .501 | .632 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 34.99 | 91.26 | 11.39 | 81.26 | .262 | .512 | .639 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 34.87 | 89.26 | 11.44 | 80.36 | .252 | .509 | .638 |
|  | $M_{2}$ | $100 \%$ | 252 | 250.93 | 503.30 | 179.18 | 352.68 | .014 | .042 | .081 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 41.62 | 121.70 | 13.58 | 85.76 | .506 | .750 | .842 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 41.88 | 124.14 | 13.61 | 86.34 | .510 | .756 | .844 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 41.72 | 121.63 | 13.63 | 85.71 | .510 | .754 | .844 |
|  | $M_{2}$ | $100 \%$ | 252 | 249.36 | 551.25 | 175.22 | 306.95 | .000 | .038 | .088 |

Table A.7: Results of simulation study for the alternative conditions (2-PL, Equal $a$ \& Equal $b, n=24$ )

| N | statistics | valid \% | df | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 500 | $\bar{X}_{H}^{2}$ | $100 \%$ |  |  |  |  | 62.91 | .084 | .246 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 29.45 | 67.62 | 11.99 |  | .116 | .264 | .378 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 29.33 | 65.46 | 12.07 | 63.74 | .106 | .258 | .374 |
|  | $M_{2}$ | $100 \%$ | 252 | 249.63 | 470.51 | 190.59 | 310.46 | .002 | .022 | .090 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 37.07 | 86.88 | 17.15 | 67.07 | .350 | .608 | .748 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 37.89 | 91.40 | 17.43 | 68.69 | .392 | .640 | .778 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 37.73 | 89.32 | 17.46 | 68.08 | .384 | .632 | .778 |
|  | $M_{2}$ | $100 \%$ | 252 | 249.94 | 532.80 | 177.26 | 308.78 | .004 | .054 | .098 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 45.03 | 116.03 | 22.77 | 87.22 | .650 | .862 | .922 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 45.98 | 122.05 | 23.21 | 89.22 | .684 | .870 | .934 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 45.76 | 119.05 | 23.21 | 88.41 | .674 | .870 | .932 |
|  | $M_{2}$ | $100 \%$ | 252 | 251.07 | 470.99 | 185.86 | 322.46 | .012 | .036 | .084 |

Table A.8: Results of simulation study for the alternative conditions (2-PL, Random $a$ \& Random $b, n=24$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Power |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 26.60 | 57.78 | 8.49 | 55.84 | .058 | .156 | .256 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 27.65 | 63.19 | 8.73 | 58.53 | .072 | .186 | .312 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 27.54 | 60.61 | 8.80 | 57.53 | .070 | .184 | .302 |
|  | $M_{2}$ | $100 \%$ | 252 | 252.96 | 494.10 | 188.57 | 366.77 | .010 | .046 | .106 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 31.86 | 63.24 | 11.67 | 59.63 | .141 | .388 | .519 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 32.92 | 68.02 | 12.05 | 61.38 | .183 | .428 | .555 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 32.78 | 66.07 | 12.14 | 60.95 | .177 | .424 | .552 |
|  | $M_{2}$ | $100 \%$ | 252 | 252.99 | 551.36 | 181.83 | 345.63 | .014 | .062 | .110 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 22 | 37.59 | 86.13 | 14.54 | 80.77 | .340 | .648 | .758 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 22 | 38.77 | 92.43 | 14.95 | 83.83 | .416 | .688 | .782 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 22 | 38.58 | 90.01 | 15.01 | 82.81 | .410 | .684 | .780 |
|  | $M_{2}$ | $100 \%$ | 252 | 252.59 | 485.21 | 194.09 | 318.26 | .004 | .036 | .094 |

Table A.9: Results of simulation study for the alternative conditions (2-PL, Random $a$ \& Dispersed $b, n=24$ )
Table A.10: Results of simulation study for the alternative conditions (2-PL, Dispersed $a \&$ Dispersed $b, n=24$ )

| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 71.96 | 156.20 | 33.82 | 117.91 | .018 | .074 | .134 | .018 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 72.19 | 156.92 | 33.96 | 118.20 | .018 | .080 | .142 | .008 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 72.18 | 155.88 | 34.13 | 118.04 | .018 | .080 | .142 | .009 |
|  | $M_{2}$ | $100 \%$ | 204 | 202.45 | 402.28 | 142.17 | 260.48 | .004 | .036 | .078 | .407 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.12 | 138.33 | 37.71 | 109.24 | .014 | .048 | .090 | .497 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 70.21 | 138.55 | 37.74 | 109.27 | .014 | .048 | .090 | .352 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 70.21 | 138.21 | 37.76 | 109.26 | .014 | .048 | .090 | .349 |
|  | $M_{2}$ | $100 \%$ | 204 | 205.72 | 1079.56 | 147.11 | 700.00 | .010 | .048 | .098 | .763 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.54 | 140.11 | 35.27 | 111.69 | .014 | .060 | .098 | .058 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 70.59 | 140.20 | 35.27 | 111.71 | .014 | .060 | .100 | .047 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 70.59 | 140.03 | 35.27 | 111.70 | .014 | .060 | .100 | .047 |
|  | $M_{2}$ | $100 \%$ | 204 | 203.69 | 405.62 | 147.67 | 285.06 | .012 | .056 | .096 | .631 |

[^3]| N | statistics | valid \% | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 72.04 | 137.82 | 43.94 | 111.54 | .018 | .058 | .120 | .000 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 72.45 | 138.84 | 44.33 | 112.40 | .018 | .070 | .128 | .000 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 72.45 | 137.98 | 44.42 | 112.18 | .018 | .068 | .126 | .000 |
|  | $M_{2}$ | $100 \%$ | 204 | 202.77 | 471.19 | 149.91 | 277.31 | .008 | .054 | .118 | .068 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.63 | 151.71 | 39.21 | 118.27 | .016 | .058 | .121 | .267 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 70.89 | 152.74 | 39.38 | 118.75 | .017 | .060 | .126 | .123 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 70.89 | 152.40 | 39.43 | 118.67 | .017 | .060 | .126 | .126 |
|  | $M_{2}$ | $100 \%$ | 204 | 203.09 | 422.56 | 139.26 | 288.26 | .011 | .045 | .089 | .480 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.27 | 137.86 | 43.40 | 110.67 | .014 | .048 | .098 | .427 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 70.49 | 138.55 | 43.53 | 111.02 | .016 | .050 | .100 | .221 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 70.49 | 138.41 | 43.55 | 110.99 | .016 | .050 | .100 | .221 |
|  | $M_{2}$ | $100 \%$ | 204 | 203.55 | 418.46 | 155.23 | 274.53 | .012 | .052 | .098 | .818 |

Table A.12: Results of simulation study for the null conditions (graded model, Random $a$ \& Random $b, n=24$ )

| N | statistics | valid $\%$ | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |
| 500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 71.98 | 173.41 | 37.55 | 175.13 | .020 | .064 | .132 | .001 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 72.60 | 175.66 | 37.92 | 176.02 | .020 | .078 | .138 | .000 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 72.59 | 174.48 | 38.08 | 175.93 | .020 | .078 | .138 | .000 |
|  | $M_{2}$ | $100 \%$ | 204 | 202.36 | 377.83 | 148.23 | 253.60 | .000 | .042 | .086 | .118 |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.71 | 136.79 | 41.01 | 123.16 | .010 | .052 | .100 | .326 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 71.14 | 138.17 | 41.24 | 123.54 | .010 | .052 | .110 | .089 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 71.14 | 137.74 | 41.28 | 123.58 | .010 | .052 | .108 | .084 |
|  | $M_{2}$ | $100 \%$ | 204 | 204.33 | 416.84 | 130.73 | 287.58 | .010 | .048 | .116 | .862 |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.82 | 133.01 | 38.19 | 103.48 | .004 | .056 | .114 | .159 |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 71.19 | 134.32 | 38.39 | 103.96 | .004 | .058 | .118 | .045 |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 71.19 | 134.05 | 38.41 | 103.95 | .004 | .058 | .118 | .045 |
|  | $M_{2}$ | $100 \%$ | 204 | 204.30 | 418.29 | 149.80 | 270.81 | .018 | .056 | .114 | .847 |

Table A.13: Results of simulation study for the null conditions (graded model, Random $a \&$ Dispersed $b, n=24$ )

| N | statistics | valid $\%$ | $d f$ | Mean | Var | Min | Max | Empirical rejection rates |  |  |  |  |  |  |  | KS test |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | $\alpha=.01$ | $\alpha=.05$ | $\alpha=.10$ | $p$-value |  |  |  |  |  |
| 500 | $\bar{X}_{H}^{2}$ | $98 \%$ | 70 | 72.84 | 160.66 | 43.68 | 148.97 | .014 | .080 | .153 | $.000^{*}$ |  |  |  |  |  |
|  | $\bar{X}_{C 1}^{2}$ | $92.2 \%$ | 70 | 73.51 | 164.45 | 44.22 | 150.52 | .022 | .095 | .165 | $.000^{*}$ |  |  |  |  |  |
|  | $\bar{X}_{C 2}^{2}$ | $92.2 \%$ | 70 | 73.50 | 163.01 | 44.38 | 150.23 | .020 | .095 | .163 | $.000^{*}$ |  |  |  |  |  |
|  | $M_{2}$ | $100 \%$ | 204 | 202.28 | 428.91 | 130.33 | 278.06 | .012 | .046 | .096 | .082 |  |  |  |  |  |
| 1000 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 71.52 | 148.50 | 40.84 | 111.23 | .014 | .076 | .130 | $.035^{*}$ |  |  |  |  |  |
|  | $\bar{X}_{C 1}^{2}$ | $99.4 \%$ | 70 | 72.09 | 150.87 | 41.07 | 112.14 | .016 | .080 | .143 | $.004^{*}$ |  |  |  |  |  |
|  | $\bar{X}_{C 2}^{2}$ | $99.4 \%$ | 70 | 72.09 | 150.34 | 41.07 | 112.03 | .016 | .080 | .143 | $.004^{*}$ |  |  |  |  |  |
|  | $M_{2}$ | $100 \%$ | 204 | 205.21 | 408.54 | 150.44 | 267.11 | .012 | .044 | .116 | .482 |  |  |  |  |  |
| 1500 | $\bar{X}_{H}^{2}$ | $100 \%$ | 70 | 70.44 | 138.12 | 36.77 | 106.81 | .012 | .060 | .104 | .565 |  |  |  |  |  |
|  | $\bar{X}_{C 1}^{2}$ | $100 \%$ | 70 | 70.89 | 139.87 | 37.01 | 107.70 | .014 | .062 | .106 | .128 |  |  |  |  |  |
|  | $\bar{X}_{C 2}^{2}$ | $100 \%$ | 70 | 70.89 | 139.52 | 37.07 | 107.57 | .014 | .062 | .106 | .127 |  |  |  |  |  |
|  | $M_{2}$ | $100 \%$ | 204 | 204.61 | 443.71 | 147.69 | 290.67 | .012 | .052 | .120 | .652 |  |  |  |  |  |


Table A.15: Results of simulation study for the alternative conditions (graded model, Equal $a$ \& Equal $b, n=24$ )
Table A.16: Results of simulation study for the alternative conditions (graded model, Random $a$ \& Random $b, n=24$ )
Table A.17: Results of simulation study for the alternative conditions (graded model, Random $a$ \& Dispersed $b, n=24$ )
Table A.18: Results of simulation study for the alternative conditions (graded model, Dispersed $a \&$ Dispersed $b, n=24$ )

| Item | $a$ |  |  |  |  |  |  |  |  |  |  |  | $b 1$ |  | $b 2$ |  | $b 3$ |  | $b 4$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | est. | s.e. | est. | s.e. | est. | s.e. | est. | s.e. | est. | s.e. |  |  |  |  |  |  |  |  |  |  |
| 1 | 3.37 | 0.08 | -0.53 | 0.02 | 0.12 | 0.02 | 0.86 | 0.02 | 1.53 | 0.03 |  |  |  |  |  |  |  |  |  |  |
| 2 | 3.12 | 0.08 | -0.47 | 0.02 | 0.15 | 0.02 | 0.96 | 0.02 | 1.65 | 0.04 |  |  |  |  |  |  |  |  |  |  |
| 3 | 3.56 | 0.09 | -0.54 | 0.02 | 0.08 | 0.02 | 0.87 | 0.02 | 1.56 | 0.03 |  |  |  |  |  |  |  |  |  |  |
| 4 | 1.68 | 0.05 | -0.44 | 0.03 | 0.32 | 0.03 | 1.29 | 0.04 | 2.11 | 0.06 |  |  |  |  |  |  |  |  |  |  |
| 5 | 1.86 | 0.06 | 0.21 | 0.03 | 0.8 | 0.03 | 1.67 | 0.05 | 2.4 | 0.07 |  |  |  |  |  |  |  |  |  |  |
| 6 | 1.86 | 0.05 | -0.82 | 0.03 | 0.01 | 0.02 | 0.94 | 0.03 | 1.82 | 0.05 |  |  |  |  |  |  |  |  |  |  |
| 7 | 1.94 | 0.05 | -1.59 | 0.04 | -0.63 | 0.03 | 0.13 | 0.02 | 0.95 | 0.03 |  |  |  |  |  |  |  |  |  |  |
| 8 | 2.11 | 0.06 | -1.96 | 0.05 | -0.74 | 0.03 | 0.15 | 0.02 | 1.02 | 0.03 |  |  |  |  |  |  |  |  |  |  |
| 9 | 2.14 | 0.06 | -1.88 | 0.05 | -0.77 | 0.03 | 0.08 | 0.02 | 0.93 | 0.03 |  |  |  |  |  |  |  |  |  |  |
| 10 | 2.52 | 0.07 | -0.47 | 0.02 | 0.32 | 0.02 | 1.23 | 0.03 | 1.96 | 0.05 |  |  |  |  |  |  |  |  |  |  |
| 11 | 2.06 | 0.06 | -0.13 | 0.02 | 0.56 | 0.03 | 1.56 | 0.04 | 2.31 | 0.06 |  |  |  |  |  |  |  |  |  |  |
| 12 | 2.59 | 0.07 | -0.82 | 0.02 | 0.03 | 0.02 | 0.94 | 0.03 | 1.69 | 0.04 |  |  |  |  |  |  |  |  |  |  |


| Item | $a$ | s.e. | $b$ | s.e. |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.66 | 0.07 | -0.03 | 0.12 |
| 2 | 2.83 | 0.2 | 0.95 | 0.06 |
| 3 | 3.07 | 0.21 | 1.18 | 0.06 |
| 4 | 0.81 | 0.1 | -2.22 | 0.25 |
| 5 | 1.42 | 0.12 | -0.48 | 0.05 |
| 6 | 1.68 | 0.14 | 0.09 | 0.04 |
| 7 | 0.87 | 0.08 | 0.45 | 0.07 |
| 8 | 1.18 | 0.1 | 0.36 | 0.05 |
| 9 | 1.18 | 0.1 | 0.43 | 0.05 |
| 10 | 0.85 | 0.08 | 0.92 | 0.09 |

Table A.20: Item parameter estimates for PISA 2012 mathematical test
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[^0]:    Note. in this table, all possible generating item slope parameters ( $a$ ) and item threshold parameters ( $b 1, b 2, b 3$ ) for a 12-item multiple-choice test with graded response item type are presented. Notice that the slope parameter and the first threshold parameter for each item are the same as those for 2-PL IRT models. However, two more columns of threshold parameters indicates that item difficulties are monotonically increasing from category 1 to category 4 within an item.

[^1]:    Note. Valid\% indicates the percentage of valid calculations in 500 replications.

[^2]:    Table A.5: Results of simulation study for the null conditions (2-PL, Random $a$ \& Dispersed $b, n=24$ )

[^3]:    Table A.11: Results of simulation study for the null conditions (graded model, Equal $a$ \& Equal $b, n=24$ )

