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In this paper a generalization of a known result about the subdirect sum of two S-SDD
matrices is obtained for ¥-SDD matrices. The class of £-SDD matrices is a generalization of
S-SDD matrices, and it is also a subclass of H-matrices. More precisely, the question of when
the subdirect sum, and consequently, the usual sum, of two 3-SDD matrices is an X-SDD
matrix is studied.
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1. Introduction

As in [7], if A and B are two square matrices of order ny and ng, respectively,
and Age and Bj; are square matrices of order k, 1 < k < min(ny,n2), then the
k-subdirect sum of A and B, denoted by C = A &, B is defined to be

A Ap )

C = A21 A22 + Bll Blg where A = AH A12 s B = BH B12 . (1)
Ag1 Ago B3y By
0 Byy By

Let n =nq, + n9 — k and let us define the following set of indices

51:{1,...,n1—k}, 52:{n1—k+1,...,n1}, ng{nl—i—l,...,n}. (2)

Given a matrix A = [a;;] € C™", we define the following deleted row sums:

n
TZ(A) = Z ’aij’7 74%9(14) = Z ’aij’7 (RS N7
J#i,5=1 j#£i, €S

where N = {1,2,...,n} is the set of indices and S C N. If S is the empty set, then
77 (A) is considered to be zero. Finally, S := N\S.

Given a matrix A = [a;;] € C™",n > 2, and a nonempty proper subset S of N,
we say that A is an S-strictly diagonally dominant (S-SDD) matrix if

e |ai| >r?(A), forall i€ S and

o |ajj| > r7(A), forall j€S and

1 Institut de Matematica Multidisciplinaria, Universitat Politécnica de Valéncia, Valencia, Spain. Sup-
ported by Spanish DGI grant MTM2007-64477 and by an agreement of research cooperation between the
University of Novi Sad (Serbia) and the Universitat Politécnica de Valéncia

1 Department of Mathematics and Informatics, Faculty of Science, University of Novi Sad, Serbia. Sup-
ported by the Provincial Secretariat of Science and Technological Development of Vojvodina, Serbia, grant
621 and by the Ministry of Science of Serbia, grant 144025.

ISSN: 0308-1087 print/ISSN 1563-5139 online
© 200X Taylor & Francis

DOI: 10.1080/03081080XXXXXXXXXXXXX
http://www.informaworld.com



o (lai| —r7(A4)) (Jajj| — TJS(A)) > TF(A)TJS(A), forall ie S, je§.

By convention, if S is either the empty set or the whole set of indices, then we
identify the classes (-SDD matrices and N-SDD matrices with the class of SDD
matrices.

The class of S-SDD can be characterized in the following way. For an arbitrary
nonempty proper set of indices S, let us define the interval

S S
TA(S) = (maxﬂ7 ' nin M)

€S laii| —rf(A) jesrsazo  17(A)
where the last fraction is defined to be 400 if TJS(A) =0 for all j € S. For S =0 or
S = N, we define J4(S) = (0,4+00). With the usual notation A[S] for the principal
submatrix of A with indices from the set S, it is easy to show that for a given
S C N, the matrix A is S-SDD matrix if and only if A[S] and A[S] are strictly
diagonally dominant matrices and the interval J4(S) is nonempty; the proof easily

follows from the results obtained in [6] and [3].

The following characterization of S-SDD matrices is also known (see, for example,
a related statement in the eigenvalue localization field given in [5]): A matrix

A € C™™ is an S-SDD matrix if and only if there exists a diagonal matrix
X, (S,z) = diag(xy,...,x,), where z; =x >0 fori € S and z; = 1 otherwise,

such that AX,, (S, z) is an SDD matrix. Moreover, x € J4(95).
As in [3], a matrix A belongs to the class of £-SDD matrices if there is a subset
S of N, such that A is an S-SDD matrix.

2. Subdirect sum of X-SDD matrices

The above characterization of an S-SDD matrix in terms of a scaling matrix
allows us to simplify the proof of an existing result. Indeed, this characterization
provides a more general result for the subdirect sum of 3-SDD matrices, which is
the main goal of this paper.

We recall now the following result of [2].

Theorem 2.1: Let A and B be matrices of order ni and ns, respectively. Let
ny > 2, and let k be an integer such that 1 < k < min(ny,ns), which defines the
sets S1, So, S3 as in (2). Let A and B be partitioned as in (1). Let S be a set of
indices of the form S = {1,2,...}. Let A be S-strictly diagonally dominant, with
card(S) < card(S1), and let B be strictly diagonally dominant. If the diagonal
entries of Aga and By are all positive (or all negative), then the k-subdirect sum
C = A@y B is S-strictly diagonally dominant, and therefore, nonsingular.

We give a straightforward proof of this theorem in the following way. Since A is an
S-SDD matrix and S C S} :={1,2,...,n; —k} we know that there exists a scaling
matrix X, (S,z), such that AX,, (S,z) is an SDD matrix. Now we construct
the matrix X,,(S,z) with n = n; + na — k. From (1) we have that CX,,(S,z) =
AX,, (S,x) & B. Since AX,,(S,z) and B are SDD matrices with the same sign
pattern of diagonal entries of the overlapping blocks Ass and By, it is easy to show
that their subdirect sum CX,, (S, z) is also an SDD matrix, which means that C' is
also an S-SDD matrix.

Using the same technique, we obtain a more general result.
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Theorem 2.2: Let A € C""™, B e C™" ny >2 1<k <min(ny,ng), and
let the sets of indices S1, So, S be defined as in (2). For A and B partitioned as
in (1), let the corresponding diagonal entries of Ass and Bii have the same sign
pattern. For an arbitrary set of indices S C {1,2,...,n}, where n = ny +ng — k,
let us define Sq:= SN (S1US2) and Sp:={i—t:ie€ SN (S2US3)}. If

o A is an S4-SDD matriz,
e B is Sp-SDD matriz, and
o Ja(Sa)NJp(Sp) # 0,

then the k-subdirect sum C = A @y B is an S-SDD matriz.

Proof: Let x € J4(S4)NJp(SE) (which is nonempty). We construct the following
scaling matrices: X,,,(S4,2) and X,,,(Sp,x). Since A is an S4-SDD matrix and
B is an Sp-SDD matrix, it follows that AX,, (S4,z) and BX,,(Sp,z) are SDD
matrices. Now, building the matrix X, (S, z), it is easy to see that CX,,(S,z) =
AXy, (Sa,z)®r BX,,(SB, ). Since the k-subdirect sum of SDD matrices with the
same sign pattern of diagonal entries of the overlapped blocks is again an SDD
matrix, we conclude that CX,, (S, x) is an SDD matrix, which means that C is an
S-SDD matrix. 0

Example 2.3 Let

[1.00.30405 0 O]

1.00.30.4 0.5 09160407 0 0
0.91.60.40.7 0.10.42.30.70.40.5
A1=B = 010.41.304]" Ci=A182 B, = 0.10.91.03.60.40.7

0.1090.12.0 0 001041304
0 00.10.90.12.0 ]

A; and Bj are both {1,2}-SDD matrices and {3,4}-SDD matrices. But C} is not
an S-SDD matrix for any S C {1,2,...,6}. Thus, the answer to the question of
whether the subdirect sum of two 3-SDD matrices is or is not an 3-SDD matrix
is, in general, negative. Observing the conditions of Theorem 2.2 and taking S =
{3,4}, we have that S4, = {3,4} and Sp, = {1,2}; thus, the intervals J4,(S4,)
and Jp, (Sp,) are well defined. But, obviously, Ja,(S4,)NJp, (SB,) = (0.56,0.64) N
(1.57,1.80) = 0.

The sufficient condition of Theorem 2.2 is not necessary as the following example
shows.

Example 2.4 Let

[2.00.90.30.1 0 O]

2.00.90.30.1 0.8290205 0 0
0.82.90.20.5 0.50.13.41.80.30.1
Ay =By = 0.50.11.40.9 , C2=Ar & By = 0.60.81.65.20.20.5

0.60.80.8 2.3 0 005011409
0 0060.80.82.3

For S = {3,4}, we have S4, = {3,4} and Sp, = {1,2}. Computing the corre-
sponding intervals Jy,(S4,) = (1.20,2.75) and Jp,(Sp,) = (0.36,0.83), we find that
Ja,(S4,)NJIB,(SB,) = 0, but C is still an S-SDD matrix, since J, (S) = (0.63,0.83)

is nonempty and C3[S] and C3[S] are both SDD matrices.

Note that the usual sum of two matrices A and B of the same order, n = ny = ns,
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is, in fact, a k-subdirect sum with k& = n. In this case, the sets of indices given by
(2) reduce to So = {1,2,...,n}. These remarks lead to the following corollary of
Theorem 2.2.

Corollary 2.5 Let A, B € C™" have all diagonal entries with the same sign pattern
and let S C {1,2,...,n}. If A and B are S-SDD matrices and J4(S) N Jp(S) # 0,
then the sum A + B is an S-SDD matrix.
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