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Abstract

Image resolution is determined by pixels per square inches. Pixel is defined as a small unit of an image. The resolution 
improvement of the sonar images still remains a problem and it is compensated by the interpolation techniques. This 
work helps to improve the resolution of the sonar images and thereby it makes target object recognition with higher 
accuracy. The super resolution algorithm of the proposed work uses sparse representation for enhancing the resolu-
tion. This gives sharper edges and textures to highlight the boundaries of the target object. The low resolution image is 
converted into high resolution image that is of high pixel density. The peak signal to noise ratio and Structural Similarity 
Index is the performance metric employed to assess the different interpolation techniques for resolution enhancement.
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1 Introduction

Oceanography is the study to analyse and interpret physi-
cal, biological, chemical, archaeological and geological 
data collected from the sea. Oceanographers use imaging 
technology for their study. However, there are limitations 
still prevailing in underwater surrounding while collect-
ing and processing the underwater image. Some of the 
basic limitation in processing is associated with the basic 
physical properties of the acoustic propagation in water 
medium. Today’s acoustic based instruments can remotely 
image the ocean floor, look below the sea bed and meas-
ure various physical oceanographic parameters. With the 
variety of instruments, imaging the objects in underwa-
ter like side scan sonar, multi-beam sonar, synthetic aper-
ture sonar, etc., has reached a very good advanced level 
of imaging systems. Side Scan Sonar equipment helps to 
acquire and cover large region and provide image of the 
sea floor [1]. The side scan photography was developed 
by professor Harold Edgerton in the year 1960s and it is 
used to detect submarines during world war 2 based on 

the (ASDIC system) anti-submarine detection investigation 
committee system [2].

2  Problem definition

The configuration of side scan sonar system is discussed 
in this section. The basic principle of sonar is echo sound-
ing, where the echo returns are plotted as image. It is very 
effective in providing wide region of the seafloor. Sidescan 
system is usually mounted on the towfish of unmanned 
underwater vehicle. Figure 1 illustrates the sidescan sonar 
system configuration, where the water surface is flooded 
with acoustic source and its intensity returns are plotted 
as image [3].

2.1  Effect of antenna beam pattern 
versus resolution

The antenna beam pattern plays vital role for producing 
high quality sonar images. Horizontal beam pattern shall 
be between 0.1° and 0.5° i.e. extremely narrow to have 
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the best across range resolution. For maximising the range 
of the sonar, the vertical beam pattern should be around 
80° width. The overall quality of sonar images is improved 
by increasing the pixel density to increase the resolution. 
Since the resolution is related with frequency, the manu-
facturers have decided to increase the frequency. The 
resolution linearly depends on the wavelength λ, which is 
again related to frequency given by λ = v/f. ‘v’ is the velocity 
of sound in water and ‘f’ is the frequency. The logic signifies 
that, high frequency sonar produces high resolution image 
(in the order of hundreds kHz) but it has less range. That is 
the high frequency can penetrate short distance or depth. 
The low frequency reaches long distance and deep into 
water. But Low frequency produce low resolution image.

The other limitation is that the resolution varies along 
the range. The insonified region linearly increases along 
the range. And the resolution along the track δy is:

where ‘R’ is the range, and ‘θ’ the aperture of horizontal 
beam. This tend to result in degrading of side scan images 
at longer range.

2.2  Need for resolution

The query of resolution has been raised again by the 
invention of very highly resolved sonar equipment. The 
limitations of the side scan technology are highlighted and 
still it emphasis the need for producing high resolution 
image. To identify the resolution for performing object rec-
ognition is a difficult task. The effort has been put forth by 
many researchers [4–6], finding the minimum resolution 
as well as differentiating the shape of the object such as 
sphere or a cube [7, 8]. Very little research is done on the 
resolution improvement and is still not resolved in sonar 

(1)�y = Rθ

images. So we focus here on super resolution algorithm 
to analyze the resolution needs for object identification.

The need for resolution is still emphasised by the real 
time sonar data collected in XTF format used in our work. 
The intensities are extracted using matlab software and 
then converted to image [9–11].

The intensity values which shows the characteristics of 
seabed are obtained from the amplitude samples. Figure 2 
shows the distribution of pixel intensity values and then it 
is converted to jpeg image (used in this work).

Figure 3 shows the portion of real time image. Since the 
image size is (3 × 2.5) km2 a portion of image is processed. 
The intensity values (z axis) with easting (x axis), northing 
coordinates (y axis) is shown. Figure 3 shows some of the 
values to be Zero which implies missing data due to ambi-
ent noise and the reasons discussed in the section above-
problem definition. This emphasis the need for resolution 
enhancement in the sonar images.

2.3  Automatic target recognition problem in sonar 
images

Automatic object detection and identification in sonar 
imagery is active research area in the Naval force, mari-
time for longer period. Due to enhancement in technol-
ogy, threats to Naval, maritime have increased so new 
benchmarks for object identification has to be adopted. 
Detection and identification techniques concentrate on 
local contrast and global clarity [12] or [13]; Alternative 
supervised learning methods to examine the shape of 
objects using basic physics of acoustics [7, 8] show a lot 
of promises. But still, the probability of false alarm rates 
for object recognition remains is likely to be high [12–14].

Fig. 1  Sidescan sonar configuration

Fig. 2  Pixel intensity values distribution
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Determining the resolution required to perform 
object recognition still remains a challenging task. Misi-

dentification of targets is more at low resolution. That is 
the image based classifier fails at low resolution and the 
classification accuracy is less [7, 8]. This paved the need 
to create new classification versus resolution algorithm 
[9, 15] to work on the autonomous platforms in real time.

Image resolution is determined by Pixels per square 
inches. Pixel is defined as a small unit of image. The most 
important parameter that corrupts the image resolution 
is the ambient noise [16], Scattering, Reflection of the sur-
face and the ocean floor. Reflected signal from the surface 
perfectly gets diverted back into the water. Some of the 
signal gets transmitted into the earth. Some of the sig-
nals get scattered by the suspended particles floating in 
water, aquatic organism and plants, sand, rock, objects 
etc. This leads to noise called ambient noise in the image. 
This ambient noise will reduce the Signal to Noise Ratio 
of the signal and makes sonar images noisy. Therefore, 
images directly obtained from the side scan sonar images 
needs to be enhanced for accurate interpretation. This 
can be accomplished by highly efficient Super-resolution 
enhancement algorithm. Super-resolution aims to apply 
image processing techniques on low-resolution images 
which is degraded and to obtain a high resolution image. 
The development of post processing algorithm for high 
resolution is presented in this work which address the 
challenges faced when target object recognition.

The Sonar image is viewed as a low resolution (LR) 
Image. With a collection of these sonar images, the mutual 
information of all the low resolution images is transferred 
to a common grid or a common co-ordinate. With proper 
a priori information about the degrading parameters, the 
registered image is fused to form the high resolution (HR) 
estimate. These High resolution images obviously carry 
fine detailed information and can be processed for tar-
get identification. Very little research work is done on the 
enhancement of resolution in terms of pixel density in the 
SONAR images. Hence we are motivated to carry out the 
research work in improving the resolution.

The objective is to produce SONAR images of very high 
quality that is clear, sharp and with fine details with much 
less loss. Such images can be used for detecting sea bed 
objects with more clarity. All these add to the need for post 
processing the sidescan sonar image and for developing 
a new super resolution algorithm. Hence it is necessary 
to design novel super resolution algorithms that are suit-
able for images captured from side scan sonar equipment, 
thereby to improve classification accuracy. The above pro-
cesses are performed in near real time.

2.4  Related works

Demirel et al. [17] introduced techniques for sharper image 
resolution. The image is decomposed into subbands using 
Discrete Wavelet Transform technique which preserves 
edges. The high frequency subbands are interpolated and 

Fig. 3  Sub image
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added with subbands generated by Stationary Wavelet 
transforms (SWT). SWT helps to reduce the loss of informa-
tion while downsampling. The authors compared with exist-
ing techniques like bilinear, bicubic, WZP, NEDI, HMM, HMM 
SR, WZP-CS, WZP-CS-ER, DWT SR, CWT SR interpolation tech-
niques. Sree Sharmila et al. [18] worked on LANDSAT Remote 
Sensing Images to classify the water and non water body. 
The authors denoised the image by using hybrid transforms 
(HDL) and improved the resolution by using discrete wavelet 
transforms (DWT). GLCM texture features are derived and 
input to support vector machine classifiers. For denoising 
lifting techniques is compared with HDL techniques. For res-
olution enhancement SWT and DWT are compared. HDL and 
DWT techniques outperformed the other in their respective 
process. PSNR is utilised as the performance measure. Zhou 
et al. [19] presented a novel image enhancement algorithm 
based on curvelet transform for sonar images. The curvelet 
transform constructs multi-channel enhancement structure 
based on (HVS) human visual system. This method removed 
the noise and low contrast. Finally, the enhanced image is 
obtained. Burguera and Oliver [20] proposed the mapping 
techniques of side scan sonar images and discussed the res-
olution enhancement technique. Probabilistic based model 
is used to estimate the sea-floor region. Sinai et al. [21] sug-
gested K means algorithm to identify mine-like object seg-
ment in side scan sonar images. Contour algorithm is used to 
sharpen and restore the edges of the object. The image fea-
tures of shadows and highlights are extracted. Pearson–Ney-
man Criteria is implemented to identify the mine-objects. 
This reduced false alarm rates and other errors when tested 
on data of real image and produced good results. Hans 
et al. [22] presented matrix based prior algorithm on hyper 
spectral images for obtaining super resolution. The method 
involves direct mapping or indirect mapping approach in 
the reconstruction stage. The existing techniques of Yang 
et al. [23], Dong et al. are compared with matrix based prior 
algorithm. The performance measure is achieved in terms 
of peak signal to noise ratio (PSNR) and Structural Similarity 
Index (SSIM). On et al. [24] discussed about the resolution 
enhancement of SONAR images where the low frequency 
signals are used to capture the images under sea bed. The 
authors commonly used wiener filtering method to enhance 
azimuth resolution. Priyadarshini et al. (2017) performed 
contrast enhancement using the stationary wavelet trans-
form (SWT) in sonar images. The image is decomposed into 
Low and high frequency components of different subbands. 
Laplacian filter is used to enhance low frequency compo-
nent. Then inverse SWT is applied to reconstruct high con-
trast image. The result is compared with the DWT interpola-
tion. Rajarapollu and Mankar [25] replaced the mixing pixels 
due to artifacts using bicubic interpolation. The authors 
compared with existing algorithm such as Bilinear, nearest 
neighbour interpolation techniques.

3  Existing method

Super Resolution has been frequently referred as an 
important aspect of an image and is determined by Pix-
els per square inches. Pixel is defined as a small unit of an 
image. Images are being processed in order to obtain more 
enhanced Resolution for high pixel density. The resolution 
improvement of the sonar images still remains a problem 
and it is compensated by the interpolation techniques. One 
of the commonly used techniques for image resolution 
enhancement is Interpolation. This is widely used for appli-
cations such as super resolution [10], facial reconstruction, 
multiple description coding, etc. Interpolation has been 
used to estimate the unknown pixel or missing data in the 
image by the neighbourhood pixels. The well known inter-
polation techniques discussed are bilinear interpolation, 
bicubic interpolation, wavelet transforms.

The existing methods give blurred edge boundaries, 
degraded image information. The edges of the objects are 
not clearly defined. That is the boundary between the back 
ground and edge of the object is not clear when the resolu-
tion is poor. Hence the resolution enhancement is needed 
prior to object identification and classification. The exist-
ing techniques used for resolution enhancement are given 
below and it is compared with proposed Super resolution 
using sparse representation.

The proposed method is compared with other existing 
techniques like

• Bilinear interpolation [26],
• Bicubic interpolation [25],
• Discrete wavelet transform [18],
• Stationary wavelet transform [27],
• Combined discrete and stationary wavelet transform [10, 

17].

3.1  Bilinear interpolation method

Bilinear interpolation smooths the edges by manipulating 
the neighbouring pixels to find the unknown pixel intensi-
ties whose coordinates is (x, y). The pixel represents char-
acteristics such as contrast, brightness, colour etc. Edge 
contrast is reduced by averaging surrounding pixel values 
together. The bilinear interpolation methods are among the 
most common techniques used in image processing due 
to their computational simplicity. The unknown pixel is esti-
mated as follows.

l, m, n, o are bilinear coefficients obtained from the inter-
polation of 4 neighbourhood pixels;  Bl(x,y) = bilinear Inter-
polated new pixel intensity.

(2)Bl(x, y) = o + lx +my + nxy
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3.2  Bicubic interpolation method

Bicubic interpolation [25] manipulates sixteen neigh-
bourhood pixel intensities to estimate the unkown pixel 
intensities and uses that information for enhancement. 
The 16  bc(x, y) coefficients are obtained from 16 equa-
tions. (x, y) is the coordinates of the location of the pixel 
intensities. The interpolated function for determining 16 
coefficients pik is as follows:

It produces smoother results for enlargements less than 
150% but quickly degrades in quality for above 150% 
enlargement.

3.3  Wavelet transfoms

Wavelet transfom has both time and frequency infor-
mation. It is used in many applications like denoising 
in sonar images [28], compression, etc. (DWT) Discrete 
wavelet transform is applied in image processing. DWT 
decomposes image into high and low frequency com-
ponent of different subband, and helps to preserve 
high frequency component details. Stationary wavelet 
transforms (SWT) decompose the image into subbands 
of equal size.

3.4  Combined DWT–SWT

The low resolution image is passed through a filter 
in wavelet domain thereby high resolution image is 
obtained. The improvement of quality in the image is 
done using interpolation technique on High Frequency 
component. The edge detail is enhanced by using SWT 
in intermediate stage. DWT can be used to decompose 
the input image into different sub-bands and interpolate 
high frequency (HF) bands. When applying DWT down 
sampling produce loss of information in the subbands. 
So SWT is used to reduce the artifacts. The HF subbands 
obtained using SWT are similar in size. Basically the illu-
mination information of low resolution image is repre-
sented by the LL sub-band and it contains less informa-
tion. This method of combined dwt-swt method will 
preserve the HF components.

(3)bc(x, y) =

3
∑

i=0

3
∑

k=0

pikx
iyk

4  Proposed method

The existing methods give blurred edge boundaries, 
degraded image information. The edges of the objects 
(between foreground and background) are not clearly 
defined when the resolution becomes poor due to deg-
radation. Hence resolution enhancement is needed 
prior to object identification and classification. In order 
to overcome the disadvantages of traditional methods, 
sparse representation algorithm has been proposed 
because the high dimensional sonar image data exhibits 
the property of sparsity. The existing Techniques used for 
resolution enhancement are given below and it is com-
pared with sparse representation algorithm for super 
resolution.

4.1  Methodology for super resolution using sparse 
representation

Sonar image has high dimensional data and it is 
degraded due to various reasons and the need for reso-
lution enhancement is clearly explained in previous sec-
tions. The proposed method involves using sparse repre-
sentation algorithm to produce super resolution images.

Sparsity is an important property used in high-dimen-
sional data analysis and is often easy to interpret. It 
reduces model complexity and avoids overfitting. Sparse 
representation is represented by a linear combination 
of basis vectors which are sparse in nature. Sparse rep-
resentation algorithm is applied to many problems in 
image processing, such as restoration [29], denoising 
[30, 31]and often enhancing is the most recent one. The 
researchers apply K-SVD method [32] to train and learn 
dictionary [33] created from image patches and applied 
for denoising in their work. Super resolution–sparse 
representation is employed in this work to give sharper 
edges and textures of the target.

Super resolution-sparse representation (SRSR) is 
mainly used to create dictionaries of low-resolution 
image patches—Dlow and  Dhigh—dictionaries of high-
resolution image patches, respectively [34]. The image is 
partitioned into patches. Each patch is represented using 
sparse coefficient and dictionaries. These dictionaries are 
used to obtain high resolution image.

Let X and Z be a high-resolution image patch and its 
corresponding low-resolution image patch, respectively. 
 Dhigh dictionary is used to create super resolution image, 
since it consist features for high resolution.  Dlow contains 
features of low resolution. Z = SBX is the reconstruction 
constraint.
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Reconstruction Phase
Noise from the high resolution image is removed and 

final super resolution image X* is obtained as follows.
The entire super-resolution via sparse representation 

is summarized below.
S u p e r - r e s o l u t i o n  a l g o r i t h m  v i a  s p a r s e 

representation

• Partition the image which is degraded image Z into 
patches z. Z is the low resolution image (Z = SBX, S—
downsampling operator, B—blurring filter)

• Construct a dictionary, denoted as D:  Dlow and  Dhigh.
• Train image patches (z of low-resolution image Z) 

using dictionaries  Dlow and  Dhigh.

N e i g h b o u r  p a t c h e s  a r e  r e p r e s e n t e d  b y 
( � = Sparse coefficient)

where ‘F’ is the feature extraction operator extracting 
edges (‘F’ approximates ‘α’ and ‘z’). It is similar to a high 
pass filter. It represents features of low resolution images. 
Sometimes high frequency content are present in low 
resolution image. ‘F’ helps to extract edge data.

‘z’ is the low resolution patch, ‘p’ is the previously 
reconstructed high resolution patch, ‘L’ is the superim-
posing of previously obtained high resolution image and 
current patch, ‘α’ sparse coefficient.

• Consider 3 × 3 patches z of Z with overlap of 1 pixel. 

High resolution patch 9 × 9 with overlap of 3 pixels

To every single patch (overlapped) z of size 3 × 3 
of Z (from top–bottom and left–right) use one-pass 
algorithm (one pass algorithm enhance compatibility 
between patches [35])

Step 1: Calculate optimum sparse representation coef-
ficients α*.

where ẑ =

(

Fy
p

)

 , D =

(

FDlow

LDhigh

)

 , F is the feature extrac-

tion operator extracting edges, p is the previously recon-
structed high resolution patch, L is the superimposing of 
previously obtained high resolution image and current 
patch, λ is a regularisation parameter controlling the spar-
sity, λ = 50 × dimension (patch feature).

Step 2: Calculate the high-resolution patch, x = Dhigh 
α*. (Reconstruct high resolution patch). Compute sparse 
coefficient for all the patches.

min‖�‖ s.t. �
�FDlow� − Fz��

2

2
≤∈

1

�
�
�
LDhigh� − p

�
�
�

2

2
≤∈

1

(4)α ∗= argmin‖ẑ − D𝛼‖
2

2
+ λ‖𝛼‖1

Step 3: Replace all the patches x in the original place and 
combine to form High-resolution image Xo.

Reconstruction Phase
This phase helps to remove noise generated due to previ-

ous phase.

• Let the high resolution image is denoted by X0 matrix.
• Project X0 into the domain of the reconstruction con-

straint Z = SBX by calculating X*.
• Problem is formulated as in Eq. (5). It is solved by back 

propogation method.

where Xi+1 is the high resolution image after ith itera-
tion, ↑s = upsampling by a factor of ‘s’, bp = back projec-
tion filter.

Step 4: Calculate X*, the super-resolution image using 
Eq. (5).

To ensure the reconstructed image X0 satisfies the global 
constraint to remove artifacts.

• Output: X*. (X* is the final super-resolution image).

5  Performance metrics

In order to evaluate the performance of the algorithm PSNR 
and SSIM is calculated as follows.

5.1  Peak signal to noise ratio (PSNR)

Peak signal to noise ratio (PSNR) is ratio of maximum sig-
nal power to the noise power and is defined through the 
mean squared error (MSE). Given input r × c monochrome 
image I which is free from noise and its noise image N, MSE 
is given as in Eq. (7): 

i.e. MSE = (output image − input image)/r × c,
r × c − rows × columns.
The PSNR (in dB) is defined as:

x = Dhigh � ∗≥ X0

STOP.

(5)Xi+1 = Xi +
((

Z + SBXi
)

↑ s
)

bp

(6)X ∗= argmin‖‖X − XO
‖
‖

2

2
s.t. Z = SBX

(7)MSE =
1

rc

r−1
∑

i=0

c−1
∑

j=0

[

I(i, j) − N(i, j)
]2

(8)PSNR = 10 log10
G2

MSE
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G2 = 255 (8 bit gray scale image).
G is the maximum possible pixel value of the image. When 

the pixels are represented using 8 bits per sample, this is 255.

5.2  Structural Similarity Index (SSIM)

Structural Similarity Index (SSIM) is used for measuring 
the quality of image. At a given pixel I SSIM between two 
Images img1 and img2 computed given in Eq. (9):

where m1(I) and m2(I): mean of img1 and img2 computed 
around I through a small window XY. �1(I) and �2(I): stand-
ard deviation of img1 and img2. cov(I): covariance com-
puted between img 1 and img 2. C1 = (K1*P)2: constant 
for regularization. C2 = (K2 * P)2: constant for regularization. 
K1, K2: parameters for regularization (K1, K2 > 0), K = [0.01 
0.03]. P: range of the pixel values (if the sequence is 8 bit 
encoded, L = 255).

(9)

SSIM =
2 ∗ m1(I) ∗ m2(I) + C1

m1(I)
2 +m2(I2) + C1

∗
2 ∗ cov(I) + C2

�1(I)2 + �2(I)2 + C2

SONAR 

IMAGES

(Reference)

Bilinear 

Interpolation 

(a)

Bicubic 

Interpolation 

(b)

DWT 

(c)

SWT 

(d)

DWT-SWT 

(e)

Super 

Resolution 

using sparse 

Representation

(f)

Image 1 1a 1b 1c 1d 1e 1f

Image 2 2a 2b
2c

2d 2e 2f

Image 3 3a 3b 3c 3d 3e 3f

Image 4 4a 4b 4c 4d 4e 4f

Image 5 5a 5b 5c 5d 5e 5f

Fig. 4  Resolution enhancement on sonar images
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6  Results and discussion

6.1  Dataset

The acoustic images are acquired by the Edgetech 4125 
series dual frequency, side scan sonar equipment. The 
sonar operates at frequency 500 kHz and it is used for 
water survey. The side scan sonar was dipped to 20 metres 
depth. The images are then processed by using the Dis-
cover software and recorded as Extended Triton file (XTF) 
format. The XTF file is processed using matlab and image 
is created.

6.2  Experimental results

This work involves real time sonar images. The sotware 
used is matlab.

The image acquired is sited in Bay of Bengal [11], lati-
tude 13:07.7935N and longitude 80:18.1166E.

Figure  4 illustrates the sonar image data of size 
256 × 256 acquired in real time and the resolution 
enhancement done using techniques

• Bilinear interpolation (a),
• Bicubic interpolation (b),
• Discrete wavelet transform (c),
• Stationary wavelet transform (d),
• Combined discrete wavelet transform and stationary 

wavelet transform (e),
• Super resolution using sparse representation (f ).

The image obtained by sparse representation algorithm 
gives clear picture and sharp edges. The performance is 
assessed by finding peak signal to noise ratio (PSNR) value. 
Peak signal to noise ratio (PSNR) will be greater when the 
resolved image and source image are alike. Higher value 
means better resolution since distortion in the message is 
reduced after applying super-resolution techniques. It is 
also assessed by Structural Similarity Index (SSIM).

The real time sonar images of Low Resolution are 
enhanced to the High Resolution images of size 512 × 512. 
Different techniques are used where super resolution algo-
rithm using sparse representation provided high peak sig-
nal to noise ratio (PSNR) shown in Table 1.

Figure 5 illustrates graphically the performance metrics 
of various resolution enhancement techniques done using 

Table 1  PSNR-various 
resolution enhancement 
techniques Sonar Image

Bilinear 

Interpolation

Bicubic 

Interpolation
DWT SWT

DWT-

SWT

Sparse 

representation 

algorithm

20.9486 23.6177 31.6255 44.5215 51.8413 69.0538

21.1357 23.3228 31.5642 43.8616 50.9852 71.0675

21.5283 23.2880 31.8682 46.8159 55.007 71.4851

20.9839 23.3051 32.7523 41.5881 59.3601 80.9591

20.5561 23.4857 32.4710 42.7460 51.4880 79.5700

21.4093 23.3082 32.3112 43.6443 53.6631 77.5809

21.8622 23.7511 32.0804 41.0678 50.1325 76.9073

21.5964 23.4853 32.1402 41.9729 50.1648 76.5145

21.2341 23.1230 31.8769 40.6099 58.9370 71.9860

21.0175 22.1575 32.6095 46.6165 55.0947 77.3496
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PSNR values. The techniques discussed are bilinear inter-
polation, bicubic interpolation, discrete wavelet transform, 
stationary wavelet transform, combined discrete wave-
let transform and stationary wavelet transform, and the 
super resolution using sparse representation. It is found 
that the peak signal to noise ratio for the super resolution 
algorithm using Sparse representation. High PSNR value 
implies high resolution. So the sparse representation algo-
rithm produce super resolution image compared to the 
other techniques.

Table 2 show Structural Similarity Index values obtained 
for the resolution enhancement techniques. Figure 6 illus-
trates graphically the performance metrics of various res-
olution enhancement techniques done using Structural 
Similarity Index (SSIM) values. The techniques discussed 
are Bilinear Interpolation, Bicubic Interpolation, Discrete 
Wavelet Transform, Stationary Wavelet Transform, Com-
bined Discrete Wavelet Transform and Stationary Wavelet 
Transform, and the Super resolution using sparse repre-
sentation. SSIM is an index to measure the structural simi-
larity between two images. Its value lies between -1 and 1. 
When two images are nearly identical, their SSIM is close 
to 1. 

It is found that the SSIM for the Super resolution algo-
rithm using Sparse representation is almost in the range 
0.8–0.9. This implies image quality is improved as well as 
the image details are retained when compared to other 
techniques.

7  Conclusion and future work

Sparsity of sonar image is exploited well and the super 
resolution image is obtained. We have compared with 
the existing wavelet transforms and the proposed work 
outperforms the existing technique in terms of the met-
ric PSNR-peak signal to noise ratio, Structural Similarity 
Index (SSIM). The proposed method results give clear 
and sharp edges where the resolution is enhanced to 
(512 × 512) pixel size. This will highlight the boundaries 
of the object. Hence we arrive at the conclusion that the 
super resolution using sparse representation technique 
is suitable for side scan sonar images. This provided 
better resolution in terms of pixel resolution replac-
ing the missing data pixel due to ambient noise and 
other degradation factors. The future work is planned to 

Fig. 5  Performance metrics of 
various resolution enhance-
ment techniques (PSNR)
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Table 2  Structural Similarity 
Index (SSIM)

Sonar Image
Bilinear 

Interpolation 

Bicubic 

Interpolation 
DWT SWT

DWT-

SWT

Sparse 

representation 

algorithm 

0.4905 0.5539 0.6421 0.6023 0.7012 0.8317

0.4706 0.5941 0.6211 0.6112 0.7256 0.8320

0.4941 0.5783 0.6345 0.6243 0.7334 0.8076

0.4959 0.5524 0.6396 0.6576 0.7852 0.8129

0.4795 0.5643 0.6387 0.6187 0.7429 0.8606

0.4577 0.5612 0.6347 0.6233 0.7644 0.8428

0.4760 0.5506 0.6279 0.6182 0.7520 0.8065

0.4761 0.5805 0.6477 0.6156 0.7485 0.9487

0.47190 0.5695 0.6337 0.6324 0.7463 0.8974

0.4773 0.5637 0.6456 0.6421 0.7589 0.9108

Fig. 6  Performance metrics of various resolution enhancement techniques (SSIM)
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improve the resolution of the images using Fast wavelet 
transform which will reduce the computation time and 
also to analyse the classification accuracy of the target 
versus resolution enhancement. This will enhance the 
object detection and classification accuracy.
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