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In the nearest vicinity of the critical temperature, types I and II of conventional single-band
superconductors interchange at the Ginzburg-Landau parameter x = 1/ V2. At lower temperatures
this point unfolds into a narrow but finite interval of £’s, shaping an inter-type (transitional) domain
in the (k,T)-plane. In the present work, based on the extended Ginzburg-Landau formalism, we
show that the same picture of the two standard types with the transitional domain in between

applies also to multi-band superconductors.

However, the inter-type domain notably widens in

the presence of multiple bands and can become extremely large when the system has a significant
disparity between the band parameters. It is concluded that many multi-band superconductors,
such as recently discovered borides and iron-based materials, can belong to the inter-type regime.

PACS numbers: 74.25.-q,74.25.Dw,74.25.Ha,74.70.Ad,74.70.Xa

I. INTRODUCTION

Observation of non-conventional vortex configurations
in MgB,! has ignited the interest to possible supercon-
ductivity types in multi-band superconductors, where
many carrier bands contribute to the condensate state.
In single-band materials the distinction between the
types is routinely explained by employing the Ginzburg-
Landau (GL) theory?>* which distinguishes ideally dia-
magnetic type-I materials and type-II superconductors
that allow for the mixed state. Following this theory the
interchange between the types occurs when the GL pa-
rameter k = Az, /€ crosses its critical value ko = 1/v/2 (A
is the London magnetic penetration depth, ¢ is the GL
coherence length).> A key difference that distinguishes
those types is the vortex-vortex interaction: it is repul-
sive in type II and attractive in type I superconductors.
At kK = Ko, referred to as the Bogomolnyi point, vor-
tices do not interact. This is a consequence of the fact
that the GL theory at this point reduces to a pair of
the first order self-dual Bogomolnyi equations.®$ The
self-duality, first discussed in the context of cosmologi-
cal strings,>” leads to an infinite degeneracy of different
flux configurations,®®° from which the absence of the
vortex-vortex interactions follows.
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However, detailed experimental investigations
as theoretical calculations beyond the GL theory
show that the GL dichotomy of the superconductivity
types is achieved only in the limit 7" — T, (T is the crit-
ical temperature). At T' < T, the Bogomolnyi point un-
folds into a finite temperature-dependent interval of x’s
(in this paper referred to as the inter-type/transitional
interval or domain), where superconductivity cannot be
attributed to one of the standard types. For example, su-
perconductors in this interval reveal the first order phase
transition between the Meissner and mixed states at H.;
and, plausibly, between the mixed and normal states
at H.p.''® Theoretical modeling, based on microscopic

BCS as well as on the Neumann-Tewordt (NT)!® theo-
ries, has led to a general perception that the key charac-
teristic of the transitional domain, that is responsible for
its non-standard properties, is the non-monotonic vortex-
vortex interaction: the long-range attraction combined
with the short-range repulsion.'2:1% It was argued that
such attraction is a manifestation of non-local effects that
are not inherent to the GL theory.!” Being a few, and
outside the GL description, single-band materials in the
narrow inter-type domain are, as a rule, ignored in text-
books and the corresponding magnetic response remains
scarcely investigated to date.

Although the unconventional vortex patterns in MgB,*
were also attributed to a long-range vortex attraction,
the proposed explanation was totally different. It was
conjectured in this case that it appears due to the inter-
play between different carrier bands or, more precisely,
due to a competition between different length-scales of
7- and o-bands in MgB,.'® This explanation has led to a
controversial idea of a new superconductivity type found
only in multi-band systems.!18

Critics of this concept pointed to similarities between
the flux configurations observed in MgB, and in the
inter-type regime of single-band superconductors.'” They
also noted inconsistencies of the multi-component GL
equations'®2° employed for analysis of vortex matter in
MgB,, where the different band gaps were treated as
components of the Landau order parameter.'®2! In par-
ticular, it is well known that the Landau theory for phase
transitions relates the number of the order-parameter
components not to the number of bands but to the di-
mension of the corresponding irreducible representation
of the symmetry group.22’23

To this date it remains unclear if explanation of the
nonstandard vortex distributions in MgBs requires a spe-
cific multi-band mechanism or the underlying physics
is similar to that of single-band superconductors in the
transitional interval.'” More generally, classifying super-



conductivity types and their interchange in multi-band
systems remains an unresolved issue. In the present work
we address this problem with the extended GL (EGL)
formalism?%:2* derived as the exact perturbation expan-
sion of the BCS theory over the small proximity to the
critical temperature 7 = 1 — T'/T, to one order beyond
the standard GL approach. It is important that this cor-
rection not only improves the accuracy of the calculations
but also captures phenomena that cannot be described
within the standard GL theory. In particular, this con-
cerns the inter-type domain absent in the GL picture.

We demonstrate that unless the system has some ad-
ditional band symmetry,?® multi-band superconductors
obey the standard classification with the two supercon-
ductivity types and the transitional domain in between.
The inter-type behavior has the same origin for both
multi- and single-band superconductors, namely, it ap-
pears as a result of lifting the Bogomolnyi point degen-
eracy. However, the crucial difference of systems with
multiple bands is that the transitional domain notably
widens and can become extremely large when dispar-
ity between microscopic characteristics of contributing
bands is significant. Thus, many of multi-band super-
conductors can belong to the inter-type regime.

Presentation of our results is separated into two main
parts. In the first part (Sec. II) we discuss the transi-
tional domain in single-band superconductors. The EGL
formalism is formulated in the universal form indepen-
dent of the number of bands and thus analysis of the
single- and multi-band cases are qualitatively similar.
Presenting first a simpler single-band case helps to better
understand the phenomenon of the inter-type supercon-
ductivity and is also needed for highlighting similarities
and differences between the single- and multi-band super-
conductors. The current understanding of the inter-type
regime even in the single-band case remains sketchy and
contradictory and calls for revisiting the problem.

The second part of the paper (Sec. III) extends our
consideration to the multi-band case. Here explicit cal-
culations are done for a two-band superconductor, where
most of results can be obtained analytically. We argue
that qualitatively similar conclusions hold also for any
number of carrier bands.

For the convenience of the reader technical details of
our calculations are given in Appendices.

II. SINGLE-BAND SYSTEMS

Let us briefly summarize the past achievements and re-
lated problems in description of the inter-type regime in
single-band superconductors. Studying the transitional
domain between types I and II requires an approach
going beyond the GL theory. Solving equations of the
fully microscopic formalism is very demanding numeri-
cally due to inhomogeneity of the mixed state. This is
the reason why microscopic analysis has been performed
only for few selected problems, in particular, to calcu-

late outer boundaries of the transitional domain:*3!4 the
upper boundary is determined by the onset of the long-
range vortex-vortex attraction and the lower one is set
by appearance/disappearance of the mixed state.

A compromise between the microscopic theory and the
GL approach is the Neumann-Tewordt (NT) theory,!©
which has been used to obtain most of currently known
results on the inter-type superconducting behavior. This
formalism was originally derived from the so-called local
approximation for the BCS theory and yields the free en-
ergy functional, where the GL contribution is augmented
by the terms with higher order derivatives and higher
non-linearity. The NT approach was used to calculate
outer boundaries of the transitional domain'’1%1% but
also demonstrated the presence of other boundaries intro-
ducing subdivisions in the transitional domain and inter-
type superconducting behavior. Unfortunately, conse-
quences of such subdivisions did not receive much at-
tention in the literature.

However, the NT theory has several fundamental diffi-
culties. First, highly non-linear equations of this formal-
ism are in fact not much simpler than the original micro-
scopic theory.16:26-28 Second, it may lead to nonphysical
results such as a rapidly oscillating order parameter in
the single-vortex solution.?”?8 In order to simplify the
analysis, the N'T equations were linearized by seeking its
solution in the form of a small correction to the solu-
tion of the GL equations.'™'2 Corrections to the GL free
energy were also obtained by substituting the GL solu-
tion directly into the NT functional.'® However, results
of both approaches for the boundaries of the inter-type
domain were considerably different (see Tab. I). This
must be taken into consideration together with the fact
that the nonphysical results of the full NT equations can
also cast doubts on their linearized version.

Here we revisit the problem of the inter-type super-
conductivity in single-band materials using the EGL for-
malism?%2* derived perturbatively (in 7 = 1 — T/T,).
An essential advantage of our approach is the possibility
to obtain universal analytical expressions for the char-
acteristics of the transitional domain in both single- and
multi-band systems. As mentioned above, accounting for
the terms beyond the standard GL approach in the 7-
expansion allows one to access novel physics not captured
in the GL picture. The accuracy of the EGL formalism
is established by comparing with the results of the full
microscopic theory, which was done in Refs. 20 and 24 for
some pertinent quantities, as well as with the available
experimental data, see Fig. 2 below.

A. Criteria for interchange of types I and II

We start the analysis of the transitional domain with
the general remark that the superconductivity types are
related to the way how the magnetic field penetrates the
bulk superconductor and produces a non-uniform config-
uration of the flux/condensate. Specifying such a con-



figuration is not important in the extreme cases where
Kk > 1 or k < 1, neither in the limit T — T,. How-
ever, the situation changes for K ~ 1 and T' < T, where
choosing different variants of a non-uniform magnetic
flux distribution gives rise to different scenarios of the
interchange between types I and II.

A criterion for such interchange utilizes the corre-
sponding Gibbs free energy: when it becomes smaller
than that of the Meissner state at the thermodynamic
critical field H,., the flux/condensate configuration in
question can appear.* The respective difference between
the Gibbs free energies is written as

HC2 H.B
8 dr

Qﬁz/gdr, g="Ff+ (1)

where f is the free-energy density of the corresponding
non-uniform state and the magnetic field B is parallel to
the external magnetic field of value H.. The onset of this
non-uniform state is found from the equation

&(k,T) =0 2)

that yields the corresponding GL critical parameter
k*(T), hereafter referred to as a simply critical parame-
ter. On the (k,T)-plane x*(T) separates domains with
and without the flux/condensate configuration of inter-
est, that are called types II and 1.

Several types of such non-uniform flux configurations
are traditionally employed in order to construct the crite-
rion of the type interchange. Most common is the domain
wall (interface) between superconductive (S) and normal
(N) phases.®* The interchange takes place when the sur-
face energy associated with the domain wall becomes
zero. Another criterion is obtained by considering the
superconductivity nucleation at the upper critical field
H_.s: here types I and II interchange when Heo = H,..3*
The stability of a single Abrikosov vortex is also useful,
resulting in the interchange condition H.; = H, .34 In ad-
dition, it is also possible to associate the type interchange
with a certain property of a chosen flux configuration.
For example, in the context of the unconventional vortex
states, discussed in Introduction, one can consider inter-
action of two Abrikosov vortices that is repulsive in type
II and attractive in type 1.3* The corresponding criterion
is a change of the sign of the vortex-vortex interaction or,
more precisely, of its long-range asymptote.

Within the standard GL theory the differences between
the above criteria are irrelevant: one obtains the same
temperature-independent critical parameter k* = kg.
Superconductivity types I and II are found at k < kg
and kK > Ko, respectively, while switching between types
I and II takes place sharply at x = kg. At this point
differences between types I and II disappear due to an
infinite topological degeneracy of the GL theory. This
degeneracy was first noted in the context of the so-called
Sarma solution,® however, its comprehensive analysis was
done only later by Bogomolnyi in relation to the physics
of cosmic strings.>6

As already mentioned in the Introduction, the clas-
sification based on the GL theory is strictly valid only
in the limit T — T,.. At T < 7T, corrections to the
GL theory remove the degeneracy, leading to that differ-
ent criteria for the type interchange give different critical
parameters.' 11315 In particular, conditions H, = Ho
and H. = H. correspond to k5 and k7, respectively.
The zero surface energy yields k% whereas changing the
sign of the long-range vortex interaction gives xj;. All
temperature-dependent critical parameters converge to
ko at T — T,., manifesting the degeneracy of the Bogo-
molnyi point (ko, 7). At T < T, there is a finite inter-
val of k’s where the superconducting magnetic response
cannot be classified as belonging to one of the standard
types. Thus, in the (k,T)-plane superconductivity types
I and II are separated by the transitional (or inter-type)
domain.

B. Gibbs free energy difference

We calculate the Gibbs free-energy difference & in
Egs. (1) and (2) using the EGL formalism.? In this ap-
proach the free energy is given by a series in 7 = 1-T/T,
obtained by expanding all pertinent physical quantities.
The spatial coordinates are scaled as 7!/?r, which intro-
duces the corresponding scaling into the spatial deriva-
tives. The gap function A and the magnetic field B (or
the vector potential A) are represented in the form

A:Tl/Q(\I/+T¢+...),

B=7(B+7b+...),

A=7r"A+ra+...). (3)
The free-energy density is found as?*

f=r2(F0 + 70 +.0), (4)
where the lowest-order contribution represents the stan-

dard GL free-energy functional

0~ P el s ko, )
8 2 ’

with ® = V —12e2(/(hc) the gauge-invariant derivative.

The leading-order corrections to the GL free energy are

split into two parts

= 45 (6)
where the first part is given by
b e2h?
=2 2k D+ b el + o e
1 4¢?

o P20+ S0t B i) + B |uf)
_ g{s P22 + (1@ 0 + el
- <o)’ (7)



and includes only the lowest-order contributions ¥ and
B (2A) to the gap and field, respectively, while the second
part writes

ju :% + (a+ TP (Y + c.c.)
+E{(®V- D% +cc)—(a-1)}, (8)

and contains also the leading corrections to the gap and
field, ¢ and b (a). In Egs. (7) and (8)

~_-ﬁ * *_ *
=i (VDU - DY), (9)

where Kci is the lowest-order contribution to the super-
current density.

Coefficients in Eqs. (4) - (8) are obtained using a chosen
microscopic model of the charge-carrier states. In partic-
ular, for a spherical Fermi surface in the clean limit one
gets

7¢(3)
0= -NO, 1= NS,
93¢(5) b.s o
=N _— — —
¢ =NO) ggpiqar K =ghvr
C C
Q = %hfl’l}%‘, C = §h2'l)%v7 (10)

where N(0) = mkp/(27%h?) is the density of the car-
rier states (DOS) at the Fermi surface with the Fermi-
momentum kg and Fermi-velocity vp = hkp/m.

A stationary point of the functional given by Eq. (4)
yields the main equations of the formalism. The GL
equations are obtained as the stationary condition for
the lowest-order contribution to the free energy, i.e.,

030 550 0
U oA

(11)

where ™ = ff(")dr, with n = 0,1. Equations for v
and b (a) read

1 1
g _ RSy 0 (12)
ow oA
Notice, that 6§ /61 = 0 and 63" /6a = 0 also generate
the GL equations.

One can see that the leading correction to the free en-
ergy (i.e., the term ~ 73) can be rearranged at the sta-
tionary point so that the terms with ¢ and b (a) are
excluded. This follows from that f;l) in Eq. (8) is lin-
early proportional to the functional derivatives 6F1) /54)
and 0§ /Sa (up to some vanishing surface integrals)
that are zero by virtue of Eq. (12). Therefore, at the
stationary point the leading correction to free energy is
reduced to Eq. (7). Using solutions to the GL equations
(11), we find the free energy density from Egs. (4) - (8)
and then calculate the Gibbs free energy difference given
by Eq. (1).

Calculating the Gibbs free energy difference up to the
leading correction to the GL result requires obtaining the
thermodynamic critical field H. with the same accuracy,
which gives?

H.o=7(HP +7HY +...), (13)
where

4ma? HY 1  ac
HO = ==, 14

It is convenient to do further calculations using the di-
mensionless quantities

r ~ A ~ B
Ff=—— A=k——\, B =rV/2—,
ALV2 a0y, HO
= v 7_47TIC)\L, = Axf
Yue e v T e
- 4mg ~ A&
g = —m9 Q5 = 9 (15)
where

la| 5 R%c?b AL Arlal
Y Y L . (16
0 b’ T 327e2Klal’ " 13 K (16)

Notice that as we use the T-scaled spatial coordinates, the
GL coherence length £ and the London penetration depth
Ar, are scaled accordingly. In the following we write the
dimensionless quantities introduced in Eq. (15) without
tilde unless it causes any confusion.

The density of the Gibbs free energy difference is given
by the expansion

g=r1> (g(o) +7gM + ... ), (17)
where in the lowest order we have the GL contribution

1/ %
g<o><

2
1 1
1 — 1DV — |2+ = |
SANG )*252 | ||+2||7

(18)

(now we have ® = V + 1) while the leading correction
writes

D3 17 e o) s
W_ (= _1)]2 P
g _(m/5 1) {2+c} 5t + ||

+ 4%4{@2\1:]2 + %(rot 8)? + 82|v[*}

ﬁ 2 2 * Tk
+ 25 {8’ [Pe* + [92(@" v + e |
celul’ (19)
with the dimensionless coefficients
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Since we are interested in the near-Bogomolnyi regime, it
is also useful to introduce the expansion over dx = k—Kg,
following the suggestion of Ref. 15. Expanding Eq. (2)
with respect to dx we obtain

de5(0)

dr

®=T2(®(0)+ 5/§+®(1)T+--~), (21)

and the coefficients in this expansion are calculated at
K = Ky, i.e., we incorporate a solution to the GL formal-
ism at ko where it is reduced to the first-order Bogomol-
nyi equations. The terms o 7 dk are neglected in Eq. (21)
because both quantities dx and 7 are of the same order
of magnitude, dk ~ 7.

The derivative d&(%) /dk contains the direct contribu-
tion coming from the explicit appearance of x in the
expression for g(®) (the partial derivative below) and
the indirect one related to the derivatives d¥/dk and
d2/dr. However, one can immediately see that the indi-
rect contribution is equal zero. Namely, the correspond-
ing terms in the integrand are proportional to §¢&() /6T
and 06(?) /§2A. These terms disappear because the func-
tional derivatives of &(9) are equal to the corresponding
functional derivatives of F(© that are zero at the station-
ary point, see Eq. (11). The final expression for d&(©) /dx
reads

des(0) 9g(©)
P o dr, (22)
with
dg(® B ( B ) 1 2
= — -1 —-—=|D9¥|". 23
Ok k272 \ /2 /{3‘ ‘ (23)

At k = kg solutions to the GL equations are obtained us-
ing the Bogomolnyi self-duality equations (A13) - (A14),
that are also used to simplify the integrals in &. After
straightforward but lengthy calculations one obtains for
® the following general expression:

6 =r2{ - VaTon+7[(1-+20)T
+<2Z—é—§@)]}+...}7 (24)
with

I:/|\Il|2(1—|\ll|2)dr, j:/|\1/|4(1— |W|?)dr. (25)

Details of the solving procedure for the relevant non-
uniform flux configurations are discussed in Appen-
dices B and C. It is important that the lowest-order
term &9 is zero for any solution of the GL equations at
K = Ko, manifesting the degeneracy of the Bogomolnyi
point. Thus, Eq. (24) comprises only two contributions,
x 0k and o< T.

C. Critical GL parameters

Substituting Eq. (24) into Eq. (2) one obtains the gen-
eral expression for critical parameters up to the leading
correction in 7, i.e.,

n*mg{lJrT [15+2Q+‘§<2£52Q>”.
(26)

This expression generalizes our earlier result for the N-S
wall solution?* to an arbitrary flux configuration. The
dimensionless constants in Eq. (26) are calculated from
Eq. (10), which gives

¢=-0227, L=-0454, Q= -0817.  (27)
These constants do not depend on the material parame-
ters T., N(0) and vp, which points to the robustness of
the approach: one can generally expect that the results
are not very sensitive to details of a particular micro-
scopic model, at least for weak disorder.

Using Eq. (26), we calculate the critical parameters
for the above criteria of the type interchange. The first
criterion is based on the appearance of a flat N-S domain
wall. The corresponding solution, outlined in Appendix
B, yields J/Z = 0.559. The critical parameter is thus
obtained as

Ky = Kko(1 —0.0277). (28)

The condition H. = H.; is related to the thermody-
namic stability of an isolated Abrikosov vortex, the solu-
tion to which yields J/Z = 0.735, see Appendix C. The
corresponding critical parameter is

k] = ko(1 +0.0937). (29)

The condition of changing the sign of the long-range
vortex-vortex interaction is calculated using & for the
state with two single-quantum vortices separated by dis-
tance R. Details and the asymptote of & at large R
are given in Appendix C. Using those results we find
J/Z — 2 (R — o0) and then the critical parameter reads

Kj; = Ko(1+0.957). (30)

Finally, onset of the superconductivity nucleation is
defined by the condition H.o = H.. In order to solve this
equation, one can find the upper critical field H.o using
the condition of the first appearance of a non-zero gap.
Alternatively, one can use Eq. (26) and utilize the fact
that in the limit B — H.y the order parameter ¥ van-
ishes. Then, as follows from Eq. (25), the integrands for
T and J are reduced respectively to |¥|? and |¥|*. Thus,
in this limit one obtains J/I — 0 and the corresponding
critical parameter writes

Ky = ko(1 — 0.4077). (31)



sz‘i dn{ dn: dm;

dr dr dr dr
EGL 0.6726 0.066 -0.019 -0.288
NT-111 0.675 0.065 -0.019 -0.288
NT-21° -0.163 -0.242 -0.254 -0.290

TABLE 1. The 7-derivative of the critical parameter x* cal-
culated for the different interchange criteria mentioned in the
text: comparison between the results of the EGL formalism
and NT calculations from Refs. 11 and 15.

One can check that an independent calculation based on
a solution to the linearized GL equation for the order
parameter yields the same result.

Equations (28) - (31) illustrate that different criteria
of the type interchange produce different critical param-
eters at T' < T,.. This difference has been noticed earlier
in the analysis based on the NT theory.!*'®> However, as
mentioned above, there was no agreement on the values
of the critical parameters obtained by different versions
of the linearization procedure. In Tab. I we provide a
summary of the results obtained in the present and ear-
lier works. One can see that our values for the critical
parameters coincides with those of Ref. 11, denoted as
"NT-1” in Tab. I. However, results of the other ap-
proach!® ("NT-2") are notably different for all critical
parameters with the exception of x3.

The accuracy of our approach is further confirmed by
the comparison with the microscopic calculations shown
in Fig. 1 which plots results for x;; obtained by the
EGL and Eilenberger equations.'® The results of the full
non-linear NT theory are also provided.?? The micro-
scopic data are obtained with numerical uncertainties,
illustrated in Fig. 1 by the trust interval between two
solid curves. At higher temperatures, 0.7 < T/T, < 1,
all three approaches yield close values, converging to kg
in the GL limit 7" — T.. However, when the temper-
ature is lowered, T/T, < 0.7, the NT theory starts to
deviate notably from the microscopic solution. On the
contrary, the EGL line remains in a good quantitative
agreement with the microscopic theory at temperatures
down to T/T. ~ 0.3. The EGL approach demonstrates
a wider validity domain than the non-linear NT theory.
This is because the accuracy of the solution to the non-
linear NT theory exceeds the accuracy of its derivation
procedure, as was mentioned already in Ref. 28.

D. Transitional domain: outer boundaries

Mutual deviations of the critical parameters at T' < T,
introduce the transitional domain between types I and
IT in the (x,T)-plane. Its boundaries are defined by
the maximal and minimal critical parameters. Equa-
tions (29) - (31) give the transitional interval as [k, k7;].

These boundaries can be extracted from the magne-

T T T T
L - - - Ginzburg-Landau
1.7 o 9 ext. Ginzburg-Landau

[ —— Eilenberger
@ Neumann-Tewordt

FIG. 1. (Color online) The critical parameter x;; (controlling
the long-range vortex-vortex attraction) as calculated from
Eq. (30), from the Eilenberger equations®®, and from the NT
approach.?? Numerical uncertainties in microscopic calcula-
tions are given by the trust interval (shaded area between the
upper and lower curves). The standard GL result Kk = ko is
represented by the dashed line for reference.
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FIG. 2. (Color online) Boundaries of the transitional (inter-
type) domain for single-band superconductors. The upper
and lower lines represent x;; and k3, given by Eqgs. (30) and
(31), respectively. Symbols show the collection of different
experimental data reported in Ref. 10 and extracted from the
qualitative changes of the magnetization curve M (H), see the
illustrative sketches given in the three small left panels.

tization measured for different x!° (see also the review
in Ref. 17). In experiments changing x was achieved in
led alloys by varying a thallium content and in TaN sam-
ples by nitrogen doping, while remaining in the nearly
clean regime. Reported changes of the field dependence
of the magnetization M (H) are schematically illustrated
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FIG. 3. (Color online) Left panel: the Gibbs free-energy dif-
ference for an isolated N-quantum vortex normalized by N
versus the deviation of the GL parameter dx = k — kg at
T =0.7T. and H = H.. Right panel: the derivative dx y/dT
as a function of the number of the flux quanta N. Dotted lines
display the 7-derivatives of k] and k.

in the left panels in Fig. 2. Inside the transitional domain
M(H) has a jump at H} and a non-zero tail at larger
fields HY < H < H.. The tail disappears at x < k3
and the magnetization acquires the standard type-I ap-
pearance. At k > kj;, the jump in the magnetization
is absent as expected for type II. Such a magnetization
pattern is referred to as type-II/1 in the literature and
the related explanations are usually reduced to the long-
range attraction between Abrikosov vortices,!” which is
true only to some extent and ignores other important as-
pects of the inter-type superconductivity (see the next
subsection).

The critical parameters x5 and xj;, obtained for differ-
ent materials, are shown in Fig. 2 together with theoret-
ical results given by Eqgs. (30) and (31). One sees that
at T/T, 2 0.4 all experimental data for both k35 and &
are almost linearly dependent on T'/T, in excellent agree-
ment with the EGL theory, which can be regarded as a
further confirmation of its accuracy (see Fig. 1).

E. Transitional domain: internal structure

As noted above, the physics of the transitional domain
is commonly restricted to the long-range vortex-vortex
attraction. This, however, contradicts to the observation
that other critical parameters exist inside this domain
with the corresponding changes of admissible inter-type
flux patterns. Moreover, the number of such internal crit-
ical parameters is infinite due to the infinite degeneracy
of the Bogomolnyi point. A comprehensive study of all
possible flux configurations and the corresponding subdo-
mains is beyond the scope of this work. However, as an
illustration we consider a simple example of the states
that generate an infinite set of the critical parameters,
namely, vortices that carry an arbitrary number N > 1
of elementary magnetic-flux quanta (multi-quantum or
giant vortices). Such vortices are known to be unstable
in type-II superconductors but this changes in the inter-
type regime.

—~E 12
i ]
transitional type Il ]
- domain 41.0
single-quantum vortices 1
I attractive at long ranges 1
L 408 K
F multi-quan}:fl_qu}iFfe?_ K
e e 170
K
L S nosingle vortices 106
K type |
= 2
| . 1 1

00 02 04 06 08 10
T/ TC

FIG. 4. (Color online) Internal structure of the transitional
(inter-type) domain [k5(T), j;(T)] as following from analysis
of different isolated-vortex solutions. The subdivision in the
three subdomains is dictated by the presence of critical pa-
rameters k7 x(T") displaying stability of N-quantum vortices
in the interval [x3(T), &1 (T)].

The procedure of solving the GL equations at the Bo-
gomolnyi point for an isolated vortex with an arbitrary N
is outlined in Appendix C. Using obtained solutions, we
calculate the corresponding integrals I and J and then
critical parameters 7 y, that control the appearance of
N-quantum vortices, from Eq. (26). The left panel in
Fig. 3 shows the Gibbs free energy difference for an iso-
lated N-quantum vortex divided by N in order to see its
stability with respect to the decay into smaller vortices.

Figure 3 demonstrates that for large dx > 0 an
Abrikosov vortex (N = 1) has the lowest energy, as ex-
pected in type II. For large negative dx < 0 the Gibbs
energy difference is positive for any N and, therefore,
any isolated vortex is unstable, as expected in type I.
However, when dx ~ 0, isolated vortices with N > 1 be-
come stable. For any value of N there is an interval of
dr’s where By (0k)/N has the lowest value among all the
other isolated vortex states and, thus, the N-quantum
vortex is most stable in this interval. This is further il-
lustrated by the right panel of Fig. 3 which shows the
derivative (tangent) x}’y = drj y/dr as a function of
N. This function decreases monotonously from 7 to k}.
Thus, the appearance of multi-quantum vortex states in-
troduces an infinite set of critical parameters inside the
transitional domain, K5 < -+ < K] y < - < K] o < K]
(k11 = K7), splitting it into an infinite number of subdo-
mains.

In interval k7 < K < kj; the Meissner state is unsta-
ble with respect to the formation of Abrikosov vortices
at fields H > H.1 (Hq1 < H.:). At k < k] an isolated
Abrikosov vortex is less stable then the Meissner state.
However, for k], < £ < k] a single two-quantum vor-



tex becomes more favorable thermodynamically than the
Meissner state at fields H > HN=2, with HY=2? < H,
being the lower critical field for the two-quantum vortex.
We note that the condition HY = H.. defines critical pa-
rameter £7 . At k < K], the energy of both single- and
two-quantum vortices are higher than that of the Meiss-
ner state and thus we arrive at the subdomain where
an isolated vortex with N = 3 becomes most favorable
for H > HN=3. When x decreases further towards &7,
the system sequentially passes through subdomains with
larger and large N. Finally, at £ < &} isolated vor-
tices become unstable for all N and the representation
of the mixed state as a set of weakly interacting vortices
is not applicable anymore. We note, however, that at
K5 < Kk < K; a spatially nonuniform mixed state with a
non-zero penetrating magnetic flux is still possible, fol-
lowing that H. < Ho.

Obtained results are illustrated by a sketch in Fig. 4,
where three sectors are distinguished: the upper one,
where a single Abrikosov vortex represents the only sta-
ble variant of an isolated vortex solution, the lower one,
where isolated vortices are not possible, and the middle
sector, divided into infinitely many parts, where multi-
quantum vortices can exist.

It should be noted that some properties of the mixed
state remain degenerate even at T' < T, at least in this
order of the T-expansion. For example, critical parameter
kj; y that corresponds to changing the sign of the long-
raﬁge interaction between two N-quantum vortices has
the same value kj; for all N (see also the last paper in
Ref. 11).

We stress again that this analysis of the subdomain
structure based on the consideration of isolated multi-
quantum vortices is only an illustration. It is, however,
sufficient to highlight inadequacy of the assumption that
the physics of the magnetic inter-type response is reduced
to the single property of the long-range attraction be-
tween single-quantum (Abrikosov) vortices.

III. MULTI-BAND SUPERCONDUCTORS
A. GL theory of multi-band materials

Before extending the consideration to multi-band su-
perconductors, we have to make sure that the Bogomol-
nyi point does exist here. In fact, its existence follows
from the microscopic derivation of the GL theory for
multi-band materials'®29-30:3! for the most common case
when they do not possess some additional symmetry be-
tween contributing bands. Then superconductivity is de-
scribed by a single-component order parameter W, that
determines all the band-gap functions in the lowest order
in T as

KO —y¢, (32)

where A(©0) — (Ago), o AS&))T is the vector of the band-
_>
gap components, M is the total number of bands, and £

is an eigenvector of a matrix that controls the equation
for T, (referred to as the linearized gap equation).20:30
If a system possesses additional symmetry between the
carrier bands, several such eigenvectors may exist, which
is defined by the dimensionality of the irreducible rep-
resentation of the symmetry group.?223 Thus, what de-
termines the number of the order-parameter components
is the dimensionality of the representation and not the
number of the contributing bands. When no such addi-
tional symmetry exists, a solution of the linearized gap
equation is not degenerate and the system has a single
order parameter associated with the single eigenvector of
the matrix in the linearized gap equation.?°

This order parameter satisfies the standard single-
component GL equation

a4+ b|V2V - KDV =0, (33)

however, its coefficients incorporate contributions of all
bands

a=Y an, b= &by, K= &K, (34)

where a,, b, and K, are obtained for band n. If con-
sidering the clean limit and spherical Fermi surfaces for
each band, these coefficients are given by Eq. (10) with
the band density of states N, (0) and band Fermi velocity
VEn-

The fact that the GL theory is single-component means
that all conclusions of this theory for single-band super-
conductors hold in the multi-band case as well. In par-
ticular, multi-band superconductors follow the standard
picture of two superconductivity types separated by the
infinitely degenerate Bogomolnyi point. One can also ex-
pect that at T' < T, the degeneracy is lifted, giving rise to
the inter-type superconductivity in a finite transitional
interval (domain) of x’s. However, in order to confirm
this, one needs to go beyond the standard GL theory,
now with the account of the multi-band structure.

B. Gibbs free energy difference

As in the single-band case, we start with Egs. (1) and
(2). However, now the Gibbs free-energy difference &
must be calculated using the EGL formalism for multi-
band superconductors.2® Although the EGL approach
applies, in principle, to an arbitrary number of bands,
here we restrict our analysis to two-band systems, where
most of pertinent quantities can be obtained in the ex-
plicit analytical form.

As before, & is calculated by means of the perturba-
tion expansion over 7, which is achieved by expanding
all relevant physical quantities. In particular, the vector
gap function writes as

N 1/2 (Z)(O) LrAW L 2R .), (35)



where X(O) is given by Eq. (32), while X(l) and X(z) are
corrections in the next two orders in 7. The T-expansion
for the magnetic field is given by Eq. (3). The free-energy
density is obtained as?°

f=r2(r7 0D 45O 40 4 ), (36)
where the lowest-order contribution reads

o = <X<0> i X<0>>, (37)

with (---) denoting the scalar product of vectors in the
band space. Here L for a two-band system is given by

1 ( g2z — GN1(0) A

== —912
—912

G g11 — GN2(0)A ) 39

where ¢gnm = gmn are the coupling constants (assumed
real), G = g11922 — g1, and

2eY hw,
Aln< T ), (39)

with w, the cut-off frequency. At the stationary point the
contribution f(—*) disappear due to the (linearized gap)
equation

LE©® —y, (40)

%
which determines T, and the eigenvector & . The next-
order contribution to the free energy density is the GL
functional
B2 -
0 _=_ ( A0)
f 8 * <

b 2
(0))2 nIA0)4 (0)
+ En {anmn |* + 5 AP+ K| D Af |]

(41)

L

X(1)> + c.c.)

The leading correction to the GL functional is obtained
in the form

f(l) _ (% ) [’)
T

+ ((ROIEA®) + ce.)
+ (ROE[RMY + 3§D, (42)

As in the single-band case it is convenient to split the
band-dependent quantities f,(ll) into two parts

O =50 50, (43)

where f;l)l contains only the lowest order contributions
to the band gap and the magnetic field

an o b, e2h? 2
fg,)1 :7|A%0)‘2+2K:n|©A£LO)‘ +£W%Q|A$)|
0B = Qu{[DPAPP + 5 (rot B 1)
42 2 L 2
= NG S EINCIL NG

+ [AP2@ AP e |- AP, (44)
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while f511)2 includes also the leading corrections to the
band gap and the field

5L1)2 =(an + bn|A510) |2) (AEIO)*AS) +c.c.)

Here we use the notation
2e

- (ALDAO* — AL DAD), (46)
C

i, =1
and coefficients Q,, L, and ¢, are calculated for each
band separately, similarly to a,, b, and IC,, discussed
above.

The obtained free energy functional contains addi-
tional terms that are not present in the single-band
case. One extra contribution is found in Eq. (41) mixing

KO with 0. Equation (42) includes two more such

terms: one mixes X(O) with X(Q) and the other reads
(AMIL|AMY. However, both mixing contributions are
zero by virtue of Eq. (40). The last of the extra terms
does not disappear, (A(1)|L|Z>(1)) # 0. Nevertheless, it
can be calculated explicitly without solving equations for
X(l). In order to do this we write the leading correction
to the gap as the expansion

RO =y 477, (47)

where 7 and ? must be linearly independent. Using
Egs. (32), (40), and (47), one finds

=y 5 <
(KWILIAW) = |o[* (77 |L[77). (48)
where ¢ is related to ¥ by a simple algebraic expression?®
G 2 2
¢=——(0AI/+B\I/|\IJ| +I'D \I/), (49)
4g12

with

Q= Zénnnan, B= ngmnbm I'= Zﬁnnn/Cn- (50)

It remains to note that a sum of (B-b)/(47r) and )", f,(llg
disappears as previously in the single-band case. Thus,
in order to calculate ® in the two lowest non-vanishing
orders, we need only to know solutions ¥ and 2 () to
the GL equation (33).

For two contributing bands the eigenvalue problem for
the matrix L is solved analytically and the eigenvector

%
can be chosen as £ T = (§~1/2,§1/2) where

1 A M1\, A2
SA2211+\/(>\22”) +422] (51)
n n n

with the dimensionless coupling constant A, =
gnmN(0), N(0) = >, Ni(0), and 1 = N3(0)/N1(0).
The other vector in the expansion (47) is chosen as




7T = (§71Y2,-8Y2). Then the coefficients that ap-
pear in the final expression for the free energy density
are given by

a:%}+5a2, b—%+s2b2, /cf%h@/@,
:‘LSl Sas, ﬂ—%fszbz, F:%fS/Cz,
c—%—I—S?’cz, Q=%+SQ2, =%+52£27

One more quantity needed to calculate the Gibbs free-
energy difference in Egs. (1) and (2) is the thermody-
namic critical field H.. Its expression differs from the
single-band case. While its 7-expansion is still given by
Eq. (13), with H defined by Eq. (14) and constants a

and b taken from Eq. (52), its leading correction HY has
additional contributions, i.e.,
HY = gO[ - 5 —e-G(a- B)Q] (53)
In the following we also employ the dimensionless quanti-
ties introduced by Egs. (15) and (16), with the difference
that the coefficients are now defined by Eq. (52).
The T-expansion of the Gibbs free energy difference is
defined by Eq. (17), with g(® given by Eq. (18) (with
multi-band coefficients) and with the leading correction

gV = (:\2 = 1) B +e+ G(a—B)Q} +

1 _ _
- |m|2 + 0+ e|@|6 + GO (a— BlY)?)°

1 2
— DV

{|:92x1/| rot%) +>B?|\m2}

+ 4%2 {8 |2 |©\I/| + [T (D*T*)? + c.c.] } .
(54)

As in the single-band case we employ the expansion with
respect to k = k — kg and finally, in the lowest and next
orders in 7, obtain

627’2{—\/515/{—&—7'[(1—64—2@4-@6
x (26 5))T+ (26—~ 20-GF) ]}, (=)

where Z and J are as previously given by Eq. (25). One
notes that in the dimensionless units solutions of the GL
theory for both single- and two-band systems are the
same, which is a significant advantage of the EGL for-
malism.

Equation (55) differs from its single-band counterpart
(24) in two respects. First, the coefficients ¢, £ and Q
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comprise contributions of two bands and so are different
from ¢, £ and Q. Second, there are extra terms < G
which are related to the difference between the spatial
profiles of the band gap functions A,,2° and, thus, to the
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