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Abstract

The study of thin superconducting films has been an important component of the science of superconductivity for
more than six decades. It played a major role in the development of currently accepted views of the macroscopic and
microscopic nature of the superconducting state. In recent years the focus of research in the field has shifted to the study
of ultrathin films and surface and interface layers. This has permitted the exploration of one of the important topics of
condensed matter physics, the superconductor-insulator transition. This review will discuss this phenomenon as realized
in the study of metallic films, cuprates, and metallic interfaces. These are in effect model systems for behaviors that
may be found in more complex systems of contemporary interest.
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1. Introduction

The subject of thin film superconductivity is quite
broad, and if treated in detail would encompass sev-
eral monograph volumes. In this review we will limit
the discussion to the superconductor-insulator transition.
Superconductor-insulator transitions (SITs) in two dimen-
sions, especially those implemented in thin films and inter-
faces, can provide the simplest examples of the continuous
quantum phase transition paradigm[1]. Quantum phase
transitions differ from thermal phase transitions in that
they occur at zero temperature and involve a change of
the ground state in response to the variation of an ex-
ternal parameter of the Hamiltonian. In the example of
the superconductor-insulator transition, this control pa-
rameter could be a parallel or perpendicular magnetic
field, disorder, or charge density. Quantum phase tran-
sitions are studied through measurements at nonzero tem-
perature of physical behaviors influenced by the quantum
fluctuations associated with the zero-temperature transi-
tion that persist at nonzero temperatures. Here we fo-
cus on aspects of superconductor-insulator transitions in
films that are effectively two-dimensional insofar as their
superconducting properties are concerned. In addition to
work on disordered thin films, recent developments such as
the superconductor-insulator transitions observed in the
metallic layer found at interfaces between certain different
insulators, and those associated with the electrostatic tun-
ing of high temperature superconductors will be included.
We will not discuss transitions in either three-dimensional
systems [2] or Josephson junction arrays [3].
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Quantum phase transitions are studied through mea-
surements at nonzero temperature of physical behaviors
influenced by quantum fluctuations. Among other systems
exhibiting quantum phase transitions are 4He adsorbed on
random substrates, two-dimensional electron gases, and
numerous complex, strongly correlated electron materials.
The concept is also relevant to the physics of cold atoms,
which in some instances can serve as model systems for
many condensed matter phenomena[4]. Superconductor-
insulator transitions are of particular importance because
of their connection with the fundamental phase-number
uncertainty relation, which makes them the simplest of
such transitions. Although the subject of SITs might be
considered to be mature, there remain many open issues
resulting from the study of new materials, the application
of new experimental techniques, and the continued exten-
sion of measurements to lower temperatures and higher
magnetic fields. Although there are common observations
in diverse experiments involving rather different types of
materials, there are dramatically contrasting results in
others involving similar materials and similar measure-
ments. In some studies there is a direct transition between
the insulating and superconducting regimes as a function
of the control parameter, whereas in others, there is ev-
idence of the spontaneous appearance of inhomogeneity
near the transition, which may be manifested as an inter-
mediate metallic regime or a breakdown of scaling as zero
temperature is approached. The nature of the insulating
state (or localizing quantum-corrected metallic state) is a
subject of ongoing research. Not all of the magnetic field
tuned SITs exhibit a giant magnetoresistance peak above
the critical field for the SIT and although there has been
progress, there is of yet no consensus as to its explanation
in those circumstances in which it is found. The grouping
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of the various transitions into two distinct groups, bosonic
and fermionic, also appears to be in need of refinement.

2. Disordered Materials and Tuning Parameters

for the SIT

Experiments on various materials with different tuning
parameters do not clearly distinguish between competing
theoretical pictures. Indeed there may be several types
of SI transitions. First, the mechanism may depend upon
the tuning parameter, which can be disorder, electrostatic
charge, perpendicular or parallel magnetic field, surface
magnetic impurities, or dissipation. Second, the mecha-
nism and phase diagram may depend upon the type of
system being investigated, i. e., whether it is an ultrathin
quench condensed amorphous or granular film, an amor-
phous film of InOx, MoGe, Nb0.15Si0.85, or Ta, a poly-
crystalline film of TiN, a monolayer or ultrathin film of a
high temperature superconductor, or a conducting inter-
face separating two band insulators. Third, in the case of
films, the character of the substrate may matter. The na-
ture of the transition could be altered in the presence of a
high dielectric constant substrate such as SrTiO3, or may
depend upon the nature of an underlayer. The roughness
of the substrate may serve as a template for the roughness
of the film, which in turn may control the character of the
transition. Finally another issue is the role of spin-orbit
scattering. Experiments on high-Z elements (a-Bi or a-
Pb) may produce different results from those carried out
on low-Z elements (a-Be or Al), where there is minimal
spin-orbit scattering.

Among some of the phenomena that have sparked con-
tinuing interest in the field are the giant magnetoresistance
peak found in some nearly critical SIT systems, leading in
some instances to what has been called “superinsulating”
behavior at sufficiently low temperatures[5, 6]. In some
systems there appears to be a “quantum metal” in the
limit of very high magnetic fields[7, 8]. A deep analogy
may exist between the insulating regime of some of these
systems and the pseudogap regime of the high temperature
superconductors[9, 10]. Other issues include the possibility
of an intermediate metallic phase between the supercon-
ductor and insulator in some perpendicular magnetic field
tuned transitions[11].

The nature of the insulating regime, apart from the mag-
netoresistance peak, is a critical issue. There is experimen-
tal evidence from a variety of sources that for some, but not
all systems, superconducting coherence may persist over fi-
nite length scales in the insulating regime[12, 13, 14, 15].
The Nernst effect has emerged as a means of exploring the
insulating regime of magnetic field-tuned SITs[16, 17, 18].

The possibility of electrostatically inducing supercon-
ductivity has been demonstrated, allowing the exploration
of behavior that does not depend on possible changes
in morphology associated with different doping or film
thickness[19, 20]. Using electrostatic charging or doping
it is possible to import into the study of the SIT some

of the approaches used in 2D electron gas physics. Very
recent additions to this direction of research have been
the use of electric double layer transistors (ELDTs) em-
ploying ionic liquids to electrostatically gate the SIT of
monolayers[21] and ultrathin films [22, 23] of high temper-
ature superconductors and the gating of superconductivity
at the interface between insulators[24, 25].

3. Theoretical Scenarios for the SIT of Disordered

Materials

Interest in SI transitions arose in the context of study
of the interplay between superconductivity and disorder.
Anderson[26] and Abrikosov and Gor’kov[27] showed that
nonmagnetic impurities don’t affect the superconducting
transition temperature because Cooper pairs form from
extended time-reversed eigenstates, which have disorder
included. On the other hand with sufficient disorder An-
derson localization occurs, and superconductivity will not
develop, even in the presence of an attractive electron-
electron attraction [28]. This leads to the question of
how superconductivity disappears with increasing disor-
der [29, 30, 31, 32, 33, 34]. At nonzero temperatures,
the superconducting phase transition is a continuous phase
transition, so that there are fluctuations. For a transition
suppressed to zero temperature, the fluctuations become
quantum in character and the transition becomes a quan-
tum phase transition.

In two-dimensions (2D) there is added complication as
the superconducting transition at nonzero temperatures
is a topological, or Berezinskii-Kosterlitz-Thouless (BKT)
transition[35]. Furthermore all 2D electronic systems
were initially believed to be localized, even for arbitrarily
weak disorder. This changed with the observation of ap-
parent metal-insulator transitions in strongly-interacting,
high-mobility low-carrier-density MOSFETs[36], although
the “metallic” state in MOSFETs is still under debate.
Superconductor-insulator transitions in 2D are additional
examples in which interactions play a critical role.

There have been four general approaches to explaining
the demise of superconductivity in the 2D limit as a func-
tion of disorder or magnetic field. The first is based on a
perturbative microscopic description of homogeneous sys-
tems and considers the interplay between the attractive
and repulsive electron-electron interactions in the presence
of disorder. In this microscopic description, suppression of
the critical temperature follows from the renormalization
of the electron-electron interaction in the Cooper channel
by the long-range Coulomb repulsion in the presence of
disorder[37, 38, 39]. The amplitude of the superconducting
order parameter is suppressed by disorder, and at a suffi-
cient level of disorder, Cooper pairs break up into fermions,
which localize in 2D. This is the so-called fermionic picture.
The second approach is a boson localization theory. Inside
the critical region, Cooper pair phase fluctuations are im-
portant, and these pairs in some approximation are bosons
[40]. The observation of apparently direct SI transitions in

2



Figure 1: Suppression of superconductivity in amorphous MoxGey
with increasing disorder (Ref. [45]). the solid line is a theoretical fit
as discussed in Ref. [39].

ultrathin films, in the T → 0 limit [41, 42], in part served
to motivate this approach. This will be discussed below.
The third is based on the physics of granular superconduc-
tors. It builds on dissipative models of resistively shunted
Josephson junction arrays, and may have application to
both granular and homogeneous 2D superconductors[43].
The fourth involves percolation[44], which may play a role
in all of the other pictures if the samples are even slightly
inhomogeneous, which is generally unavoidable in the real
world. The message conveyed by experiment regarding
the applicability of various models continues to be quite
mixed and indeed the explanation of some transitions may
involve more than one idea.

As long as the reduction of the transition temperature
is relatively small, the perturbative approach mentioned
above should provide an appropriate representation of the
physics. In the regime where the transition would be
suppressed to zero there will be quantum fluctuations,
and this theory should fail, as such fluctuations are not
included[43]. On the other hand, the reduction of the
mean field transition temperature that is predicted by per-
turbative theory based on the weakening of the screening
of the Coulomb interaction with increasing disorder[39] is
consistent with studies of homogeneous a-MoGe films by
Graybeal and Beasley [45]. (See Fig. 1.)

This scenario would apply to disordered systems, but
might be expected to ultimately break down. Alterna-
tively the scenario could be modified at sufficiently low
temperatures because of the onset of the previously men-
tioned quantum fluctuations. There may be alternate
fermionic scenarios in electrostatically doped SITs where
there is evidence in both disordered systems and in high
temperature superconductors of a dramatic change in the
electronic properties at the SIT. In the case of high tem-
perature superconductors the transition may even involve
changes in the electronic structure. These issues will be
discussed later.

Boson localization theories[40, 46, 47] are closely related
to models used to describe superfluid helium and Joseph-
son junction arrays. Doniach[48] pioneered this approach,
which involves phase fluctuations, in the context of Joseph-
son junction arrays. There is a quantum critical point, and
the ground state can be controlled by disorder or perpen-
dicular magnetic field. An important prediction is that
at the critical level of disorder, or magnetic field, Cooper
pairs move diffusively, leading to metallic behavior in the
T → 0 limit. This occurs only at the quantum critical
point. If one assumes complete duality between Cooper
pairs and vortices[49], this resistance is universal with a
value given by the quantum resistance for pairs, h/4e2.
The physics is related to the universal jump condition in
the finite temperature BKT transition[35].

The first real indication that disorder might drive the
transition temperature down to a low enough value that
quantum fluctuations could be important was the work of
Haviland, Liu and Goldman [41] in which the thickness
variation of resistance vs. temperature R (T ), was studied
in a-Bi films. Bismuth is a semimetal in its usual form, but
is metallic and superconducting under high pressure, or in
thin film amorphous form, which results when it is grown
on substrates held at liquid helium temperatures[30]. The
experiments were performed in an apparatus in which the
films could be grown in situ, with the substrates held at
liquid helium temperatures and in which measurements
carried out in alternation with increments of growth. If
such studies are carried out using substrates pre-coated
with a thin layer of amorphous Ge or Sb, atomic scale
rather than mesoscopic disorder results.

In contrast, films made using a low temperature evapo-
ration technique but without an underlayer of amorphous
Ge or Sb, are granular in that they possess mesoscopic
clusters. They also exhibit a separation between super-
conducting and insulating behavior in the limit of zero
temperature, but the properties of these films differ in de-
tail from those of the nominally homogeneous amorphous
films described above. In particular the dependence of the
resistance vs. temperature can be a nonmonotonic func-
tion of temperature, with the appearance of local minima
in R (T )which deepen as films are made thicker, ultimately
giving rise to a clean resistive superconducting transition
[50]. A detailed theory of this behavior does not exist,
partially as a consequence of large sample-to-sample vari-
ations in behavior due to uncontrolled inhomogeneity. In
the superconducting state of polycrystalline Sn thin films,
Tc was observed to oscillate with thickness[51]. In addition
these oscillations have recently been observed in crystalline
Pb films grown epitaxially[52].

Nominally homogeneous films have been the subject of
considerable study. Curves of R (T ) for a sequentially de-
posited set of a-Bi films grown on a-Ge substrates are
presented in Fig. 2. These resemble renormalization flows
to an unstable fixed point at zero temperature, which for
this particular set of films corresponds to the quantum
resistance for pairs, h/4e2, or 6450Ω/�. This result set
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Figure 2: Evolution of the temperature dependence of the logarithm
of the sheet resistanceR(T ) with thickness for an a-Bi film deposited
onto a 5Å thick layer of a-Ge. The measurements were alternated
with incremental evaporations of Bi. All of the increments of film
thickness including the underlayer were deposited without break-
ing vacuum and without warming above liquid helium temperatures.
Fewer than half of the traces actually acquired are shown. Film
thicknesses that are shown range from 4.36 to 74.27Å. (From Ref.
[41])

the stage for consideration of the SIT as a continuous
quantum phase transition and motivated the application
of Boson physics to the SIT. Unfortunately subsequent
studies of the SIT in other materials indicated that the
critical resistance was not universal at h/4e2. Yazdani
and Kapitulnik[53] in their study of the magnetic field-
driven SIT, suggested that the nonuniversal critical point
resistance could be a consequence of a parallel fermionic
conductance channel at nonzero temperature, a view also
supported by Gantmakher and collaborators[54]. However
this approach does not describe all of the systematics of
the data of Markovic et al,[55, 56] on the magnetic field-
driven transition of quench-evaporated a-Bi films of differ-
ent thicknesses.

Without a duality assumption, and with a realistic form
for the interaction between charges, the resistance at the
critical point is a nonuniversal constant. Experimen-
tally the resistance appears to be sample-dependent but
is within a factor of 2 or 1/2 of the quantum resistance for
pairs[57], although there is work[58, 59] that suggests that
there may be regimes in which the critical resistance of the
magnetic field-driven SI transition may indeed be h/4e2.
In elaborations of the Bose-Hubbard model, the value of

the critical resistance depends on the form of interaction
between charges, and the details of the calculations. (See
for example Refs.[60, 61, 62, 64, 65].) Some of these works
are concerned with including low energy quasiparticle in-
teractions in the theory. These are claimed to be a most
serious aspect of missing physics, and they introduce am-
plitude fluctuations into the description of the transition.

Tunneling experiments on quench evaporated homoge-
neous films of metals similar in preparation to those shown
in Fig. 2 seem to support fermionic rather than bosonic
scenarios [66]. The mean field transition temperature and
the energy gap are suppressed at a fixed ratio as sheet
resistance increases, a phenomenon treated theoretically
by Smith et al.[67]. The energy gap also vanishes on the
insulating side of the SIT of homogeneously disordered
films [68], and on the insulating side of the field-tuned
transition[69]. These studies suggest that amplitude fluc-
tuations and not phase fluctuations drive the SIT. The
reason for this interpretation is that the amplitude of the
order parameter is vanishing with the energy gap in the
insulating regime, which would appear to falsify the Boson-
localization model. On the other hand, contemporary tun-
neling measurements on InOx films indicate the presence
of a gap, but no coherence peak on the insulating side
of the disorder-tuned SIT[70, 71]. This would imply the
existence of Cooper pairs in the insulating regime.

It is essential to reconcile these disparate results. First it
should be noted that quench evaporated films are very dif-
ferent in morphology and chemistry from disordered InOx

films. Second, drawing a conclusion that the vanishing
of the gap in the insulating regime implies the absence
of Cooper pairs should be treated with care as the van-
ishing of the gap feature in superconducting tunneling
could result from other effects such as pair breaking by
disorder[72]. More will be said later regarding the dif-
ferences between disordered films of InOx and TiN, and
quench-evaporated films.

4. Scaling Analyses of Continuous SITs

Because the SIT in many instances appears to be a
direct continuous quantum phase transition, it is of in-
terest to analyze data within that framework. As men-
tioned, the application of the quantum phase transition
(QPT) paradigm to the SIT followed the publication of
the data of Fig. 2. Continuous QPTs are transitions at
absolute zero brought about by changing a parameter in
the Hamiltonian of the system [1, 73]. The quantum me-
chanical ground state changes when the critical point is
crossed. In contrast with phase transitions at nonzero tem-
perature, quantum effects are central to QPTs. In other
phase transitions, although the order parameter itself may
be quantum mechanical, classical thermal order parameter
fluctuations govern its behavior at the relevant long wave-
lengths. In the case of QPTs, the fluctuations themselves
are quantum mechanical. Near a QPT there are diver-
gent correlation lengths, for the spatial, ξ, and temporal,
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ξτ , directions. The latter is associated with a vanishing
energy scale. These lengths depend on the control param-
eter, δ = (g − gc) /gc for the transition. Here g can be
a measure of disorder, magnetic field, or charge, and gc
is the critical value of the control parameter. We then
write ξ ∝ |δ|ν and ξτ ∝ ξz. This defines the correlation
length exponent ν and the dynamical critical exponent z.
The exponents of the correlation length of the quantum
phase transition, ξ, and the dynamical correlation length,
ξτ , are believed to be independent of the microscopic de-
tails of the transition and depend only on properties of the
system such as the symmetry breaking associated with the
transition, the dimensionality of the system, and the range
of the interactions. These determine the universality class
of the quantum phase transition. Physical quantities in the
critical region close to the QPT are homogeneous functions
of the independent variables in the problem.

A key feature of QPTs is the interplay of dynamics
and thermodynamics. As a consequence of this, a d -
dimensional quantum system at finite temperature is de-
scribed in the T → 0 limit as a classical system with the
finite extent of the system in an extra dimension being
given by −~β in units of time, where β = 1/kBT . The
extent of the extra dimension is divergent only in T → 0
limit. What is remarkable is that the universality class of
the quantum transition may be one studied extensively in
some classical context. This also allows for the possibility
of a computational treatment of the quantum mechanical
problem using simulations of the d+z dimensional classical
problem.[1, 73] Disorder on the other hand can change the
universality class of the equivalent classical problem. It is
also not true in general that space and time enter in the
same fashion in the equivalent classical problem. For this
to happen the dynamical exponent, z, must be unity, and
whether or not this happens depends upon the detailed
quantum dynamics of the system.

As mentioned above, the effect of considering T 6= 0
in the statistical mechanics is to force the temporal di-
mension of the problem to be finite. The formal model
used to analyze data at nonzero temperatures is finite-size
scaling[73]. The success of finite size scaling analyses of
the various superconductor-insulator transitions is part of
the evidence for there being QPTs. Scaling can be used to
characterize properties measured at nonzero temperatures
in the regime of critical fluctuations and thus to determine
the critical exponents and universality class of the transi-
tion. The resistance near the transition is of the form:

R = RcF
(

δ/T 1/νz, δ/E1/ν(z+1)
)

(1)

Here R is the sheet resistance and Rc is an arbitrary con-
stant. The function F is system specific. The energy scale
for the fluctuation, Ω ∝ ξ−z

τ is cut off at a nonzero tem-
perature by kBT , defining a cutoff length, LT , given by
kBT ∼ L−Z

T . This gives rise to the first term in the ar-
gument of the function F . The second term comes from
a characteristic length associated with the electric field as

compared with the correlation length. The applicability
of these ideas assumes that there is a continuous and di-
rect SIT. Hebard and Paalanen carried out the first scal-
ing analysis of a perpendicular field driven transition of
InOx films[42]. They found that the exponent product,
νz ≈ 1.2 from scaling with only the first argument of Eq.
1. Later Yazdani and Kapitulnik analyzed the properties
of MoGe films, carrying out both temperature and electric
field scaling[53]. They reported both νz andν(z + 1) and
thus ascertained that z = 1 in agreement with expectations
for systems with long-range Coulomb interactions[74].

For homogeneous films of different types, including
cuprates, there are numerous finite-size scaling analyses of
experimental data for the perpendicular field-driven tran-
sition in addition to the work of Hebard and Paalanen
and Yazdani and Kapitulnik. These include Palaanen,
Hebard, and Ruel [75], Okuma and Kokubo [76], Inoue
et al. [77], Seidler, Rosenbaum and Veal [78], Wang, et al.
[79], Okuna, Terashima and Kokubo [79, 80], Gantmakher
et al. [54], and on the thickness and field-tuned transitions
together, Markovic et al. [55, 56]. These are all consistent
with a quantum critical point. An important caveat is
that the success of scaling by itself and the identification
of the universality class of the transition from the values of
the critical exponents may not elucidate the microscopic
physics of the transition or the nature of the insulating
state.

As an example of the above analysis, we consider data of
R (T, d) for a set of films different from those shown in Fig.
3. Here d is the film thickness which is sufficiently small so
that it limits the mean free path. The normal state (high
temperature) resistance would be an alternative control or
tuning parameter. As is typical of such experiments, at
some critical thickness, dc, R becomes temperature inde-
pendent, while for even thicker films it decreases rapidly
with decreasing temperature, indicating the onset of super-
conductivity. The critical thickness is found by plotting R
vs. d at different temperatures and identifying the crossing
point which is the thickness at which the resistance is tem-
perature independent. Alternatively one can plot dR/dT
vs.d at the lowest temperatures and find the thickness for
which dR/dT → 0. In the quantum critical regime the re-
sistance of a two-dimensional system is expected to obey
the scaling form of Eq. 1, with the in-plane electric field
taken to be a constant.

To analyze the data, we obtain curves of R(d) at var-
ious temperatures. Having determined the critical thick-
ness in the manner described above, we then rewrite Eq.
1 as R (t, δ) = Rc (δt) where t = T−1/νz , and treat
the parametert(T ) as an unknown variable which is de-
termined at each temperature to obtain the best collapse
of the data. Specifically, t is determined by performing
a numerical minimization between a curve at a particu-
lar temperature and the lowest temperature curve. The
exponent product νz is then found from the temperature
dependence of t, which must be a power law in temperature
for the procedure to make physical sense. This approach
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Figure 3: Resistance per square as a function of the scaling variable,
t|d − dc|, for seventeen different temperatures, ranging from 0.14
to 0.5 K. Different symbols represent different temperatures. Inset:
temperature dependence of t. (From Ref. [55])

does not require detailed knowledge of the functional form
of the temperature- or thickness-dependence of R, or prior
knowledge of the critical exponents. A different method
of obtaining critical exponents was also used to check the
consistency of this procedure. A log-log plot of ∂R/∂d|dc

vs. T−1 was constructed. Its slope is equal to 1/νz if
Eq. 1 is obeyed. Exponents obtained this way are essen-
tially identical to those obtained using the first procedure,
within the quoted experimental uncertainty.

The collapse of the data of R (T, d) is shown in Fig. 3.
The exponent-product νz is found to be 1.2 ± 0.2, with
the error determined from the power law fit. This is con-
sistent with theoretical predictions in which z = 1 would
be expected for a bosonic system with long-range Coulomb
interactions, and with ν > 1 in two dimensions. The lat-
ter corresponds to the expectation for a system, which is
disordered, where the Harris criterion in the context of
finite-size scaling specifies that ν ≥ 2/d [81].

When the exponent product was determined using a
similar analysis on superconducting a-Bi films of fixed
thicknesses, with perpendicular magnetic field rather than
thickness as the control parameter, νz = 0.7 ± 0.2 was
found. The fact that the field-tuned transition exponent
product differs from the thickness-tuned, suggests that the
transitions belong to two different universality classes. If
z = 1, this result, with ν ∼ 0.7, would correspond to
the (2+1)D XY model. The notion notes the addition
of a temporal dimension to the 2D model. An exponent
ν ∼ 2/3 corresponds to what is found in various calcu-
lations for the correlation length exponent of the 3D XY
model. The fact that ν ≤ 2/d in this instance suggests a
clean limit.

It is important to note several features of these two SITs.
The transitions are direct in that there appear to be no in-

termediate metallic phases and there is no resistance satu-
ration at the lowest temperatures. This is in contrast with
results reported for other types of systems [22, 82] or what
is found in the case of granular films [50]. It should also
be noted that the films, which have been studied in the
case of the perpendicular field-tuned SIT are very close in
their properties to the insulating regime. Some studies of
a-Pb films [83] have revealed the presence of an intermedi-
ate regime separating the insulating and superconducting
regimes. The reason for this is not known at this time.

Parker et al. [83] also explored an SIT by decorating
quench evaporated a-Pb films with magnetic impurities.
They did not carry out a scaling analysis of this data,
but were able to traverse the SIT. The SIT of a-Bi films
has also been studied in parallel magnetic fields with two
types of samples, those in which superconductivity was in-
duced by electrostatic doping, which will be discussed be-
low, and those which were intrinsic superconductors with
thicknesses close to the critical thickness for the appear-
ance of superconductivity [84]. In both instances exponent
products of about 0.7 were found.

The electrostatic tuning of the SIT gets around the is-
sues of changes of sample morphology with thickness and
possible vortex pinning that could be important in both
thickness and perpendicular magnetic field tuned tran-
sitions. In this approach the level of physical disorder
is in principle fixed, and the outcome is not dependent
upon the degree of vortex pinning. To effect electro-
static tuning of the SIT a field effect transistor geome-
try was employed in which a SrTiO3 (STO) crystal served
as both the substrate and dielectric or gate insulator. A
sequence of a-Bi films was prepared in the incremental
manner described above [19, 84]. These films, once con-
nected, were all insulating with the temperature depen-
dence governed by the 2D Mott variable range hopping
form R = R0 exp

[

(T0/T )
1/3

]

. The last film in this se-

quence had a nominal thickness of 10.22Å. The addition
of electrons to this film using the field effect induced su-
perconductivity as shown in Fig. 4. An important finding
in this work was a crossover from 2D Mott hopping in
the insulating regime to a lnT dependence of the conduc-
tance on temperature in the normal state for films which
underwent a transition to superconductivity at a nonzero
temperature. What was also found is that the coefficient
of the lnT term in the conductance was a linear function
of the charge transfer, as shown in the inset to Fig. 4.
This coefficient is related to the screening of the electron-
electron interaction.

This SIT was successfully analyzed using finite-size scal-
ing, employing the charge transfer ∆n as the control pa-
rameter. This suggests that the electrostatically tuned
transition is a continuous quantum phase transition. In
this instance, the exponent product νz was 0.7 ± 0.1, in-
cluding data all the way up to 1K if the lnT dependence of
the conductance was first removed. This was done by as-
suming that there were two parallel conductance channels,
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Figure 4: Resistance versus temperature at various values of ∆n for
a 10.22Å thick a-Bi film with B = 0. Data are shown from 60 mK
to 1 K. The values of ∆n that are shown, from top to bottom, are
0, 0.62, 1.13, 1.43, 1.61, 1.83, 2.04, 2.37, 2.63, and 3.35x1013 cm−2.
Forty four curves of R(T ) for other values of ∆n are omitted from
the plot for clarity. Inset: slope of lnT vs. ∆n in the normal state.
(From Ref. [19])

one involving weak localization and electron-electron inter-
actions, and the other the critical fluctuations. The fact
that an insulator-metal transition coincides with the insu-
lator superconductor transition suggests that the charge-
tuned SI transition involves electronic phenomenon and is
not associated with the localization of bosons.

5. Metallic Regimes and Electron Heating Effects

Measurements by Mason and Kapitulnik [85], Cherve-
nak and Valles [86], Qin et al. [87], and Seo et al. [11]
support the idea of a metallic regime for certain MoGe
and InOx samples. Gantmakher and collaborators [54] re-
ported a similar behavior. The resistances of films, which
have dropped significantly at high temperatures and ap-
pear to be superconducting, were found to saturate at
nonzero values in the T → 0 limit. This metallic regime,
between the superconductor and insulator, exhibits a re-
sistance much lower than that of the normal state. Chev-
ernak and Valles in their magnetic field-tuned studies refer
to this phase as a vortex liquid[86]. Tewari has suggested
that this is a sharp crossover from a strong superconduc-
tor to an inhomogeneous state, which is a weak supercon-
ductor [88]. Kapitulnik et al. discussed the possibility of
coupling to a dissipative heat bath characterized by a sin-
gle parameter [89]. Dissipation plays a role in phase-only
theories of the SIT of granular superconductors that build
on the physics of resistively shunted Josephson junction
arrays [90]. Dissipation can localize the phase of the sys-
tem, leading to superconductivity [91] an effect reported
for Josephson junction arrays [92]. Mason and Kapitul-
nik also reported that a ground plane in proximity with a

MoGe film seems to promote superconductivity, although
it did not change the dynamical critical exponent as might
be expected with enhanced screening [82]. Vishwanath
et al. have presented a comprehensive theoretical discus-
sion of screening and dissipation. In their work, a ground
plane introduces screening of the long-range Coulomb in-
teraction and provides a source of dissipation due to the
gapless diffusive electrons in the plane [93].

Work on hot electron effects in the parallel field SIT of
a-Bi, suggests that resistance saturation may in certain in-
stances be the result of a failure of electrons to cool below
a characteristic temperature, because ohmic dissipation
heats the system of electrons relative to the lattice [94].
The analysis in this work also raises questions about the
use of electric field scaling as a means of determining the
exponent product ν (z + 1) as demonstrated by Yazdani
and Kapitulnik[53]. The idea is that the nonlinear regime
subjected to electric field scaling competes with electron
heating and for a certain range of parameters is the dom-
inant effect. For other values, heating may be dominant.
The essential feature of the nonlinear response is that the
resistance depends upon current, which at constant cur-
rent, corresponds to a value of the in-plane electric field.
However if heating is the dominant effect and the electron
lattice relaxation effects are weak, which may be the case
at low temperatures, one can use R(T ) as a thermometer.
Then each value of the measured resistance would corre-
spond to an electron temperature. With the refrigerator
temperature held constant, then only effect of increase cur-
rent would be to heat the film’s electrons. One can then
map electric field scaling onto temperature scaling, obtain-
ing the same parameters for the latter as when it is carried
out directly. The success of this procedure suggests that
electric field scaling works for a-Bi films because it is ef-
fectively temperature scaling. Thus it cannot be used to
separately determine ν and z. The question is whether it
is a general result.

As mentioned above, in the limit of zero temperature,
nonlinear transport effects compete with Joule heating,
with material specific properties determining the behav-
ior. The electron temperature varies with power P as
Telectron ∼ P 1/ϑ with ϑ = p + 2 where p is the power
of temperature of the inelastic electron-phonon scatter-
ing rate, τ−1

in ∼ T p. Sondhi et al. [73] have presented a
criterion for the dominance of Joule heating over nonlin-
ear effects which is of the form of an inequality given by
2/ϑ < z/ (z + 1). This criterion arises from an argument
based on dimensional analysis that may omit important
multiplicative factors. Although we do not know z, we can
assume it to be 1 or 2. Then the value of ϑ ≈ 5.56 found
for a-Bi, together with the assumed values of z meets this
criterion and heating would be the dominant effect [94].

Even in the earlier work of Yazdani and Kapitulnik on
MoGe films, in which scaling analyses revealed apparent
value of νz ∼ 1.35 and ν (z + 1) ∼ 2.65, which yielded
ν ∼ 1.3 and z ∼ 1, electron heating may be responsible. It
is known that p = 2 for MoGe so that ϑ = 4. This places
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MoGe in the “marginally dangerous category” in which
both heating and nonlinear effects may be important. In
fact, this value of ϑ implies that V ∼ T 2 resulting in the
direct mapping of electric field scaling onto temperature
scaling as V −1/2.65 ∼ T

−2/2.65
electron . This analysis assumes that

electron heating may be responsible for the apparent elec-
tric field dependence of the resistance. As a consequence,
the experimental support for the widely held belief that
the dynamical critical exponent is unity is actually quite
weak.

In studies of the thickness-dependent SIT of granular ul-
trathin films, a metallic regime is indeed found before the
transition to zero resistance [50, 95, 96]. In contrast with
the results mentioned above, this metallic regime is found
at relatively high temperatures. Das and Doniach[97],
Dalidovich and Phillips[98], and Ng and Lee [99], have
presented theoretical approaches to intervening metallic
phases. Phillips and Dalidovich have reviewed the subject
in a comprehensive manner[100].

6. Insulating Regimes of Disordered Superconduc-

tors

There has been considerable interest in the insulating
regime attained upon the application of a perpendicular
magnetic field. Palaanen, et al. [75], were the first to
report a peak in R (B) above the critical field of InOx

films. The Hall effect also became measurable at values
of field near this field[101]. They suggested this was a
signature of a transition or crossover between Bose and
Fermi insulators and that the order parameter amplitude
was non-vanishing in the insulating regime. More recently
there have been a number of papers confirming and ex-
tending this work[54, 102, 103, 104, 105, 106]. An al-
ternative to the Bose-to-Fermi insulator crossover at this
field is that the insulating regime consists of intermixed su-
perconducting and normal phases. The understanding of
this phenomenon has attracted considerable attention as
Steiner, Boebinger and Kapitulnik have noted the similar-
ity of data on some InOx films to observations on cuprate
superconductors, but with a much larger magnetic field
scale for the latter[9]. They suggested that the insulat-
ing regime of cuprates attained in high fields is a Bose
insulator. The conductivity can actually appear to fall to
zero near criticality at sufficiently low temperatures, as re-
ported by Sambandamurthy et al. [102] for InOx films and
for TiN films by Baturina et al. [103]. The explanation
of this apparent “superinsulating” behavior in terms of a
macroscopic Coulomb blockade in large Josephson junc-
tion arrays [107, 108, 109] has generated significant con-
troversy [110]. Recent work has shown that the switching
between a highly insulating state and a conductive state
may in part be a nonlinear thermal effect [111, 112]. Other
support for the existence of Cooper pairs in the insulating
regime are the measurements of Markovic et al. [113], of
the anisotropic magnetoresistance of films on the insulat-
ing side of the disorder-tuned SI transition, which support

Figure 5: Electronic transport. (A) Transition from insulator to su-
perconductor as a function of thickness of unpatterned a-Bi/Sb films
produced simultaneously with films, which are nano-honeycombed
(NHC). From top to bottom, dBi = 0.57, 0.59, 0.63, 0.65, 0.67, 0.69,
0.7, 0.74, 0.81, and 0.95 nm. There is no deviation in this data from
that in the literature. (B) Similar transition of a-Bi/Sb NHC films
with dBi = 1.09, 1.13, 1.16, 1.17, 1.20, 1.24, 1.27, 1.3, and 1.32 nm
from top to bottom. Lines are guides to the eye. (C) Normalized
magnetoresistance oscillations for one of the NHC films (no. 6) at
three different temperatures. The frustration axis has been normal-
ized by h/2eS, where S is the area of a unit cell (see Fig. 5C). (From
Ref. [13])

the idea that vortices are present. Gantmakher et al. con-
cluded from an analysis of magneto-transport in Cd-Sb
alloys that there may be localized pairs in the insulating
state of this system[114]. Crane et al. [14], reported stud-
ies of the complex AC conductivity of InOx films through
the magnetic field-tuned SIT. The data revealed a non-
zero-frequency superfluid stiffness well into the insulating
regime. Nernst effect measurements on the perpendicular
field driven transition of NbxSi1−x films also suggest the
presence of superconducting coherence in the insulating
regime [16, 17, 18].

One very serious issue has to do with the apparent ab-
sence of a giant magnetoresistance peak in most exper-
iments involving quench-deposited films, whereas one is
found almost always in studies of TiN and InOx. The first
experiment on quench-evaporated films to observe a peak
was that of Stewart et al., who presented results on quench-
condensed a-Bi films patterned with a nano-honeycomb ar-
ray of holes on an alumina substrate [13]. Insulating films
exhibited temperature-dependent resistances and magne-
toresistance oscillations in the insulating regime that were
dictated by the flux quantum h/2e, which were interpreted
as of evidence of Cooper pairing in the insulating regime.
This is shown in Fig. 5.

First we consider a few of the scenarios in which a mag-
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netoresistance peak is found. Shimshoni et al. [115], and
Sheshadri et al. [116], suggested that the SIT is per-
colative. This phenomenology would become applicable
if films were either physically inhomogeneous or, if actu-
ally homogenous, were rendered inhomogeneous by order
parameter amplitude fluctuations [117]. This was found
using a simple model of the disorder-tuned SIT involv-
ing a two-dimensional s-wave superconductor in the pres-
ence of a random potential with varying disorder strength.
It was found that with increasing disorder, the pairing
amplitude became spatially inhomogeneous. In the high-
disorder regime the system would break up into supercon-
ducting islands with large pairing amplitude, separated
by insulating regimes. The essential idea is that with in-
creasing disorder on a microscopic scale the system self-
organizes into a nanoscale granular structure in terms of
a local-pairing amplitude. Related approaches consider
the effect of the magnetic field on inducing islands that
yield a magnetoresistance peak [10, 118]. These scenar-
ios blur the distinction between granular and homogenous
systems, in that homogeneously disordered systems can
self-organize into islands. In this picture, as a system is
cooled, superconductivity is established in two steps. First
the islands become superconducting, without phase coher-
ence between them, and then as the temperature is low-
ered phase coherence and zero resistance sets in. In an
early work of planar tunneling measurement, Barber et al.

showed a non-zero pair amplitude in the insulating state of
granular Pb films[119]. Generalizations of this picture[120]
can in principle explain the observation of nonzero pairing
amplitudes by both planar [70] and STM [71] tunneling
experiments in the insulating regime of nominal homoge-
neous InOx films. An example of this result for planar
tunneling is shown in Fig. 6 in which an energy gap is ob-
served in both superconducting and insulating InOx films.
Presumably experiments in the insulating regime of the
field-tuned SIT would yield a similar result.

Recent experimental works suggest that variations of
thickness on mesoscopic length scales are essential to the
observation of the iconic magnetoresistance peak. The alu-
mina nano-honeycomb substrates resulting in local phase
coherence in the insulating regime shown in Fig. 5 are quit
rough. In contrast, films grown on smooth Si substrates,
which are patterned with a nano-honeycomb of holes do
not exhibit oscillations in the insulating regime [121]. This
result is different from previous observations of oscillations
persisting in the insulating phase of films grown on nano-
honeycomb arrays formed from alumina. The conclusion
was that there are at least two distinct superconductor-
insulator transitions, those in which Cooper pair phase co-
herence manifests itself in the insulating regime and those
in which it does not.

The role of thickness fluctuations on local Cooper pair
coherence and the giant MR peak is supported by the work
of Lin and Goldman [122] and the work of Lin, Nelson and
Goldman [123]. The focus of these works was on a-Bi
films grown on a-Sb underlayers. When thick underlayers

Figure 6: . (a) Normalized tunneling density of states obtained at
T = 0.6K and at different magnetic fields for an insulating InOx

sample, I. Inset: The corresponding magnetoresistance. (b) Normal-
ized tunneling density of states obtained at 0.1 K and at different
magnetic fields for a superconducting InOx sample, S. Upper inset:
The corresponding magnetoresistance for sample S. Lower inset: en-
ergy gap, ∆ versus H for sample I (empty black squares) and sample
S (full black circles), obtained from a fit to the BCS expression for
the density of states. (from Ref. [70])

were used, MR peaks were present. Post-growth atomic
force microscope images indicated that films with thick
underlayers were quite rough on nanometer scales, whereas
films with underlayers with thicknesses less than 1 nm were
smooth. The later did not exhibit MR peaks. This is
detailed in the work of Lin, Nelson and Goldman.

Thickness fluctuations may be a type of disorder which
is responsible for the properties of amorphous InOx films
as well. Atomic force microscope (AFM) images of films
exhibiting magnetoresistance peaks indicate quite rough
surfaces on mesoscopic length scales, films with out a peak
are significantly smoother. Roughness could be interpreted
as effective granularity. Other possible sources of disorder
could be mesoscopic scale fluctuations in the In/O chem-
ical ratio. Recent work by Givan and Ovadyahu [124] ad-
dresses just this issue. A microstructural study of amor-
phous InOx films using high-resolution chemical analysis
revealed spatial fluctuations on mesoscopic length scales of
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the In/O ratio. Thus even films that are amorphous and
exhibit well-behaved transport properties may be effec-
tively disordered by compositional fluctuations on meso-
scopic scales. These in turn can lead to mesoscopic scale
carrier concentration fluctuations, and when superconduc-
tivity is present to strong pairing amplitude fluctuations.
Whether the spatial variation of the In/O ratio correlates
with the spatial variation of thickness fluctuations is an
open question.

The hypothesis that the behavior of InOx is effectively
inhomogeneous as borne out by several tunneling exper-
iments. Also similar issues may arise in determining the
properties of TiN films. The bottom line is that the gi-
ant MR peak and Arrhenius behavior of the resistance
near it may be found in systems in which there are large
fluctuations in the pair amplitude. In some theories they
arise spontaneously, but experimentally they appear to be
helped by thickness and/or compositional variations on a
mesoscopic scale.

7. SITs of Interfacial Superconductors

In recent years the issue of SITs has played a role in the
physics of the two-dimensional electron gases that form at
the interfaces between insulating oxides. These systems
have rich phase diagrams with a variety of ground states,
some of which are superconducting. Furthermore their
properties can be tuned by electrostatic charging [24, 25]
permitting exploration of the quantum phase transitions
between various ground states, such as the SIT.

Thus far there have been two prominent examples of
SITs involving interfaces, between band insulators in the
case of the LaAlO3/SrTiO3 system [24] and between a
Mott insulator and a band insulator in the case of the
LaTiO3/SrTiO3 system [25]. In both instances the inter-
face was formed by vapor deposition of either LaAlO3 or
LaTiO3 on a TiO2 terminated SrTiO3 substrate provided
with a back gate. Thus the substrate serves as the gate
dielectric for the field effect transistor structure. Charge
trapping and hysteresis can occur so care must be taken
in the charging process. Figure 7 shows the field-effect
modulation of the transport properties of the interface.

Caviglia et al. [24] found that R(T ) in the superconduct-
ing regime was consistent with the Berezinskii-Kosterlitz-
Thouless (BKT) behavior expected for a two-dimensional
system [35]. In the BKT picture the resistance above the
transition temperature, TBKT , is given by

R ∝ exp

[

−
bR

(T − TBKT )
1/2

]

(2)

where bR is a constant parameter related to properties of
the vortices, which are material dependent.

They used this model to map out the phase diagram.
From detailed data they showed that that near the range
of gate voltages near the quantum critical point that the
change in the induced carrier concentration, δn2D was a

linear function of the gate voltage, such that δn2D ∝ δV =
V − VC . Here VC is the gate voltage at criticality and
δn2D = n2D−n2DC

where n2DC
is the areal carrier density

at the critical point. Thus the gate voltage could be taken
as the independent variable in the analysis of the quantum
phase transition. The phase transition line in the super-
conducting regime from the scaling theory is then given
by TBKT ∝ (δn2D)

νz
∝ (δV )

νz. Here z is the dynami-
cal critical exponent and ν is the correlation length expo-
nent. From a detailed analysis, of the dependence of TBKT

on the gate voltage, they found the product νz = 2/3, a
value found for scaling analyses on several other systems,
discussed earlier.

Similar studies were carried out by Biscaras et al. on
LaTiO3/SrTiO3 interfaces [25]. This interface differs from
the previous case in that LaTiO3 is an antiferromagnetic
Mott insulator rather than a band insulator. The elec-
tron gas in this instance was shown to extend a few unit
cells into the SrTiO3 layer. Concurrent measurements of
the Hall effect reveal the presence of two types of carri-
ers, which necessitated a complex analysis of the transport
properties. Also the transport in the plane was found to
be anisotropic. Subsequent work by this group involved
a detailed scaling analysis, which yielded in an exponent
product of 3/2 for data in the low temperature limit.

In these works on interfacial superconductivity there
is relatively little discussion or analysis of the insulating
regime. The sheet resistances are significantly lower at low
temperatures than those found for disordered thin films
whose SITs are tuned any of the standard control parame-
ters. If the curves of resistance vs. temperature are not ac-
tivated, then the actual “insulating” regime may be that of
a quantum-corrected metal. Such behavior is often found
when less disordered amorphous films are driven out of
the superconducting state by a magnetic field. Of course
in the zero temperature limit a quantum corrected metal
has zero conductance.

The interface between a superconductor and a band in-
sulator can also show enhanced superconductivity. Al-
though not directly related to the SIT, this phenomenon
is an example of the great scientific opportunities that
the study of interfaces can provide. A monolayer of FeSe
grown on SrTiO3 exhibited a Tc > 100 K while bulk FeSe
has Tc = 8 K[125]. The critical temperature of the film is
both larger than any other Fe based superconductor and is
the only example of a maaterial that is not a cuprate with
a critical temperature above the boiling point of liquid ni-
trogen. Measurements of the band structure show a single
unit cell film to be heavily electron doped compared to the
bulk[126]. Coupling to the SrTiO3 oxygen phonon modes
was proposed as a possible mechanism for the enhanced
Tc[126]. The bosonic modes driving up on temperature
the superconductivityin FeSe would then be spatially sep-
arated from the FeSe layer. In this instance the underling
mechanisms for superconductivity in the bulk and at the
interface with SrTiO3 are certainly different.
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Figure 7: Field-effect modulation of the transport properties of a LaAlO3/SrTiO3 interface. (a) Measured sheet resistance as a function of
temperature plotted on a semi-logarithmic scale, for gate voltages varying in 10-V steps between -300V and -260 V, 20-V steps between -260
V and 320 V, and for -190 V. The dashed line indicates the quantum of resistance RQ. (b) The same data plotted on a linear resistance scale.
(From Ref. [24])

8. SITs of High Temperature Superconductors

Electrostatic tuning is perhaps the simplest approach
to studying the phase diagram of high-temperature super-
conductors and in particular traversing the SIT in such
systems. Because the subject of electrostatic tuning is in
its infancy, we will restrict our discussion to a brief ac-
count of recent results. The approach has the promise of
simplifying the study of such systems and perhaps settling
questions whose answers remain controversial. The key
to success in this arena rests on two developments. The
first is the ability to produce high quality ultrathin films
of the cuprates by molecular beam epitaxy or high pres-
sure oxygen sputtering. The second is the replacement of
gating using a high dielectric constant crystal as both a
substrate and a gate insulator with gating using ionic liq-
uids. Using SrTiO3 substrates, charge transfers of order
1013 carriers/cm2 are possible. With ionic liquids levels of
charge transfer in excess of 1015 carriers/cm2 have been
realized. This level of charge transfer in principle would
allow exploration of the full range of behaviors in the phase
diagram.

Ionic liquids are liquid compounds at room tempera-
ture composed of ionic molecules, similar to molten salts.
When incorporated in a field effect transistor configuration
and gated, positive ions diffuse towards the negative elec-

trode and negative ions to the positive electrode. Electric
double layers form at the electrodes and behave as capac-
itors with nanometer separation between the ions and the
induced charge. This nanometer spacing is what is respon-
sible for the large areal charge transfer but this requires
charging at a temperature where the ions are mobile. Typ-
ically a temperature somewhat below that at which solid-
ification begins is chosen to suppress chemical reactions
with and degradation of the electrode (cuprate). Because
the induced charge at the electronic double layer occupies
a thickness the order of the Fermi length in the material,
it is important that the material to which charge is be-
ing transferred be a very thin. If it is not, then although
one may be able to alter the charge near the surface, the
deeper lying layers will be unmodified and the proximity
effect will come into play greatly restricting the extent to
which the properties of the film can be modified.

Exploiting such large charge transfers, this approach
has been used to tune the SIT of La2−xSrxCuO4 (LSCO)
[21], of YBa2Cu3O7−x (YBCO) [22] and more recently,
that of oxygenated and superconducting La2CuO4+δ

(δ−LCO) [23]. In each of these studies the ionic liq-
uid N, N-diethyl-N-(2-methoxyethyl)-N-methylammonium
bis(trifluoromethyl sulphonyl)-imide (DEME-TFSI) was
employed. Parenthetically, the use of electrochemical tech-
niques to control the electronic properties of materials is
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Figure 8: Superconductor–insulator transition driven by electric field. (a)Temperature dependence of normalized resistance r = R2(x, T )/RQ

of an initially heavily underdoped and insulating film. Here x is the number of carriers per Cu. The device employs a coplanar Au gate and
DEME-TFSI ionic liquid. The carrier density, fixed for each curve, is tuned by varying the gate voltage from 0V to 24.5V in 0.25V steps;
an insulating film becomes superconducting. The inset highlights a separatrix independent of temperature below 10 K. The open circles are
the actual raw data points; the black dashed line is R2(xc, T ) = RQ = 6.45kΩ. (b) The inverse representation of the same data, that is, the
rT (x) dependence at fixed temperatures below 20 K. Each vertical array of (about 100) data points corresponds to one fixed carrier density,
that is, to one rx(T )curve. The colors refer to the temperature, and the continuous lines are interpolated for selected temperatures (4.5,
6.0, 8.0, 10.0, 12.0, 15.0 and 20.0 K). The crossing point defines the critical carrier concentrationxc = 0.06 ± .01, and the critical resistance
Rc = 6.45 ± 0.10kΩ. (c) Scaling of the same data with respect to the variable u = |x− xc|T−1/νz with νz = 1.5. For 4.3K < T < 10K, the
discrete groups of points collapse accurately onto a two-valued function, with one branch corresponding to x larger and the other to x smaller
than sxc. (Adapted from Ref. [21])

actually not particularly new, having been first done by
Brattain and Garrett [127] in the 1950s. Its first use to
control superconductivity was by McDevitt and collabora-
tors [128] about 20 years ago. Here we will focus on the
work of the Bozovic group on LSCO.

The work on LSCO involved the synthesis of epitaxial
films that were one unit cell in thickness. This one unit cell
thick film was grown on top of a buffer layer of insulating
LCO. Many curves of R(T ) at different gate voltages were
recorded and the SIT was traversed with detailed enough
data to carry out an accurate scaling analysis. Figure 8
shows the result of the study of an underdoped and insu-
lating film.

These remarkable experimental results are at first glance
consistent with the predictions of the bosonic picture in a
form in which the insulating regime is the electromagnetic
dual of the superconducting regime. The fact that the crit-
ical resistance is h/4e2 would seem to support this view.
Also the exponent product νz > 1. Together these would
imply the presence of Cooper pairs on both sides of the
quantum phase transition. The authors claim that this
critical resistance is found only when the film thickness is
precisely one unit cell.

There are several reasons to approach such a conclu-
sion with caution. First the scaling analysis only involves
data down to T = 4.3 K, and there are indications of local
minima in the resistance vs. temperature at the lowest
temperatures. This implies that the scaling might break
down at lower temperatures than those of these measure-
ments. Second, it is hard to visualize a scenario in which
the interaction energy between Cooper pairs is logarith-
mic in their separation, which would be the charge coun-

terpart of the vortex interaction energy being logarithmic
in the separation of vortices. Third, in studies of the SIT
of four-unit cell thick δ-LCO films there is a clear signa-
ture at high temperatures in the Hall effect that is found
at charge transfers identical to those corresponding to the
SIT in that system [23]. This implies that the transition
is electronic in nature. It is of course possible that the
ionic liquid charge tuned SITs in LSCO and δ−LCO are
different. Finally, in some systems, it has been reported
that ionic liquids can favor the formation of oxygen va-
cancies, which can effectively act as chemical rather than
electrostatics doping[129].

9. Open Questions Relating to the SIT

We have briefly reviewed the major results relating to
the SIT in two dimensions, including interfacial systems
as well as high temperature superconductors in addition
to the consideration of nominally homogeneous disordered
thin films. Despite a long history it is clear that there
are many open questions relating to the SIT. These in-
clude, but are not limited to the following: What different
physical models govern the various SITs of drastically dif-
ferent materials with different tuning parameters, which
can have different exponent products and different crit-
ical resistances? Although there has been considerable
progress there is still a question as to why the insulating
states of various transitions are so very different. What
is the correct theory of the ubiquitous large magnetoresis-
tance peak? Is this phenomenon one in which there are
localized Cooper pairs in an essentially homogenous sys-
tem, or in particular is disorder on a length scale greater
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than atomic scales necessary for such a peak? Under what
conditions is an intermediate metallic regime, or a two-
phase regime a feature of a particular SIT? Finally, how
does electrostatic tuning of the carrier concentration differ
from chemical tuning? A comprehensive review of the SIT
problem with a more detailed discussion of the theories as-
sociated with the behavior of disordered superconductors
is that of Gantmakher and Dogolpolov [130].

Finally, although the work described in detail here has
no direct bearing on the issue of raising the superconduct-
ing critical temperature, some of the procedures employed
may have relevance. Certainly ionic liquid gating may fa-
cilitate the search for new superconductors through by-
passing the complexities of chemical doping for which a
separate sample is required for each doping level. Also
interfacial stuudies may be an important route to high
critical temperatures with the work on FeSe serving as an
existence proof for the concept [125]. In some manner this
could lead to a realization of the ideas of Ginzburg and Lit-
tle in which a conductive layer derives its superconducting
nature from a separate layer or layers in intimate contact
with it [131].
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