Commun. math. Phys. 18, 127—159 (1970)
@© by Springer-Verlag 1970

Superstable Interactions
in Classical Statistical Mechanics

D. RUELLE
LH.E.S. Bures-sur-Yvette, France

Received March 11, 1970

Abstract. We consider classical systems of particles in v dimensions. For a very large
class of pair potentials (superstable lower regular potentials) it is shown that the correlation
functions have bounds of the form

Q(xla "'sxn)éé"'

Using these and further inequalities one can extend various results obtained by Dobrushin
and Minlos [3] for the case of potentials which are non-integrably divergent at the origin.
In particular it is shown that the pressure is a continuous function of the density. Infinite
system equilibrium states are also defined and studied by analogy with the work of Do-
brushin [2a] and of Lanford and Ruelle [11] for lattice gases.

0. Introduction

A number of papers have been devoted to the study of the thermo-
dynamic limit (infinite volume limit) in the statistical mechanics of
classical systems of particles in v dimensions. Fairly satisfactory results
have been obtained for the thermodynamic functions: existence of the
limit, convexity (stability) properties, and the equivalence of the various
ensembles . For other problems (continuity of the pressure as a function
of specific volume, study of correlation functions) the results are less
satisfactory due to a technical difficulty: it is hard to exclude large
fluctuations of the number of particles in a small region of space. It is
true that if many particles are put in a small region 4 of space their
repulsion will lead to a large positive potential energy (and therefore
to a small probability in the grand canonical ensemble), but it is difficult
to estimate the interaction energy of the particles in 4 with the neigh-
bouring ones. In the present paper we solve the technical difficulty just
mentioned and study some consequences of the solution.

! See the pioneering work of Van Hove [15], Yang and Lee [16] and the articles of

Ruelle [13], Fisher [5], Griffiths [7]. For a general exposition and further references see
Ruelle [14].
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We shall assume that the interaction between particles is given by a

pair potential @ 2, i.e. the energy of m particles located at xi, ..., X,, 18
UXg, os X = Y. P(x;—x))
i<j

where @ is a Lebesgue measurable function which satisfies @(x) = &(—x)
and which may take real values and the value + co. In order to have a
system with thermodynamic behaviour, we assume that @ is stable,
i.e. there exists B =0 such that, for all m, x,,..., X,

Ulxg, ..oy X) = —mB.

If @ is of the form ¢ = @'+ ¢” where ¢’ is a stable pair potential and @”
is a positive continuous function with @”(0) > 0, we say that & is super-
stable®. The reader may convince himself that stable potentials which
are not superstable are in a sense exceptional: in fact the only case of
interest is @ = 0. If A is a fixed bounded region of IR*, and @ a superstable
potential there exist 4 >0 and B=0 such that for all m and all
X1y ey Xy €A,
U(Xys e Xp) = Am*> — Bm.

We say that @ is lower regular if there is a positive decreasing function ¢
on [0, + 00) such that

fertdte)< +ow
4]
and for all xeR’

P(x)Z — (X))

We summarize now in two theorems the main results of Sections 1-4
of the present paper

0.1. Theorem *. Let @ be a superstable and lower regular pair potential,
let A be a bounded Lebesgue measurable region in R®, and let

Zn

oo
— —BU(x1,..-,%xn)
4 n;) 5 fdxy...dx,e

be the grand partition function at activity z.

2 Actually, a weaker assumption is made in Sections 1 and 2.

3 A slightly less restrictive definition is given in Section 1.

4 See Proposition 2.6 and Corollary 2.9. Part (a) of the theorem is an easy result for
positive or hard core pair potentials (see [14], Exercise 4.D). Part (b) had been proved by
Dobrushin and Minlos [3] for pair potentials which are non-integrably divergent at the
origin.
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(@) Define the correlation functions by

(e8] Zn
0alxys - Xy=2"1Y ———— dXppyq ... dx, e PUCL03)
T =~ (n—m)! Anj-m " g

There exists a positive constant &, independent of A, m, Xy, ..., X,,, Such that

Q4(X1s o, xS E.

(b) Given A >0, there exist g> 0 and d = 0 such that if A is any bounded
Lebesgque measurable subset of R® with diameter L= A, then the grand
canonical probability of finding more than m particles in A is less than

mZ
eXp| —4 +dm].
The probability in question is
0 © Zn+p
z7ry y py [ odxy.dx, [ dx,ip...dx,,,e PUEsoomen)
n=mp=0 D' (Undr (AV4)P

0.2. Theorem °. Let ® be a superstable and lower regular pair potential.
(@) Let A be a parallelepiped with sides a,...,a" and volume
Al=da'...a". If a',...,a"— oo, then |A|"*logZ tends to a finite limit
Bp (p is the thermodynamic limit of the grand canonical pressure).
(b) Assume that
fax|l—e ?®¥ < + o0

then, the pressure p defined in (a) is a continuous function of the density

0
0=pz 6—p (inside of its interval of definition).
zZ

In Section 5 we study the infinite volume limit of correlation func-
tions. One does not expect that this limit will be unique (because of the
possible occurrence of phase transitions), but the following result is
obtained.

0.3. Theorem . Let ® be a superstable and lower regular pair
potential,; assume that
[dx[l—e™#*¥ < 4+ 0.

5 See Theorem 3.3 and Theorem 5.3. Part (b) of the present theorem was known in the
extreme cases of pair potentials bounded from above (Ruelle [13]) or very repulsive at the
origin (positive or hard core: Penrose and Ginibre [6]; non integrably divergent: Dobrushin
and Minlos [3]). An attempt at bridging the gap between the two cases started the work
presented in this article.

6 See Theorem 5.5 and Corollary 5.3.

9 Commun. math. Phys., Vol. 18
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Let (A) be a sequence of bounded Lebesgue measurable regions of R,
tending to infinity in the sense that for every bounded A there exists ny,
such that AC A; if jz ny. Then one can choose a subsequence (Ay) of (A)
such that

,}ijlgoQA;’((xh L] xm) = Q(xla LR xm)

uniformly on the bounded subsets of (R")". The infinite volume correlation
functions obtained as limit satisfy the Kirkwood-Salsburg equations

B L Pxi—x) »© 1
(X1 .y X)) =2z€ =2 Y Fjdmer1 e dXopsy
n=0 *

n
[T (e #OCm+i==0 — 1} 0(x35 ..cs Xpptn) -
Jj=1

The other results of Section 5 are of a less elementary nature and are
only outlined here. A concept of infinite volume equilibrium state is
introduced. Such a state may be described by correlation functions
satisfying the Kirkwood-Salsburg equations. It may also be described
by a probability measure u (on a suitable measurable space &) satisfying
“equilibrium equations” of a type already known for lattice systems
(Dobrushin [2a], LL.andford and Ruelle [ 11]). The set X of (infinite volume)
equilibrium states is non empty, convex and compact’ and a Choquet
simplex®. The last statement means that every equilibrium state may,
in a unique manner, be decomposed into extremal equilibrium states.
If this decomposition is non trivial for a pure thermodynamic phase we
have an example of symmetry breakdown®. Let X, be the set of equilibrium
states which are invariant under the effect of translations of IR”. This set
is non empty, convex, and compact. It is again a Choquet simplex and
this fact has the physical interpretation that every invariant equilibrium
state has a unique decomposition into pure thermodynamic phases.

For sufficiently small activity, £ consists of just one point. In that
case the thermodynamic limit of the correlation functions is unique *°.
In general from every sequence (4,) of bounded regions of R tending to
infinity one can extract a subsequence such that the corresponding
correlation functions tend to some point of X .

7 With respect to the topology of uniform convergence on compacts of the correlation
functions.

8 See for instance Choquet and Meyer [2].

9 For a discussion of these concepts, see [ 14] Chapters 6 and 7, Lanford and Ruelle [11].

0 This was known, see for instance [14] Section 4.2. References are given in [14]
to the original papers of Ruelle and Penrose. The author has recently become aware of
earlier work (for positive potentials) by Bogoljubov and Khatset [1].

1t This may not give all points of Z. One can however get all points of X by introducing
suitable “boundary effects”, namely by prescribing suitable distributions of particles outside
of the A,.
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1. Conditions on the Interaction

For all integers m=0 and all x,,...,x,€R’, let U(x,...,x,)eR
w{+o0}; U is thus a function on ) (R’Y". We say that U is an interaction

m
if it satisfies the following conditions.

(I,) Measurability. For eachm,(x, ..., X,) = U(xy, ..., X,,) is Lebesgue
measurable.
(I,) Permutation invariance.

Ui,y 0%, )= UXy, ooy X,)

for every permutation (1, ..., m)—>(iy, ..., i)
(I5) Translation invariance.

Uxy+a,...x,+a0=U(xy, ..., x,)

forallaeR.
I If y4p..s y,€R and Ulxy, ..., x,,) = + 00, then

U(X’l’ "'7xm’y1""’yn): +00.

(Is) Normalization. If m=0 or m=1, then U(xy,..., x,)=0.
We say that the interaction U is stable if it satisfies the condition
(S) There exists B=0 such that for allm, x,, ..., X,,,

U(xqy..., X,) = —mB.

Let 0<deR For every r e Z® we define a cube
o1 . o1
.@(r)={erR”:<r'— 7>/1§x‘<(r‘+ 7)1}.

These cubes form a partition of IR”. If X e (IRy", we let n(X,r) be the
number of points of the sequence X =(x,, ..., x,,) which belong to 2(r).

A condition stronger than stability is the following

(SS) Superstability. There exist A>0, B=0 such that if & is a finite
subset of Z" and

Xis oo Xy € Upea 20}, X =(Xq, .05 %)
then
UX)z Y [An(X,r*—Bn(X,r)].
re®

Notice that a positive interaction is stable, that the sum of two stable
interactions is stable, and that the sum of a stable and a superstable
interactions is superstable.

9%
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We write
X:(xb"'axm)a Y:(yl""iyn)a

XY =(X1, i Xogs Y1y ooes Vi) -
Let W(X, Y) satisfy

UXY)=UX)+UT)+WX,Y),
WX,Y)=+00 if UXY)=+oo.

In view of (I,), (I,), these conditions determine entirely the function W:
(Z (IR“)'") x (Z (IR”)"') —»RuU{+00}.

If reZ', we let |r| = sup|ri|. We say that the interaction U is lower
i

regular if it satisfies the following condition
(LR) There exists a decreasing positive function ¥ on the positive
integers such that

Y P < +oo.

reZy

Furthermore if #, & are finite subsets of 2’ and

Xiseoos X €U 2(F), X =(X1,..0s Xp)

Vis eees yneusey”@(s)a Y=(y17---9yn)
then
1 1
WX, Y)z-) > Pls—r) 5n(X, ) + En(Y, s)?|.

re# se&

We mention without proof the following easily verified result.

1.1.-Proposition. The conditions (SS) and (LR) are invariant under
linear transformations of R® (in particular they are translation invariant
and independent of the choice of 1).

We indicate now criteria under which (S), (SS), (LR) hold for inter-
actions associated with pair potentials. A pair potential is a Lebesgue
measurable function @ :R’'—>RuU{+ o0} such that &(—x)=P(x); an
interaction Uy, is defined by

Uq;(xl, ceesy Xn) - Z @(Xj - X,) .
i<j
Clearly Uy = 0 if @ = 0. We say that @ is stable (resp. superstable, lower
regular) if U, satisfies (S) (resp. (SS), (LR)). Propositions 1.2, 1.3, 1.4
below give criteria for stability, superstability and lower regularity. For
proofs, see [14], Section 3.2.
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1.2. Proposition. (a) If &' is the Fourier transform of a positive
measure with finite total mass, then @' is stable.
(b) If " is continuous =0 and ®"(0)> 0, then @ is superstable.

In particular if @ > @', then @ is stable 2. If @ is stable, then ¢ + &”
is superstable.
1.3. Proposition. Let ¢ [0, + c0)—>1R be positive, decreasing, and let

e tdtet)< +o.
0

If ®(x)= —o(x|) for all x, then & is lower regular.

1.4. Proposition (Dobrushin, Fisher, Ruelle). Let 0<d; <d, <+
and let
(plz[O,d]—>Ru{+oo}, (P2:[d2, +OO)—)IR

be positive, decreasing and such that

dy 0
fe-tdte()=+00, [ 'dte,()<+o0.
0 da

If the pair potential ® is bounded below and satisfies
P(x)z (X)) for Ix|=d,,
P S @,(x) for |x|2d,

then @ is superstable and lower regular.

2. Probability Estimates

In this section we shall obtain bounds on the correlation functions
and other quantities of interest (probability estimates). We assume that
the distribution of X is given by the grand canonical ensemble and that
the interaction U is superstable and lower regular.

Let A be a bounded Lebesgue measurable subset of IR” with measure
|A]>0, let U be a stable interaction and let $>0, z>0. The grand
canonical probability measure is defined on Y A" by its restriction

nz=0
ZYI
z ! py e FUGLxn) dx | dx, 2.1
to every A"; here
z" _
Z= X [dxy ... dx,e fUG1m), 22)
nz0 ©oAn

12 There exist stable potentials which are not of this type (S. Sherman, private com-
munication).
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The convergence of Z is ensured by the stability of U. The probability
estimates (Propositions 2.6 and 2.7) will be preceded by technical results,
Propositions 2.1 and 2.5.

Given a >0, we can choose an integer P, >0 and for each j= P, an
integer [;> 0 such that

[.
L (14 20)

r <a. 2.3)
We use the notation '3 ] .
|r| = sup|rf, 24
Ul={reZ':irM=1}, [kK\I=L[KN\UT, 2.5
Vi=QL+1y. (2.6)

2.1. Proposition. Let A>0, B=0, and let ¥ be a decreasing positive
function on the positive integers such that

Y ()< + 0. .7

rezZv

If o is sufficiently small one can choose an increasing sequence (;) such
that w; = 1, w;— o0, and fix P > P, so that the following is true.

Let n(-) be a function from Z’ to the integers =0. Suppose that there
exists q such that q = P and q is the largest integer for which

> onzy,V,. 2.8)
Then reldl
— Y MR —Ba(]+ Y Y (s P + ()
re[g+1] relg+1] s¢[q+1] 2 2
s - % Y n@). @9)
We choose a such that relg+1]
[ #0r] x [0+ 322 1] 5 % 2.10)

There exists an increasing function y on the positive integers such that
wzl, limy@)=+oo, 2.11)

pU+1) _ 141
v T 1

13 The inverted slant (\) denotes set difference.

(2.12)
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and
Y () P(rh < + 0. 2.13)

reZ”

[Choose p* satisfying (2.11) and (2.13), then let v be the largest function
<y* satisfying (2.12).] We define ;= y(l)), thus

g Pirn s oy gy (2.14)

¥; lj
The choice of P is made so that Lemma 2.4 below holds. Before proving
the proposition we introduce the definition

Y= sup P(s—rh=PUgsn+r1—lgr1+1) (2.15)

refg+ 11, séfg+k+ 1]
and we state a few lemmas.
2.2. Lemma. Let the conditions of Proposition 2.1 be satisfied by n(-)
and q, and let k =0, then
(a) Z n(S)Z é(wq+k I/q+k_ lpq I/41)7
selg+k\q] -
(b) if ¥, is defined by (2.15)
:

k=1 selg+k+2\g+k+1]

n(s)? < Z (P — Pis 1)1Pq+k+2 Vorisz-
k=1

(a) follows from the fact that g-is the largest integer for which (2.8)
holds; (b) is obtained, using (a), as follows

©
¥ Z n(s)*
k=1 sefg+k+2\g+k+1]
= (¥ — s o) Z n(s)*
k selg+k+2\g+2]

(P —Yisn) (lIIq+k+2 Vq+k+2 — Py Vq)

=

IA
s Tps Ths

IA

(P — Pis 1)wq+k+2 V,1+k+2 .

=
]
",

2.3. Lemma.

Y11 Vit v 1
(a) —F—— =(1+3a)"",
vV
(b) Yir2 Vi — 9,V <(1+30)2*2 1.
w;V;
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(c) Letk=1,then

Yo+x+2 I/;1+k+2 <[ot_1 1 v+1
— =< +o)(1+3a .
Ypsrs1 = lger + D Rlovrsr — 2141 +3) ( ( 4

Proof of (a).

Yi+1 Vet < Lisg (2L44+1 v< livs v+1<(1+3(x)v+1
vV, T 20 +1 =\ L = '

J

(b) follows from (a). Proof of (c).

Yy+r+2 Vq+k+2
Yganr1 = lgrr F D Qlpyps 1 =214 +3)
o s Clnt D
=Tl 1+ 1 ey —20es +3)
( livitz )v+1=( lyvrr2/lgvns s )v“
l g1

+k+1“l l_lq+1/lq+k+1

< (T_i(l%j)m — Lot 4+ @) (1 +30)]"+

lIA
IA

1430 V'
1—(1+a)7*

24. Lemma. If P> P, is sufficiently large, we have

@ Y we=g

sifs|>lgv1—1g

< A
(b) Z (Pr— Vi 1)1Pq+k+2 Vq+k+2 < 2
k=1
1 2B? A
(©) @Aquqz(—A +—8—) Vyrs-
We have

1
QI+ =|1+ .Zl @i+ -@j- 1)”)} v

[
22 l((2j +1—-2j-1)) 7 v()

jl2sj

A

=4 Y (@+0-@i-1)w()

FU2Eist

<4pO+ 3 @+ 10— - 1))
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Therefore
> [P0~ PO+ D () @1+ 17

© 1
<4 ) [PO-P0+1D1{vO+ 21 @+1-@j— 1)”)w(f)]
=0 j

i=

i

490 PO+ T @+ 17~ 7= 1) 90 ¥0)

J

=43 p(r) P < + 0. (2.16)
rezv
Since g 2 P, when P— o0 we have g— oo and [, ; — [, — oo, proving (a).
Using (2.16) we have also

Y (P P ) Wlrer = lows + 1) Clywnes = 2gas +3)
k=1

= Y [PO-?0+ 1y @EI+1)7-0.

I=lgsa—lg+1+1
This, together with part (c) of Lemma 2.3 proves (b). The sequence y;
increases and tends to infinity, therefore (c) holds as soon as

16 B>
ng < A2

+1) (1+3a).

We come now to the proof of Proposition 2.1. We notice first the
inequality

A
[}: ‘P(lrl)] (Pgr2Ver2 =W VIS .Y, .17

which follows from Lemma 2.3 (b) and (2.10). Let us write

Y Y P(s—r) [n0) +n(s)*]

relg+1]1 s¢[g+1]

= 2 n@? ) Pls-m+ Y s Y P(s—r)

refg+ 1\g] sé[g+1] selq+2\g+1] refg+ 1]
+ Y n@? Y, Pls—rh+ Y Y n(s P(s—r).
relq) s¢lq+1] relg+1] s¢lq+2]

Using (2.15), this is

é[gj Y’(Irl)] 2 )’

se[g+2\q]

+[ Y Y’(s)} Y o)+ V. k§1 v, Y n(s)?.

Hsl>lge1—1lg relql selg+k+2\qg+k+1]
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Applying now first Lemma 2.2 (a), (b), then (2.17) and Lemma 2.4 (a), (b)
we obtain

Y 2 Pls=1D[n) +n(s)’]

refq+ 1) s¢fg+ 1}

= q+2Vg+27 ¥q'yq
<[; ‘I’(Irl)](w v2Vera— 0, V)

+[ z T(lsl)} Z ”(T)Z+I/q+1 kZI(Tk_lPkH) Yo+rt+2 Vot

i >1g41—1q relg+1]
A A
s vVt Y. [n(rY+1].
re[q+1]
Therefore

-y [lAn(r)Z—Bn(r)

refg+ 1] 2

£ Y S s 07 + 5]

relg+1] se¢lg+1] 2
3 A A

S- 3 |lSAner-Bao)- gl g @
re[g+1] 8 8 8

We use now the inequality

2B A
< =7 il 2
= 22+ 2o

and then (2.8) and Lemma 2.4 (c) obtaining

- ) [iAn(r)Z—Bn(r)——i}+ —jg—tquq

re[g+1] 8 8
1 2B* 4 A
< - = An(r)? — -+ oy, W
= ,5%1]{4 " 8}+ g Vel
1 2B* A

Proposition 2.1 is proved by (2.18) and (2.19)

2.5. Proposition. Let the interaction U be superstable and lower
regular.

(@) Given X =(xy, ..., X, ...), suppose that there exists q such that
q= P and q is the largest integer for which

YnX, rPzy,V,. (2.20)

relq]
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Let X' =(x}, ..., x;) consist of the points of X contained in [gq+ 1], and
X" =(x1,..., Xpw, ...} be the complementary subsequence of X. Then,

putting C = %A(l +30) 7" we have
-U(X)-W(X', X")
1
S—=A4 Y nX, Y =Cypi Vi (221)

refg+1]

(b) Let X =(xy, ..., X,, ...) satisfy
Y X, P SV, (2.22)

refjl

when j> k. Then
Y P aX, P S (1430 Y [PO-PI+D]Ip()@I+1)y. (223)

réfk] 1zl
We prove (a). From superstability, lower regularity, and Proposition
2.1 we have
-UX)—- WX, X"
é - Z [An(Xar)z_Bn(Xar)]

refg+1]

+ ) Y Y’(Is—rl)%n(X,r)z—k%n(X,s)2

re[g+ 1} s¢fg+ 1)

— 14 Y axop 2249

2 re[g+1]

IiA

On the other hand (2.20) and Lemma 2.3 (a) yield

1 1
ZA [Z;I]n(X, 7')2 2 ZAIPq V;I = Cwq+1 Vq+ 1- (2.25)
relq

(2.21) follows from (2.24) and (2.25).
We prove (b). Using Lemma 2.3 (a) we have

Y VDX, s Y P ) nX,r)?
jzk

8 re[j+ 1\j]
= z [\Il(ll) - q’(lJ-F 1)] z n(X’ r)2
=k re[j+ 1\k]
SV — PG D] 9ie1 Vie
jzk

(1430t Zk[q’(lj) AU Z

SE+30)* 3 PO~ PO+ DIwD Q@I+ 1)

12 b
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2.6. Proposition. We define the correlation functions for the bounded
Lebesgue measurable region A CR’ by

Zn

0a(%1s s Xp)=Z71 )

WS (—m)! A,,j_,,,dxmﬂ .. dx, e TPV (2 06)

if X150y Xm€ A, =0 otherwise. If the interaction U is superstable and
lower regular, there exists & such that

04Xy, s X)) SE™ (2.27)
for all A, m, xq, ..., X,

This will be proved by induction on m. We fix x;, ..., x,,, choose the
origin of coordinates of Z' such that x; € 2(0) and write

0a(xy, . X =0+ 0"
Here ¢' is the contribution of those X = (x,, ..., x,) such that, for all j = P,

Zmn(X NS (2.28)

and g” is the contribution of the other configurations.
For the configurations satisfying (2.28) we have, using lower regularity,
Proposition 2.5 (b), and (2.16),

=2W((xy), (xa, s X)) S Y, PO [L+n(X, 1))

relv

SY P+ 3 nX,n?+ 3 P(rhn(X,

re[P] r¢[P]
S PUDF PO wp Ve + (1 +30)0* 3 [P~ YU+ D]w@I+1)
r izlp
=2D<+w. (2.29)
Therefore 0 SPzp(x,, ..., Xp) S €PPzEMT (2.30)

We write ¢” as a sum over g, where ¢ is the largest integer such that
X, zy, V.
relgl

Let N(g) be the number of points x,, ..., x,, contained in [g+ 1]. Using
Proposition 2.5 (a) and assuming ¢ = z, we find

2 1

'S L ETNOOexp[—BCp,,Vyrr)| T T (Vs 29
qzP I=0 *-:
< 2&m 1 Y exp[—(BCquy — A7) Vysy] = Bz @31)

qzP
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where
E= Z exp[—(BCy+1— A2 V1 1]

qzP
converges because 1y, ; — 0.
From (2.30) and (2.31) we obtain
04(X1,5 .o X)) S (PP + E)zEm 1,

Proposition 2.6 holds therefore with & =(ef? + E)z, which is >z.

2.7. Proposition. Let the interaction U be superstable and lower
regular. There exist y>0 and & real such that the following inequalities
hold uniformly in A

(a) o4(X)<exp) [—yn(X, r)* +on(X, 1], (2.32)
(b) let A be a bounded Lebesgue measurable subset of R® and
X1, ... Xm € 4, we define

_ z" _
QQA(XI,...,xm)"—-—Z L Z dxm+1...dxne BUGer, .o, *n)

nzm (M=) (4 fn-m (2.33)
if x4, ..., x, €A, =0 otherwise; then
@ha(Xys s X Sexp ), [—yn(X, 1) + on(X, )] (2.34)

Clearly (2.26) and (2.33) imply ¢% , < ¢,. Therefore (b) follows from (a).
To prove (a) notice first that, by Proposition 2.6,

o4(X) S &,

Therefore if n(X, r) w2 V32 for all reZ’, (2.32) is satisfied provided
¥, 0 are chosen such that

logé +yywh? V2 <6, (2.35)

We fix y= % BA and complete the proof of (2.32) by induction on the

number of r € Z" such that n(X, r)# 0. Suppose that there is #, € Z* such
that n(X, ro) > ws'2 V2. Changing the origin of coordinates in Z* we
may take r, = 0; we have then

Y X, > ypVs.

re(P]
Therefore, if we denote by X the subsequence (of N(g) elements) of X
contained in [g+1] and by X, the complementary subsequence,
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Proposition 2.5 (a) yields

(XS Y 2@ {exp 5 [—iﬁAn(X, 72

qzP relg+1]

} {eXp[—ﬂCwq+ 1 Vq+ J}

0

1
|2 g7 Fans® Z)’} 24(X3). (2.36)

Notice that, by (2.35), z<E<e?; since N(g)>0 we may write z¥@

<ze %e"@? Introducing also the induction hypothesis and y= %,BA
in (2.36) we find

24(X)
<ze” {expz[ (X, ) +on(X, r)]}zexp[ BCwys1 = 2'2) Vyrt]

qzP

=Eze Pexp) [—yn(X,r)* +6n(X, ]

but we have Ez < & < €%, concluding the proof.

2.8. Corollary. With the notation and assumptions of Proposition 2.7,
the grand canonical probability that

Y n(X,r)*2N?card % (2.37)
re®
is less than
exp[—(yN? — "¢’ card #] . (2.38)

Taking A = U, 2(r) in (2.34), we find indeed that the probability to
be estimated is less than

Y —ll‘— (card Z. 1Y exp[—yN? card Z] (€)' .
l .

2.9. Corollary. Let the interaction U be superstable and lower regular.
There exist g>0 and d=0 such that, if A is any bounded Lebesgue
measurable subset of R® with diameter L= A, then the grand canonical
probability of finding more than m particles in A is less than

2

exp[—g—%— +dm}. (2.39)

We first increase A to a set of the form A(%) and notice that

m2

1
2> 2>
,g@n(X’ = card # (,:Z;?n(X’ r)) = cardZ
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Applying Corollary 2.8 we find that the probability to be estimated is

less than

2 2

ex "
PI=7 card #

m
gL”

+ Ave® card ,@} Zexp

+g’L“].

But a probability being also less than 1 we may replace this estimate by
(2.39).

3. Thermodynamic Limit for the Pressure

In this section we prove the existence of the thermodynamic limit
for the grand canonical pressure in the case of a superstable and lower
regular interaction U.

3.1. Lemma. If # is a finite subset of Z*, we write Ag= U, 52(r)
and let Z 4 be the corresponding grand partition function. Let N be chosen

such that
> exp[— (N~ 2] < G.1)
=1

Suppose that &, & are finite subsets of Z*, that R*, ' CZ are their
first projections and that r* < s' whenever ! € %, s' € 1. The following
inequality then holds

logZg,s=logZ,+logZ, +log2
1
tyANTY Y ¥ls—hr Y ¥ (=] (2

re® s:sles! se¥ rirledt

Let Z()={re#:s'—r! <l for some s'e#!}, P ()= {seF:s' —r1 <l
for some r' € #'}. The grand canonical probability that

Y n(X,r)* 2 N* card %(])
re@ ()

is by Corollary 2.8, less than exp[ —(yN? — A”¢% card #(])] and similarly
with Z(]) replaced by (). Therefore, except for a set of probability
less than
Y exp[—(yN?— 1€’ card #(I')]
V=1
1

+ Y exp[ (N~ &) card (] S -
=1
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we have for all [, I”
Y n(X,?<N?cardZ(l),
re(l’)
Y n(Y, s> <N?card #(I")
seZ (")
and hence

WE NS T Pl ) (K, (T, 9]

re se¥
1 1
=5 YonX, Y Ps—rh+ > YY) Y P(s—r)
re? s:stes! se¥ rirleg!
1
S N[L X ¥+ T F ¥l
re® sisles! se& rirles!
This shows that
ZaZ 1 1
Z—ﬂ—yiex EﬁNz[Z Y Pls—m+ ) > '1”(|S—7’|)]§
RO re® s:sles! se¥ rirled!

proving the lemma.
3.2. Remark. Repeated application of Lemma 3.1 yields

10gZﬂ1U ey M
k

Zlong,J+(k 1)1og2+i/sN22 YOOy P(s—r)

=1 re%; s:s%.%}

10gZ%+10g2+ ﬁN2 Y Z'I’(Is—rl)}.

reRj s¢Ri

j

'M» ||

j=1

We may of course also apply Lemma 3.1 with the first coordinate direction
replaced by another one; repeated application of this yields

logZg, ..o,
k 1
< . |logZg +1log2+ ?vﬁN2 Yoy ?’(ls—r|)}. (3.3)
ji=1

reRi s¢Ry
3.3. Theorem. Given a'>0,...,a">0 and a=(a', ..., a") we write

={xeR:0<x'<d for i=1,..,v}

and let Z* be the grand partition function computed for the region A°.
If the interaction U is superstable and lower regular,
|49~ log Z°

v

converges to a finite limit Bp when a*, ..., a"— 0.
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Since Z is an increasing function of 4, it suffices to prove the theorem
for a of the form /A where the components %, ..., ' of I are integers >0.

We write
AP =A), Z*=Z().

Let i
= 1i§n inf (]_[ li) logZ()). (3.4)
Ead ['e} 1

We shall arrive at a contradiction by assuming that the sequence ()
tends to infinity and that

v -1
lim (]_[ l;,) logZ(l)=n'>n=. (3.5)
a0 1

Write ¢ =7’ — . We may, according to (3.4) choose /, such that

v -1 1
(H li,) logZ(ly) <+ 5 (3.6)
1

10g2+—21—vﬁN2 Yy ¥ sv(|s—r|)<§. (3.7)

red(lo) s¢Alo)

ey

Because Z is an increasing function of A, we may modify () such that
Il is now a multiple of [}, for all i, « and

v -1
lim inf (n l;) logZ(l)=n'=n+e
o> o0 1

in contradiction with the following inequality derived from (3.3), (3.6)
and (3.7)

i l:;)_l logZ(1,)
i)

<m+eg.

logZ(lO)—f—log2—l-—;—vﬁN2 Yooy P(s—rl)

reA(lo) s¢A(lo)

4. Continuity of the Pressure as a Function of Density
4.1. Proposition. Let the interaction U= Uy be associated with a
pair potential @ which is superstable and lower regular; assume that

[ax|l—e P9 < 00,

10 Commun. math. Phys., Vol. 18
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Then there exists F >0 independent of A, depending continuously on B,
z>0 and such that
mH—-m? 1

{n) = 1+F @1
where we have introduced the grand canonical average
- a Z" - Xlgaeey X
=27 1n§0n 1 [dx, ...dx,e PV 4.2)

Let us define

Zn

a=271 3

‘ {dx; ...dx,e PUEL%)
nz0 n!

x [ dy; dy, e 7 G 00 =W (1o 0] — =AOG271))  (43)

42. Lemma. Under the conditions of Proposition 4.1 there exists
F >0 independent of A, depending continuously on B, z>0 and such that

22 MLFn). 4.4
Let us define
K(X,(yb'--,yn)): 1_[ K(Xsyj)a (4'5)
j=1
K(X,y)=e Wa&n_1 4.6)

and note the Mayer-Montroll equations 14

_ 21
QA(X)=Zme AU 1+ Z n‘ jdyl"'dynK(Xv(ylﬁ'--9yn))QA(y19‘-'7yn) .
n=1 .

Using (4.5), (4.6) and Proposition 2.6 we have @7
M= [dy, [dy,(1 — e FP0272)

A 4

X '20 %j dx; ...dx, K((y1, y2) (X15 --os X)) 04(%1, ..o, X,)

<A [fdyle™#® — 1] exp[E(1 + 2P fdyle~F*P - 1]]. (4.8)

We prove now that |4] is bounded by a constant multiple of {(n). Since

{n) is an increasing function of z, it suffices to consider small values of z.

In particular, since ling £=0 according to the estimates of Section 2,
Z=-r

14 See for instance [9].
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we may assume that

0

1
Z —n—’jdyl dyn K((X), (yl= LR yn)) QA(yI: LS yn)

n=1
1

s{expfdyle™ -1} -12 5 4.9)

Using (4.9) and (4.7) with m = 1 we obtain

(ny = [dx 0,92 IAIZ<1 - %) = 2zl

This result, together with (4.8) shows that
22 M <Fn)

for some real F >0 (the factor z? is inserted for later convenience).
We come now to the proof of Proposition 4.1, using a method due
in its principle to Ginibre [6]. Let the functions @ and R be defined on

A" by
ngo Qxqy ..o X)=n

R(Xy,...,x)=2z [dy e AW {xrxm 0D
A

We have, using the Schwarz inequality and Lemma 4.2,
(F+1<ny?=<(FQ+ RY* <{(FQ+ R)*)
=F2{n® +2F{nin— 1))+ [{n(n— 1)) + 22 M ]
S(F+1)2n*y ~(F+1)<n)
proving (4.1).

4.3. Theorem. Let the interaction U= U, be associated with a pair
potential @ which is superstable and lower regular; assume that

fdx|l —e™P®® < + 0.
The thermodynamic limit p of the grand canonical pressure p,
=B~ A" log Z is a continuous function of the density ¢ = Bz Z—Z (inside
of its interval of defi nition).

Writing ¢, = ﬁz , we have

6
1 des (4 Tt d ) —<my?
p ‘d‘gz) i E T
do 1 dp i
- 22 s el AP Sy {1
henceﬂ 1, = d ﬂ(+F)

10*
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5. Equilibrium Equations for a Classical Continuous System

We say that a family (¢)) where A runs over the bounded Lebesgue
measurable subsets of R' and m over the positive integers is a system of
density distributions if it satisfies the following conditions.

(DO) of is a positive Lebesgue integrable function on A™ and
O (X;,5 s X )= 04Xy, ..., X,,) for every permutation(1, ..., m}— (i, ..., i)

(D1) Normalization

Z jdx1 A%y 0P (X, ey X =1. (5.1)
o

m=

(D2) Compatibility: if AC A, then

= 1
O-:in(xlﬂ e Z - jl dxm+1 "'dxm+no-:1n’+n(x1a'~-:xm+n)' (52)
n=0 n (4'\ )

In particular (2.33) defines a system of density distributions.

We shall associate with each system of density distributions (o) an
(abstract) probability measure u on a measurable space (', &). We let &
be the space of functions X from R® to the positive integers such that,
for any compact K CIR",

X(x)< +00.
";‘() \X(x\:ﬁO‘”\q

We consider the topology 4 on % defined by the subbasis (O7x)"*;
here K runs over the compact subsets of R, A over the open sets such that
ACK, mruns over the positive integers and

O = {XG.@": Y X(x)= Y X(x)=m}. (5.3)

xeA xeK

We let & be the o-ring of Borel sets with respect to the topology 7.
It can be shown that & is the o-ring generated by the sets

={Xe%: ZX(x)=m} (5.9

xeB

where B runs over the bounded Borel subsets of R 1.
Given 4 CRY we let

X, ={XeX:x¢A=>X(x)=0} (5.5)

15 Te., the open sets of & are the unions of finite intersections of the sets @ . This
topology and the Borel structure derived from it have been used by Lanford [10].

6 This result is easy to derive, but we do not want to go here into the necessary set-
theoretical details; a proof will be published elsewhere.



Classical Statistical Mechanics 149

and define n,: & - %, by
X{x) if xed,
w0 0={ %

0 if x¢d. G.8)

If 4 is a Borel subset of IR”, then %, € & and m, is a measurable mapping
(&, S)> (%, Fy) Where Fy={Se L :SC%,}. [We have Z,= () #5u
1=1

where B(l)= {x¢ 4: x| L1}, therefore Z,e . Furthermore the o-ring
&, is generated by the sets Z,N ¥ with BC 4 and n; (Zyn W) =W,
so that n, is measurable.] We have for all Xe &

X =m,X + ngos X G.7)
and this relation identifies £ with %, X Zgw 4. It is readily seen that’’

(&, L)y=(Zy, L9 X (Trora> S\ - ] (5.8

Given any ACIR, we define a mapping w,: Z A’%}—»% by

/
m \m 0

W4(xq, .. xm) Y. e, where ¢.(y) is 1 when x=y and 0 otherwise; Wy
e i=1
1s§9~oﬁﬁiﬁfous)}nd if4is boumigd its image is %, Let now 4 be a bounded

e

Borel subset of R” and S e 7y 9;1, we define

w(S) = o4(wy " m4S) (5.9

e
0

where o, is the measure on » A™ which has the restriction
m=0

Tano;”(xl, ey X dxy ... dx,, to 4™ Tt follows from (D 2) that the r.has.
of (5.9) is independent of 4, furthermore (5.9) determines the measure p
on (7, &) completely because the ring generated by the #3" consists of
sets of the form Sen;'.%, and the extension of x from this ring to &
is unique (see Halmos [8], Section 13, Theorem A). We have thus
associated a measure u to every system of density distributions (o).
Conversely, p determines (g)’) completely.

IFXeZ re?’, we write n(X, r)= Z X(x). We say that a measure u

xe2(r)
on (', &) is tempered if it satisfies the following condition
(T) w is carried by the union over N of the sets

SN={Xe%;(v1) Y (X, 2 SN2Ql+ 1)"}. (5.10)

rilr| g1

7 The product of two measurable spaces is defined in Halmos [8], Chapter VIL
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This definition is invariant under linear transformations of R”; Sy is
a Borel subset of . 7.

be such that w,([X],) =7 ,(X).

Let the interaction U = Uy, be associated with a pair potential ¢ which
is superstable, lower regular, and a Borel function18,

If X e(R")™, a Borel function W(X, -) is defined on Sy by

W(X, )= lim W(X,[¥1,). (5.11)

The proof is immediate. In view of this result we may now introduce
the following condition for a probability measure u on (Z, &).

(E) Equilibrium Equations. u is tempered and, if ¢ € L'(%, p) and A
is a bounded Borel subset of IR”,

[ n@dX) o(X)
x
-y Z_' A%y o dx, [ p(dY)e PO Xm) =BW (et o), Yo
m=0 roAam x
R\ 4
Plwg(xy, .5 X))+ Y) (5.12)

These equations express that if we map (ZA )x Zgwa onto & by
writing

95”=wA(; A"‘) X Eyog

then p is the image of e W[y, x u,] where u, has the restriction

z" . . .

— e PUGLx) dx ... dx,, to A™ and p, is the restriction of p to Zzw 4.
5.2. Proposition. Let the interaction U= U, be associated with a

pair potential & which is superstable, lower regular, and a Borel function;

assume that
[dx|l—e PP < +00. (5.13)

Let (af) be a system of density distributions, and p be the associated
probability measure. Assume that there exist >0 and 6 real such that

ap(X)<exp ) [—n(X,r?+dn(X,r)]. (5.14)
r pei Yo % e,
18 Tt is necessary here to assume that @ is Borel, but Lebesgue measurability is all that
will be needed later for states satisfying the equilibrium equations.
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Then u is tempered. Furthermore

(@) Let XeA™, A bounded, then exp[—BW(X,{-]1,)] is bounded
uniformly in X and A by a p-integrable function. In particular,
exp[—pW(X, ‘)] is pu-integrable.

(b) We define correlation functions by

© 1
Q(xla reey xm)= Z n_ I Xt 1 o dxm+no-:1n+n(x1> s xm+n) (515)

n=0 4n .
Sfor x4, ..., x,, € 4, and we write

n

K((xl’ "'7xm)a (yla . ’yn) = H (xl, ...,Xm), yj) (516)

Zm: Py —x)|— (5.17)

K((x, ..., x,, y)=exp| —

If the correlation functions satisfy the Mayer equations*®
2 1
o(XY)=zme FUDBWEY) Zo Ff dv, ...dv, K(X,V)o(YV) (5.18)
p= :

where X = (X, ..., X,), Y=(y1, ..., V), V= (01, ..., v,), then y satisfies the
equilibrium equations

(c) Conversely, if u satisfies the equilibrium equations, then the corre-
lation functions satisfy the Mayer equations.

From (5.14) we obtain (cf. the proof of Corollary 2.8)
i ({X eX: Y n(X,r)?<N*Ql+ 1)v})

rilr|S1
>1—exp[—(GN? - 2% 21+ 1],

pSy=1— Y exp[—(FN?—1¢%) 21+ 1)"]

I=0
21— Y {exp[—GN>— 2!
1=0
—1 when N-—oo.

Therefore p is tempered.
To prove (a) we notice that

exp[— WX, [Y1gl<Sexp ) 3 nX,r)n(Y,s) ¥(s—r)).

re# seZv

1% See Mayer [12].
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Here #={reZ’: 2(r)n4+0}. Since there are finitely many possible
choices of n(X, r), it suffices to prove that

exp [,8 Y onX,n Y n,s ’P(]s—rl)]
re seZv
is pu-integrable or, using Hoélder’s inequality, that
exp [mﬁ > n(ss) srf(lsf)]
seZY

is p-integrable. Using the notation of Section 2, we decompose & into
one piece such that for all j= P

2 X, P <w,V

reljl

and for each g = P a piece such that g is the largest integer for which
Y X, Pz, V,.

We have el
> (Y, s) PsH= PO Y n(¥,s)+ 3 [¥()—P(+1)] IZIZ ln(Y, s)
seZv seigl 121, s:is|=

and therefore (see (2.29) and (5.14))
fu@y)exp [m/f > n(Y,s) 'P(ISI)]

seZY

< (expmpD) [1+ Ze YwaVq z ~—(V/1”)’ (eé+mﬁ‘l’(0))

= (expmpBD) [1 + ;exp(—ywa{l+lve‘5+'”“’(°) V,I)]< +00.

The u-integrability of exp[—BW(X, -)] follows then from Lemma 5.1
and Lebesgue’s dominated convergence theorem.

We come to the proof of (b). Notice first that if x,, ..., x,, ¢ IR", there
is a union of less than m cubes 2(r) containing x,, ..., X,,; therefore
(5.14) yields

1 Xp) S 3 PP
= ()" expm A’ el = &m (5.19)
where & =exp (5 + A*€?). We shall also use the estimate
JayIK((xy, ..s x0), V)l
<fay§ ewl-p's 06-x)
gmez"'”jdy[e_”‘;(”— 1. (5.20)

'e—ﬂq’(y—xz)_ 1|
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We introduce the notation
+4 °s) 1
$dv=Y T [(1Pdx, ...dx, (5.21)
p=0 AP

so that (5.18) becomes
o(XY)=zme VOV EDE GV K (X, V) o(YV). (5.22)

Let 4 be a bounded Lebesgue measurable set and take x,, ..., X, € 4;
given ¢ >0 we can choose a bounded Lebesgue measurable 42> 4 such
that

[ dylK(X,y)l<e.

We have then e

A
o(XY)— zme FUR-BW XD ¢ 1Y K (X, V) Q(YV)‘

4
Sgmetmt2mmbB § gy dvy ... dv

q
=1 4! ®iay

IK(X, V) K(X, (v, ..., v (Y V(UL ..., 0p))
< gmetmt 2mmBBEn fox iy [Eme2mbB f dyle P*0) — 1]} (eaé_ 1)
=Mo" e~ 1) (5.23)

where M, § depend on m. Dropping the superscript m of ¢ff we have also
A
Zre T PV TEWENE gV K(X, V) o(Y V)
A A
=z"e FUOIVED G JV K(X, V) §dV a,(YV V')
A
— Zme—ﬂU(X)—ﬂW(X,Y)§dV//e—BW(X,V”) O'A(YV")

A
= §dV e PV VAV (yY) (5.24)

(5.23) and (5.24) yield
A -
‘Q(X Y)-§ dVz'”e‘”U(X""W(X’YV)aA(YV)lg Mo (e —1).
Choosing now A’ such that 4 C A’ C A4, we find

- [ 4V memPUR-BEEI (YV)[<M9" &141(eE - 1)

or

A4’ -
o (XY)— § dV zme BV =W EIV) oA(YV)‘§M9"e9M'l(eE<— 1). (5.25)
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Let ¢ be a bounded Borel function on & such that ¢(X)=0 unless
Y X(x)=mand ) X(x)=n, then (5.25) yields

xed xed'\4

f ;u(dX)q)(X)—% [dx;..dx, [ udY)e PUO-FWE Mg () (X)+Y)
s 4m x

R4

m! n!

([

If we let A— o0 and ¢é—0 and use Lebesgue’s dominated convergence
theorem we obtain the equilibrium equations (5.12).

To prove (c) we choose again ¢ in (5.12) such that ¢(X)=0 unless
Y X(x)=mand ) X(x)=n, with 4C 4’. We write then the r.h:s. of
xed xed'\4
(5.12) as the limit when A — oo of the expression obtained by replacing
W((x15 s Xp)y Y) BY W((X1, .., X, [Y]4) If X €A™, Ye(4\4Y, we
find '

o (X Y)

VL
= Mg PV BWEY) fim § I ¢ IWE V) (YV)

A—w®
A4’ AL’
=zne PUOITIVED Tim § dV'K(X, V) § AV o, (YV'V"). (5.26)

In deriving (5.26) from (5.12) we have used the fact that the convergence
as A— oo is uniform in X and Y this is seen in the r.h.s. of (5.26) using

A\4’ A
0 § dV'a(YV' V)L §dV o (YV' V)= 0,(Y V).

In view of (5.14) and (5.19) we may perform the limit |4'|—0 in (5.26),
obtaining

A
o(X Y)= zme STO=IVED lim § AV K(X, V) (Y V)
= e PR IWED § 4V K(X, V) o(Y V).

5.3. Corollary. Let @ satisfy the conditions of Proposition 5.2. If
is a probability measure on (X, ¥) the following conditions are equivalent
(@) u is tempered and satisfies the equilibrium equations,
(b) u is associated with a system of density distributions such that the
inequalities (5.14) hold ( for some 3> 0,  real) and the correlation func-

tions satisfy the Kirkwood-Salsburg equations:

o(x)Y)=ze AW D io %f dvy...dv, K((x), (vy,...,0,) e(Y(vy,...,0,)) -
p=o P! (527)
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(b) Same as (b) but with %, § in (5.14) replaced by the constants 7y,
0 of Proposition 2.7.
(©) u is associated with correlation functions such that the inequalities

Q(X) é €Xp Z [—7n(X: r)z + S-H(X, 7')]

hold ( for some 7 > 0, 6 real) and the Egs. (5.27) are satisfied.

(c) same as () but with 3, § replaced by the constants y, § of Proposi-
tion 2.7.

If these conditions are satisfied, the correlation functions also satisfy

0%y, s X)) =7 (5.28)
with the constant ¢ of Proposition 2.6.
_ Clearly (c)=(c)=(b) and (c)=>(b)=-(b) so there remains to prove
(by=>(a), (a)=>(c) and (5.28).
We notice first that by iteration of the Kirkwood-Salsburg equations

(5.27) we obtain the Mayer equations (5.18). Let indeed X = (x, ..., X,,)
and use induction on m; writing X' =(x,, ..., x,,) we find

e(XY)
=g 1RV g BW LD E GV K(X', V) o((x,) Y V)
= gMe AUX) p=BW X", (x))Y) 5= BW((x1), Y)
x §dV e W EONK(X, V) §dV K((x)), V)e(YV V')
— Zme—ﬂU(X)e—ﬂW(X,Y)§dVH K(X, Vu) Q(YVII)
where we have used

e PRI K(XY, v) + K((x,), v) = K (X, v) .

Therefore (b)=>(a) by Proposition 5.2 (b).

'Let now p satisfy the equilibrium equations. We make the important
remark that the estimates of Section 2 for systems enclosed in a bounded
region A also hold for an infinite system described by a tempered
probability measure p satisfying the equilibrium equations. In fact the
estimates in Section 2 were obtained by decomposing the grand canonical
probability measure in pieces defined by equations like (2.8), and then
applying the equilibrium equations. Since p is tempered, the same
decompositions and estimates apply to it. In particular, corresponding
to Propositions 2.6 and 2.7 we obtain the inequalities (5.28) and

o(X)<Sexp) [—yn(X,r)*+on(X,r)].

Therefore (a)=(c) by Proposition 5.2 (c).



156 D. Ruelle:

5.4. Remark. We have assumed above that @ was a Borel function;
it follows from Corollary 5.3 that the meaning of the equilibrium equa-
tions is the same for two Borel functions @ differing on a set of Lebesgue
measure zero. We may thus revert to the point of view that & is a {(class of)
Lebesgue measurable function and that an arbitrary choice of a Borel
function in the class has been made in writing the equilibrium equations.

5.5. Theorem. Let the interaction U = Uy be associated with a pair
potential @ which is superstable and lower regular; assume that

[dx|l—e P?™ < + 0.

From every sequence (A,) tending to oo one can extract a subsequence (Aj)
such that (for each m and bounded Lebesgue measurable 4 CIR") the
Sollowing limit exists uniformly in x,, ..., X,,

llirggﬁm(xl,...,xm)=aj"(x1,...,xm). (5.29)

Furthermore the probability measure u associated with the system of
density distributions (o)) satisfies the equilibrium equations.

If we put on L (4™) the topology of weak dual of L' (4™) (with respect
to the Lebesgue measure), the set {¢:|lo|, <1} is compact by the
theorem of Alaoglu-Bourbaki. In particular, using Proposition 2.7 we
find that a subsequence (A1) of (4) may be chosen such that (5.29) holds
in the sense of convergence in the weak topology of L*(4™) for all m
and all 4 of the form {xeR": x| < n}, n integer >0. But using (D 2) and
again Proposition 2.7 we see that the convergence holds for arbitrary 4.
Notice that we have also for the correlation functions

Hm (1, vy %) = QX1 --0s X, (5.30)

in the weak topology of L*((IR")"). We shall now use the fact that the
correlation functions satisfy the Mayer equations 2°

04X Y) =14 (X)z"e PR TINAN§ GV K(X, V) 04(YV)  (5.31)

where X =(xy, ..., X,), 14(X)= [] x4(x), and x, is the characteristic
i=1

function of A. In particular we have the Mayer-Montroll equations
24(X) = x4(X) 2" PVO §AY K(X, Y) 04(Y) . (5.32)

The mapping (xy, ..., X,)—K((x4, ..., X,,), *) is continuous from (R")"

to L'((IR*)") with the norm topology. Therefore the convergence of the

functions ¢, in the weak topology of L*((IR")") in the r.h.s. of (5.32) as

A— o0 implies the convergence of the Lh.s. uniformly on compacts.
20 See Mayer [12].
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We have thus shown that (5.30) holds uniformly on compacts. As a con-
sequence of this (5.29) holds uniformly and (5.14) is satisfied (use Pro-
position 2.7). Finally, taking 4— oo in (5.31) we obtain (5.18), and the
measure u associated with (g)) satisfies the equilibrium equations by
Proposition 5.2 (b).

5.6. Theorem. Under the same assumptions as in Theorem 5.5, the
Sollowing topologies coincide on the set X of tempered probability measures
satisfying the equilibrium equations,

(a) the topology of uniform convergence of the oy,

(b) the topology of uniform convergence on compacts of the correlation
. functions,

(c) the topology of convergence of the correlation functions in L* (IR")™)
considered as weak dual of L' ((IR*)™).

X is compact for these topologies, and is a simplex in the sense of
Choguet.

By Corollary 5.3, every pe 2 is associated with a system of density
distributions (g') and correlation functions ¢ such that

o(X)Sexp ) [—yn(X,r)* +6n(X, r)] (5.33)

where y, é are independent of p. In view of the relations

201
Xy s X = Y, —n—'—Af (=1 dXpyq e @X g 0(X 15 ver Xppar)
n=0 AN

the topologies (a) and (b) are thus equivalent.
Clearly (b) is finer than (c), but since the correlation functions satisfy
the equations

oX)=z"e PVP$AY K(X,Y) o(Y)

convergence in the sense of (c) implies convergence in the sense of (b).
Associating with u the sequence of its correlation functions, we map 2
homeomorphically onto a subset 2* of the (compact) product

TT e Lo (@®P): ol 7.

A limit point of Z* again satisfies (5.33) and (5.18), therefore 2* is closed
and Z*, X are compact.

Consider the linear space & of real measures on (%, &%) which are
tempered and satisfy the equilibrium equations. X is the intersection of the
cone " of positive measures in ¥ with the hyperplane {u:pu(1)=1}.
Notice that if u € &, then |u| € & (this follows from the positivity of e ¥
and the comments after (5.12)). With respect to the usual order on measures
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any two elements u,, u, of % have a Lu.b. é—(lh + py) + é—lul—,uzl

and g.l.b. % (g + 1) — é [, — o), these are again in & and are therefore

the L.u.b. and g.l.b. with respect to the order defined in .# by the cone 4"
Since . is a lattice for the order defined by ¢, X is a simplex 2%

5.7. Theorem. Under the same assumptions as in Theorem 5.5, and
Jor sufficiently small z the set X of tempered probability measures satis-
Sfying the equilibrium equations consists of a single point.

If a probability measure satisfies the equilibrium equations, Corol-
lary 5.3 shows that the corresponding correlation functions satisfy (5.27)
and (5.28). It is then known that if the following conditions are satisfied

E[fdxle ™ —11171, (5.34)
z<e MBI [[ dx|e™POW _1]]71 (5.35)

the correlation functions are uniquely determined (see [ 14], Section 5.2).
According to the estimates in Section 2, £ is an increasing continuous
function of z> 0 and lin(l)f = 0; therefore (5.34) and (5.35) hold for small z.

5.8. Theorem. The translations of R define a group of homeo-
morphisms of X. The set X, of invariant points of Z is non empty, convex
and compact; it is a Choquet simplex.

The set X, is non empty by the theorem of Markov-Kakutani??,
and is obviously convex and closed. Let ., be the space of real measures
on (%, &) which are tempered, invariant, and satisfy the equilibrium
equations; X, is the intersection of the cone Ay of positive measures
in %, with the hyperplane {u:u(1)=1}. Let u, and p_ be the Lub.
and glb. of u,, u, € F,; then p, and u_ are invariant and therefore
belong to &, (cf. the proof of Theorem 5.6). This shows that % is a
lattice for the order defined by J;, hence that X, is a simplex.
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