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Supervisor Simplification for AMS Based on Petri
Nets and Inequality Analysis

Hesuan Hu,Senior Member, IEEE,and Yang Liu

Abstract— In the framework of automated manufacturing
systems (AMS), Petri nets are widely used to model, analyze,
and control them. Resolving deadlocks is of paramount signifi-
cance because their emergence may zero a system’s throughput.
Supervisory control technique is the most widely adopted method
to resolve them. A control policy can be converted into satisfying
a set of inequalities, each of which corresponds to a siphon in a
Petri net structure. The number of siphons can be exponential
in the worst case, so does the number of inequalities. Taking
into account the independent and dependent inequalities, this
paper proposes a method to remove all the dependent inequalities
while preserving only the independent ones. This method can
significantly reduce the size of a supervisory controller. Examples
are presented to illustrate the effectiveness and efficiency of this
method.

Note To Practitioners— Owing to its importance in practice,
deadlock arouses interest. Various resolution methods have been
proposed by researchers and practitioners. The recent advance
is to associate various sensors and actuators to certain pre-
determined working nodes for the sake of management and
coordination of limited resources among concurrent operations.
This uses a supervisory controller to a plant model. Nevertheless,
existing approaches suffer from structural complexity dueto their
failure to reduce the sophisticated supervisor structures, which
impedes their implementation in practice. Without a simplified
control network, the communication cost among heterogeneous
nodes increases while the responsive time decreases. Through the
analysis on the dependency relationship among different inequal-
ities, this paper presents a reduction technique to significantly
simplify the supervisor structures. Without any extra investment,
our approach betters a controlled system’s performance.

Index Terms— Liveness enforcing supervision, Petri nets, au-
tomated manufacturing systems, supervisor simplification, linear
programming.

I. I NTRODUCTION

Thanks to the strong desire to reduce manufacturing cost,
improve product quality, and ensure workplace safety, auto-
mated manufacturing systems (AMS) are developed to au-
tomatically schedule manufacturing tasks, assign production
resources, and handle mechanical work [1], [2], [8], [12], [13],
[17]–[21], [25], [26], [31]. Sophisticated software is involved
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to diagnose the malfunction, inspect the product quality, and
monitor a production line. In a fully automated facility, any
human activity is excluded to minimize the cost. Its dynamics
is featured by a series of activities driven by the asynchronous
occurrences of discrete events. Differential and difference
equations become inapplicable despite their wide application
to time-driven systems [23], [24], [28], [38]. Petri nets prove
to be one of the most powerful and popular mathematical tools
to tackle such event-driven systems owing to their formalism
and compactness [3], [4], [6], [7], [9]–[11], [14], [16], [22],
[27], [29], [30], [32]–[35], [37].

To fulfill specifications, either by intrinsic default or by
external imposition, feedback control technique must be devel-
oped for such systems [28], [38]. A plant model that induces
undesirable behavior must be controlled [28], [38]. In order
to change its original behavior, one must design a supervisor,
thereby leading to a so-called supervisory control technique
(SCT). In the spirit of SCT, a supervisor must constrain the
behavior of systems into the legal or admissible domain by
forbidding their illegal one [38]. As an elegant supervisor, a
premise is the separation between the plant model from the
supervisor. Some formal methods, such as automata, are of dif-
ficulty to achieve so owing to their language-based paradigm.
Petri nets prove to be promising as they can represent both of
them in a compact and split way [23], [24], [28], [38].

Unlike automata, Petri nets provide abundant structure in-
formation with regard to a modeled system. Through captur-
ing such information, one can synthesize the supervisor in
a linear-algebraic way. In [15], the concept of generalized
mutual exclusion constraints (GMEC) is proposed to limit the
weighted sum of tokens in a subset of places. Each GMEC
corresponds to a linear supervisory specification which can
be implemented by a control place (monitor, in short) and
its related flows to some controllable transitions. In termsof
SCT, each GMEC determines a set of forbidden states while
each monitor specifies the control mechanism deciding which
transition to fire and which one to forbid at each state. An
optimal supervisor should avoid the occurrence of all these
forbidden states without intervening other good ones.

In the cases of modeling an AMS with Petri nets, it is
not surprising that the feature of liveness is critical because
it guarantees that all the processes can be executed to their
termination [1]–[5], [12], [13], [16], [17], [19]–[21], [24]–
[26], [31], [33]. Siphons are a structural object in Petri nets
to characterize these deadlock states. To avoid such states,
siphons cannot be undermarked [2], [3], [12], [17], [25], [26].
Alternatively, they must be always sufficiently marked during
the system evolution, which leads to a typical GMEC problem
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[15], [28], [38]. Unfortunately, the number of siphons grows
exponentially with regard to the net size. This implies thatthe
number of monitors can be astronomical even for a moderate-
sized system. Using inequality analysis, this paper proposes
a method to identify and remove the redundant inequalities
corresponding to certain GMEC. As a result, the number of
monitors can decrease significantly, thus leading to a reduced
liveness-enforcing supervisor.

Our approach makes key contributions in the following
respects. First, it is applicable to any Petri net models where
the GMEC technique can be used. For clarification, our
experiments are conducted on some special classes of Petri
nets; however, there is actually no limitation upon its appli-
cability. Second, the behavior of the controlled system canbe
optimal if one removes only the redundant inequalities without
influencing the others. Third, it requires only a procedure to
solve a list of linear homogeneous systems, which proves to
be polynomial in its computational complexity.

This paper is structured as follows. Section II reviews the
basic definitions and notations of Petri nets used throughout
this paper. Section III is devoted to a special class of Petrinets.
Some novel approach is presented based upon their properties
for the supervisory control purpose. In Section IV, with theaid
of inequality analysis, our method is proposed to distinguish
independent and dependent inequalities and show their use in
simplifying a supervisor. Section V illustrates an exampleto
verify the effectiveness of our approach. Section VI concludes
the paper.

II. PRELIMINARIES

A Petri net isN = (P , T , F , W ) where P is a set of
places,T is a set of transitions,F ⊆ (P × T ) ∪ (T × P ) is
a set of directed arcs, andW : (P × T ) ∪ (T × P ) → N =
{0, 1, 2, . . .} such thatP ∪ T 6= ∅, P ∩ T = ∅, andW (x,
y) = 0 if (x, y) 6∈ F . A Petri net is said to be pure if∀x, y
∈ P ∪ T : W (x, y) 6= 0 ⇒ W (y, x) = 0. The preset of a
nodex ∈ P ∪ T is defined as•x = {y ∈ P ∪ T | (y, x) ∈
F}. Its postsetx• = {y ∈ P ∪ T | (x, y) ∈ F}. N is a state
machine ifW : F → {1} and∀t ∈ T , |•t| = |t•| = 1. It is
a marked graph ifW : F → {1} and∀p ∈ P , |•p| = |p•| =
1. N ’s input incidence matrix[N−] = [W (pi, tj)] and output
one [N+] = [W (tj , pi)]. Its incidence matrix[N ] = [N+] −
[N−]. [Npi

] (resp.,[N−
pi

], [N+
pi

]) is the i-th row of [N ] (resp.,
[N−], [N+]).

A marking of N is a mappingM : P → N. (N , M0) is
a net system with an initial markingM0. t is enabled atM ,
denoted byM [ t 〉, if ∀p ∈ •t, M(p) ≥ W (p, t). M ′ is
reachable fromM , denoted byM [ σ 〉 M ′, if there exists a
firing sequenceσ = 〈t1 t2 . . . tn〉 such thatM [ t1 〉 M1 . . .
[ tn 〉 M ′. −→σ is a |T |-dimensional firing count vector where
−→σ (t) states the number oft’s appearances inσ. The set of all
markings reachable fromM0 is denoted byR(N , M0). (N ,
M0) is bounded if∃k ∈ N+ = N \ {0}, ∀M ∈ R(N , M0),
∀p ∈ P , M (p) ≤ k. t ∈ T is live underM0 if ∀M ∈ R(N ,
M0), ∃M ′ ∈ R(N , M), M ′ [ t 〉 holds. t is dead atM ∈
R(N , M0) if ∄M ′ ∈ R(N , M ), ∋ M ′ [ t 〉 holds.(N , M0)
is deadlock-free if∀M ∈ R(N , M0), ∃t ∈ T , M [ t 〉. It is
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Fig. 1. The conversion from a marked graph to a state machine.

livelock if it is deadlock-free and∃t ∈ T so thatt is dead.
(N , M0) is live if ∀t ∈ T , t is live underM0.

A P - (resp.,T -) vector is a column vectorI : P (resp.,
J : T ) → Z indexed byP (resp.,T ), whereZ is the set of
integers. AP -vectorI 6= 0 becomes aP -invariant if [N ]T · I
= 0, where0 means a vector of zeros. AP -invariant is called
aP -semiflow if I ≥ 0. ‖I‖ = {p ∈ P | I(p) 6= 0} is called the
support ofI. For economy of space,

∑
p∈P M(p) · p (resp.,∑

p∈P I(p) · p,
∑

t∈T J(t) · t) is used to denote vectorM
(resp.,I, J). (N , M0) is conservative (resp., consistent) if∃I
> 0 (resp.,∃J > 0) so thatIT · [N ] = 0T (resp.,[N ] · JT

= 0). A circuit is an ordered set〈x1, x2, . . ., xn〉 such that:
1) {x1, x2, . . ., xn} ⊆ P ∪ T ; 2) ∀i ∈ Nn−1 = {1, 2, . . ., n
− 1}, xi+1 ∈ x•

i ; 3) ∀{i, j} ⊆ Nn except{i, j} = {1, n},
xi 6= xj ; and 4)x1 = xn.

A nonempty setS ⊆ P (resp.,Q ⊆ P ) is a siphon (resp.,
trap) if •S ⊆ S• (resp.,Q• ⊆ •Q). A strict minimal siphon
is a siphon containing neither other siphon nor trap.M(p)
indicates the number of tokens inp at M . p is marked byM
if M(p) > 0. The sum of tokens inS is denoted byM(S),
whereM(S) =

∑
p∈S M(p). A subsetS ⊆ P is marked by

M if M(S) > 0. A siphon is undermarked if∄t ∈ S• can
fire.

III. PETRI NET MODELING OF AMS

For better understanding, we focus throughout this paper
on a special class of Petri nets, namely, System of Sequential
Systems with Shared Resources (S4R). Nevertheless, this
does not necessarily mean the applicability limitation of our
proposed method. In fact, it can be used in more general
systems without an extension. In such kind of systems, various
job types are modeled by state machines. The availability
of various resources is modeled by resource places. Since
there is no special limitation upon the resource quantity
and types at each operation stage,S4R models a general
resource allocation mechanism. Although job routes inS4R
are constrained by a state machine, this does not mitigate its
modeling capability because any net model can be converted
to a state machine with its reachability graph. Fig. 1 shows the
conversion process from a marked graph to a state machine,
where the net in Fig. 1(a) denotes a marked graph while the
net in Fig. 1(b) denotes a state machine. Compared with the
latter, the former is assumed to be able to model operations like
disassembly and assembly. Specifically, places of net in Fig.
1(b), i.e.,p1, p2, p3, p4, andp5, correspond to the markings
of the net in Fig. 1(a), i.e.,M0 = p1, M1 = p2 + p3, M2 =
p3 + p4, M3 = p2 + p5, andM4 = p4 + p5. Specifically, an
AMS can be partitioned into a set of resource typesR = {Ri,
i = 1, 2, . . ., L} and a set of process typesJ = {Jj , j = 1,
2, . . ., K}. Every resource typeRi is further characterized by
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its capacityCi ∈ N+. Processing requirements of process type
Jj are defined by a set of concurrent and/or sequential stages.
Each process stage, sayk, modeled by a placepjk is associated
with a conjunctive resource requirement, expressed by anL-
dimensional vectorapjk

with apjk
[i], i ∈ NL = {1, 2, . . .,

L}, indicating how many units of resourceRi are required to
support the execution of the stage denoted bypjk. For systems
whose each process can be converted to state machines,
S4R can well handle them. Nevertheless, for more complex
scenarios, such as free choice multiple reentrant flowlines,
they are beyondS4R’s description capability and deserve
further investigation. Also, our method is not appropriateto
tackle with systems exhibiting fast reconfiguration and unliable
resources.

A. S4R Models

Definition 1: An S4R is a strongly-connected generalized
pure Petri netN = (P , T , F , W ) where: 1)P = P0 ∪ PA

∪ PR is a partition such that: a)P0, PA, andPR are called
idle, operation (or activity), and resource places, respectively;
b) P0 = ∪i∈NK

{p0i
}; c) PA = ∪i∈NK

PAi
, where for eachi

∈ NK , PAi
6= ∅, and for eachi, j ∈ NK , i 6= j, PAi

∩ PAj

= ∅; and d)PR = {r1, r2, . . ., rn}, n > 0. 2) T = ∪i∈NK

Ti, where for eachi ∈ NK , Ti 6= ∅, and for eachi, j ∈ NK ,
i 6= j, Ti ∩ Tj = ∅. 3) For eachi ∈ NK , subnetN i = N |
({p0i

} ∪ PAi
, Ti) is a strongly connected state machine such

that every cycle containsp0i
. 4) For eachr ∈ PR, ∃ a unique

minimal P -semiflowXr ∈ N|P | such that{r} = ‖Xr‖ ∩ PR,
P0 ∩ ‖Xr‖ = ∅, PA ∩ ‖Xr‖ 6= ∅, and Xr(r) = 1 where
N|P | means|P |-dimensional vectors whose each component
belongs toN. 5) PA = ∪r∈PR

(‖Xr‖ \ {r}).
In N , ∀p0 ∈ P0, M0(p0) indicates the upper bound of

the maximum number of products that are allowed to be
concurrently manufactured in a process initialized byp0.
∀p ∈ PA, M(p) > 0 means ongoing operations modeled
by p. ∀r ∈ PR, M0(r) denotes the capacity of a resource
r. From Definition 1, S4R is evidently conservative and
consistent.S4R can model a set of concurrently-progressing
types of parts. For products with the same type, they share the
same processing route. The whole model is a composition of
different processes through their sharing resources. InS4R,
each process exhibits routing flexibility as well as each stage
allows multiple-resource acquisition. For more details, please
refer to [31] and [33].

Definition 2: M0 is an acceptable initial marking inN if
(1) M0(p0) ≥ 1, ∀p0 ∈ P0; (2) M0(p) = 0, ∀p ∈ PA; and
(3) M0(r) ≥ Xr(p), ∀r ∈ PR, ∀p ∈ PA.

Given an arbitrary markingM ∈ R(N , M0), a transitiont
is process-enabled ifM (•t ∩ PA) > 0. Note that|•t ∩ PA|
= 1 by definition. Correspondingly,t is resource-enabled by
∀r ∈ •t ∩ PR if M(r) ≥ W (r, t). In the rest of this paper,
(N , M0) is an acceptably markedS4R.

Definition 3: Let r ∈ PR be a resource place in(N, M0).
The set of holders ofr is the support of a minimalP -semiflow
Xr without r, i.e., H(r) = ‖X(r)‖ \ {r}. Clearly, H(r)
contains only operation places due to‖X(r)‖ ∩ PR = {r}.

Let SR = S ∩ PR andSA = S ∩ PA.
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Fig. 2. Two exampleS4R nets. (a) Net model wherex = z = 2 andy =
1; (b) Net model wherex = z = 4 andy = 2.

Definition 4: Let S be a siphon that can be undermarked
in (N, M0). Token takers, denoted bỹH(S), are the places
that correspond to the holders of the resources inS but do not
belong toS.

SupposeHSR
= ∪r∈SR

H(r). We haveH̃(S) = HSR
\ S

= (HSR
∩ PA) \ SA. The following condition for liveness of

S4R is presented in [33].(N, M0) is live if ∄M ∈ R(N , M0)
and an undermarked siphonS such that 1)∀r ∈ SR, M(r) <
W (r, t); 2) ∀p ∈ SA, M(p) = 0; and 3)∀p ∈ H̃(S), M(p)
> 0.

Thanks to their special structure,S4R can describe AMS
in which each product is manufactured via sequential and/or
concurrent manufacturing processes. It is composed of a setof
subsetsN i, i ∈ NK , which are in one-to-one correspondence
with a product and its related manufacturing processes. More
specifically, eachN i can be decomposed into an acyclic
graph and an idle placep0i

. The operations together with
their interactions required by a process are represented by
the activity places and transitions involved in the respective
acyclic graph ofN i. A set of activity places with a same
ingoing transition correspond to the initialization of a number
of concurrently executed processes, while the ones with a same
outgoing transition correspond to an assembly operation. The
initial marking of an idle placep0i

corresponds to the number
of products that are allowed in the system at a time. As a
convention,p0i

is also designated as the final destination of
all finished process instances to model repetitive production.
Places inPR are used to model various resource types. Their
marking during the evolution of a Petri net corresponds to
the number of available resources in the modeled AMS. In
particular, their initial markings define the capacities ofthe
corresponding resource types.

In the sequel, when mentioning (N , M0), we refer to an
acceptably markedS4R. Fig. 2 shows two typicalS4R nets.
Obviously, these two Petri nets share the same process nets
whereas their resource allocation mechanisms are different.
The former allows only single unit of resource acquisition at
each operation stage whereas the latter allows multiple ones.
Therefore, the latter is more general. Owing to its popularity,
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the former is presented as a benchmark.
Under the assumption thatP0 = {p1, p7}, PA1

= {p2 −
p6}, PA2

= {p8 − p10}, PR = {p11 − p15}, Fig. 2 shows
two S4R representing AMS consisting of five resource types
R1 − R5 with capacitiesC1 = C3 = 2, C2 = C4 = C5 = 1,
and supporting two job typesJ1 andJ2. Job typeJ1 (resp.,
J2) is defined by the set of partially ordered job stages{p1 −
p6} (resp.,{p7−p10}). The conjunctive resource requirements
associated with various job stages in the net in Fig. 2(a) (resp.,
Fig. 2(b)) are as follows:ap2

= p4, ap3
= p5, ap4

= p11, ap5

= p12, ap6
= p13, ap8

= p13, ap9
= p12, and ap10

= p11

(resp.,ap2
= p14, ap3

= p15, ap4
= 2p11, ap5

= 2p11 + p12,
ap6

= p13, ap8
= p13, ap9

= 2p12, andap10
= p11 + 2p12).

TheP -semiflows corresponding to the resources are:I1 = p4

+ p10 + p11, I2 = p5 + p9 + p12, I3 = p6 + p8 + p13, I4

= p2 + p14, and I5 = p3 + p15 (resp.,I1 = 2p4 + 2p5 +
p10 + p11, I2 = p5 + 2p9 + 2p10 + p12, I3 = p6 + p8 +
p13, I4 = p2 + p14, andI5 = p3 + p15).

B. Liveness-enforcing Supervisory Control Using GMEC

In Petri nets, many approaches have been proposed to forbid
inadmissible states such that the remaining states satisfya
constraintlT · M ≤ b, wherelT ∈ N1×|P |, b ∈ N+.

A control specification on a net system (N , M0) can be
expressed in the form oflT · M ≤ b, whereM means a
reachable marking, whilel and b are an integer vector and a
scalar, respectively. To implement it, a monitorpc should be
superimposed on the net structure according to the following
incidence matrix[Npc

] = − lT · [N ]. Correspondingly, the
initial marking of pc must be set asM0(pc) = b − lT · M0.
Obviously, the problem is feasible only ifb − lT · M0 > 0.

According to [2], the liveness of anS4R can be ensured
when all of its siphons are properly controlled during the
system evolution. Therefore, the basic idea to enforce its
liveness is to prevent siphons from becoming undermarked
by the addition of monitors. Hereby, we adoptmax-control,
which is a special SCT initially proposed in [2]. For the self-
completeness of this paper, we cite the following definitions
in [2]. In the sequel, when talking about a siphon, we mean a
strict minimal one.

Definition 5: [2] A siphonS is said to bemax-marked at
M ∈ R(N , M0) if ∃p ∈ S such thatM (p) ≥ maxp• , where
maxp• = maxt∈p• W (p, t).

Definition 6: [2] A siphonS is said to bemax-controlled
if S is max-marked at any reachable marking, i.e.,∀M ∈
R(N , M0), ∃p ∈ S such thatM (p) ≥ maxp• .

Definition 7: [2] (N , M0) is said to be satisfying themax
controlled-siphon property (max cs-property, for short) if each
siphon of (N , M0) is max-controlled.

Proposition 1: [2] S is a siphon. If there exists aP -
invariant I such that∀p ∈ ‖I‖− ∩ S, maxp• = 1, ‖I‖+

⊆ S, and
∑

p∈P I(p) · M0(p) >
∑

p∈S I(p) · (maxp• − 1),
thenS is max-controlled.

S is an undermarked siphon atM ∈ R(N , M0). (N∗, M∗
0 ),

N∗ = (P0 ∪ PA ∪ PR ∪ {pc}, T , F ∗, W ∗) is an augmented
net to controlS through the addition of a monitorpc such that
F ∗ = F ∪ ({pc} × p•c) ∪ (•pc × {pc}), and∀p ∈ P0 ∪ PA

∪ PR, M∗
0 (p) = M0(p).

From Proposition 1 and the aforementioned statements, we
should construct aP -invariant (not necessarily aP -semiflow).
First, we establish twoP -semiflows. One isgS =

∑
r∈SR

Xr.
Another one is introduced by assuming a monitorpc which
leads to anotherP -semiflow such that∀p ∈ ‖gS‖ \ S, hS(p)
= gS(p), hS(pc) = 1, and‖hS‖ \ {pc} ⊆ PA.

Lemma 1:Given an augmented net(N∗, M∗
0 ) with monitor

pc. IS = gS − hS is a P -invariant inN∗.
Proof: SincegS andhS areP -semiflows, we havegT

S ·
[N∗] = 0T andhT

S · [N∗] = 0T . Therefore,IT
S · [N∗] = (gT

S

− hT
S ) · [N∗] = gT

S · [N∗] − hT
S · [N∗] = 0T .

Lemma 2:Let IS = gS − hS. S is max-controlled if∑
p∈P IS(p) · M0(p) >

∑
p∈S IS(p) · (maxp• − 1) holds.

Proof: Thanks to the construction ofIS , ‖IS‖+ = ‖gS‖
\ ‖hS‖ ⊆ S, ‖IS ‖ − = {pc}, and‖IS‖− ∩ S = ∅. Based
on Proposition 1,S is max-controlled when

∑
p∈P IS(p) ·

M0(p) >
∑

p∈S IS(p) · (maxp• − 1) holds.
In order to develop a liveness-enforcing supervisor forS4R,

one can add a monitor for each detected undermarked siphon
S.

Definition 8: ϑ is calledS’s control P -vector if: 1) ϑ is a
|P |-vector; 2)‖ϑ‖ = ‖gS‖ − ‖gS‖ ∩ ‖hS‖ such thatϑ(p) =
gS(p), ∀p ∈ ‖gS‖ − ‖gS‖ ∩ ‖hS‖; ϑ(p) = 0, otherwise.

Definition 9: l is calledS’s monitor P -vector if: 1) l is a
|P |-vector; and 2)‖l‖ = ‖hS‖ − {pc} such thatl(p) = h(S),
∀p ∈ ‖hS‖ − {pc}; l(p) = 0, otherwise.

Proposition 2: For ϑ andl, we have 1)‖ϑ‖ + ‖l‖ = ‖gS‖;
2) ‖ϑ‖ ∩ ‖l‖ = ∅; and 3)ϑ + l = gS .

Proof: 1) ‖ϑ‖ + ‖l‖ = ‖gS‖ − (‖gS‖ ∩ ‖hS‖) + (‖gS‖
∩ ‖hS‖) = ‖gS‖.

2) By contradiction, we suppose that∃p, such thatp ∈ ‖ϑ‖∧
p ∈ ‖l‖. This meansp ∈ ‖hS‖ andp ∈ ‖gS‖ − ‖hS‖. This

is impossible becausep ∈ ‖hS‖ ∩ (‖gS‖ − ‖hS‖) = ∅.
3) This point is due to the construction ofl andϑ.
The above lemmas along with propositions suffice to convert

the control of a siphon to the enforcement of a GMEC, which
is actually in the form of an inequality.

Theorem 1:Given (N , M0), S is max-controlled if∀M ∈
R(N , M0), ϑT · M ≥

∑
p∈S I(p) · (maxp• − 1) + 1.

Proof: Based on Proposition 1,S is max-controlled if∑
p∈P IS(p) · M0(p) >

∑
p∈S IS(p) · (maxp• − 1). Since

IS = gS − hS , we have
∑

p∈‖gS‖−‖gS‖∩hS
gS(p) · M0(p) −

M0(pc) >
∑

p∈S IS(p) · (maxp• − 1). Consider Definition
8. We haveϑT · M0 − M0(pc) >

∑
p∈S IS(p) · (maxp• −

1). According to [28], this implies a “greater than and equal
to” inequality which is implemented by a monitorpc. That is
ϑT · M ≥

∑
p∈S I(p) · (maxp• − 1) + 1.

Corollary 1: Given (N , M0), ϑT · M ≥
∑

p∈S I(p) ·
(maxp• − 1) + 1 is equivalent tolT · M ≤

∑
M0(SR) −∑

p∈S I(p) · (maxp• − 1) − 1.
Proof: According to Proposition 2, we haveϑ + l = gS

wheregS =
∑

r∈SR
Xr is a P -invariant. Therefore, we have

ϑT · M + lT · M = (ϑT + lT ) · M = gT
S · M = gT

S · M0

= M0(SR). As a result,ϑT · M = M0(SR) − lT · M . ϑT

· M ≥
∑

p∈S I(p) · (maxp• − 1) + 1 is thus equivalent to
M0(SR) − lT · M ≥

∑
p∈S I(p) · (maxp• − 1) + 1. Through

transformation, we havelT · M ≤ M0(SR) −
∑

p∈SI(p) ·
(maxp• − 1) − 1.
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TABLE I

MONITOR PARAMETERS FORPETRI NET IN FIG. 2(a)

i Si gSi
hSi

li bi

1 {p5, p10, p11, p12} p4+p5+p9+p10+p11+p12 p4+p9+pc p4+p9 2
2 {p6, p9, p12, p13} p5+p6+p8+p9+p12+p13 p5+p8+pc p5+p8 2
3 {p6, p10, p11, p12, p13} p4+p5+p6+p8+p9+p10+p11+p12+p13 p4+p5+p8+p9+pc p4+p5+p8+p9 4

TABLE II

MONITOR PARAMETERS FORPETRI NET IN FIG. 2(b)

i Si gSi
hSi

li bi

1 {p5, p10, p11, p12} 2p4+3p5+2p9+3p10+p11+p12 2p4+2p9+pc 2p4+2p9 3
2 {p6, p9, p10, p12, p13} p5+p6+p8+2p9+2p10+p12+p13 p5+p8+pc p5+p8 4
3 {p6, p10, p11, p12, p13} 2p4+p5+p6+p8+2p9+3p10+p11+p12+p13 2p4+3p5+p8+2p9+pc 2p4+3p5+p8+2p9 7

Evidently, a siphon can be prevented from being under-
marked by simply applying a specificationlT · M ≤ M0(SR)
−

∑
p∈S I(p) · (maxp• − 1) − 1 to the net. For the sake

of brevity, we assume a scalarb = M0(SR) −
∑

p∈S I(p) ·
(maxp• − 1) − 1 in the sequel.

Based on Corollary 1, each siphon can bemax-controlled
through a GMEC denoted by a pair (l, b). The latter can be
easily identified through the structural analysis of anS4R.
An S4R system becomes live when all siphons aremax-
controlled with (l, b). For more detail, please refer to [2],
[31], [33]. In the sequel, we assume all siphons are produced
with an enumeration method.

Take the net shown in Fig. 2(a) as an example.S = {p5,
p10 − p12} is a siphon. Evidently, we havegS = p4 + p5 +
p9 + p10 + p11 + p12, hS = p4 + p9 + pc, and IS = gS

− hS = p5 + p10 + p11 + p12 − pc. As a result, we have
ϑS = p5 + p10 + p11 + p12 and lS = p4 + p9. M0(SR)
= M0(p11) + M0(p12) = 2 + 1 = 3.

∑
p∈S I(p) · (maxp•

− 1) = (maxp•

5
− 1) + (maxp•

10
− 1) + (maxp•

11
− 1) +

(maxp•

12
− 1) = (1 − 1) + (1 − 1) + (1 − 1) + (1 − 1) = 0.

Therefore,b = M0(SR) −
∑

p∈SI(p) · (maxp• − 1) − 1 = 3
− 0 − 1 = 2. After a pair (l, b) is obtained, a monitorpc along
with its outgoing and ingoing arcs can be calculated with the
technique in [28]. Tables I and II show the correspondingS,
gS , hS , IS , ϑ, l, and b in the Petri nets shown in Figs. 2(a)
and (b), respectively.

IV. SUPERVISORSIMPLIFICATION VIA INEQUALITY

ANALYSIS

The above analysis shows that the liveness supervision in
the framework of Petri nets can be converted to the satisfaction
of a set of inequalities. These inequalities constitute a linear
system that restricts the behavior of the plant model. However,
one must notice that such a set of inequalities is not minimal.
In other words, some inequalities may be redundant, implying
that some inequalities are dependent on the others. As one
inequality corresponds to one monitor, the removal of those
dependent ones can reduce the size of the final supervisor.
Therefore, it is attractive to identify a way to remove them
while preserving the independent ones. The separation be-
tween them might not be unique. Some selection techniques
should be developed to properly make their identification and
distinction.

A. Identification of Independent and Dependent Inequalities

SupposeL = [l1 l2 . . . ln] andB = [b1 b2 . . . bn]T . LT ·
M ≤ B meansn GMECs. Among them, some are dependent
on others.

Definition 10: Let LT · M ≤ B be a set of inequalities,M
= {M |lTi · M ≤ bi, ∀i ∈ Nn}, andMNn\{k} = {M |lTi · M
≤ bi, ∀i ∈ Nn − {k}}. lTk · M ≤ bk is said to be dependent
on other inequalities iffM = MNn\{k}.

Proposition 3: An inequalitylTk · M ≤ bk is dependent on
the others iffmin{bk − lTk · M , M ∈ MNn\{k}} ≥ 0.

Proof: For the necessary part, we haveM = MNn\{k}

according to Definition 10. SincelTk · M ≤ bk holds in the
space determined byM according to the hypothesis of this
proposition, it is apparent thatlTk · M ≤ bk holds inMNn\{k}.
This means thatmin{bk − lTk · M , M ∈ MNn\{k}} ≥ 0.

For the sufficient part, we havelTk · M ≤ bk because
of min{bk − lTk · M , M ∈ MNn\{k}} ≥ 0. This means
MNn\{k} implicitly ensureslTk · M ≤ bk. Moreover, the
combination ofMNn\{k} and lTk · M ≤ bk is equivalent to
M. As a result, we haveM = MNn\{k}.

Proposition 3 implies that the dependance of one inequality
upon others can be determined by solving a mathematical
programming problem:

min bk − lTk · M (1)

subject to
lTi · M ≤ bi, i ∈ Nn − {k} (2)

Corollary 2: An inequalitylTk · M ≤ bk is independent iff
min{bk − lTk · M , M ∈ SNn\{k}} < 0.

Proof: Owing to its duality to Proposition 3, this state-
ment holds obviously.

Consider the three inequalities in Fig. 2(a). To verify one’s
dependency upon the other two, we can have the following
three mathematical programming formulations.

For M(p4) + M(p9) ≤ 2, we have

min 2 − M(p4) − M(p9)

subject to
M(p5) + M(p8) ≤ 2

M(p4) + M(p5) + M(p8) + M(p9) ≤ 4
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For M(p2) + M(p8) ≤ 2, we have

min 2 − M(p5) − M(p8)

subject to
M(p4) + M(p9) ≤ 2

M(p4) + M(p5) + M(p8) + M(p9) ≤ 4

For M(p4) + M(p5) + M(p8) + M(p9) ≤ 4, we have

min 4 − M(p4) − M(p5) − M(p8) − M(p9)

subject to
M(p4) + M(p9) ≤ 2

M(p5) + M(p8) ≤ 2

Their solutions are−2,−2, and 0, respectively. This implies
that M(p4) + M(p9) ≤ 2 and M(p5) + M(p8) ≤ 2 are
independent of the remaining inequalities whereasM(p4) +
M(p5) + M(p8) + M(p9) ≤ 4 is dependent onM(p4) +
M(p9) ≤ 2 andM(p5) + M(p8) ≤ 2. However, for the first
two sets of formulations, we can substituteM(p4) + M(p5) +
M(p8) + M(p9) ≤ 4 byM(p4) + M(p5) + M(p8) + M(p9)
≤ 2. Note that when the latter is satisfied, the former is of
course satisfied. The objectives become 0, which implies that
M(p4) + M(p9) ≤ 2 andM(p2) + M(p8) ≤ 2 can become
dependent constraints if we reduce the right-hand scalar of
their independent one, i.e.,M(p4) + M(p5) + M(p8) +
M(p9) ≤ 2. In general, the right-hand-side scalar reduction
results a more restrictive constraint that realizes the original
one in a less permissive way. On the other hand, this can
be well used to reduce the size of a supervisor at the likely
sacrifice of behavior permissiveness.

According to the above statement, we need to establish
and solve a set of mathematical programming formulations
to verify the dependency of each inequality with respect to
others. As known, it can be quite time-consuming to solve
them. Moreover, in the case that the dependency of some
inequalities does not hold, one may resort to decreasing the
right-hand scalars with regard to the independent inequalities.
Nevertheless, there is no unified principle to follow. In the
following, we present a quite efficient method to tackle such
issue.

Theorem 2:Let LT · M ≤ B be a set of inequalities andk
∈ Nn. lTk · M ≤ bk is dependent on the others iff there exist
n − 1 nonnegative coefficientsαi, i ∈ Nn \ {k} such thatlk
≤

∑
i∈Nn\{k} αi · li andbk ≥

∑
i∈Nn\{k} αi · bi.

Proof: For the necessary part, we assume thatlTk · M ≤
bk is dependent on the others. According to Proposition 3, we
havemin{bk − lTk · M , M ∈ MNn\{k}} ≥ 0. Based on the
duality theorem, this is equivalent to the statementmax{lTk
· M − bk, M ∈ MNn\{k}} ≤ 0. This implies that there
exists an optimal solutionM∗ such thatlTk · M∗ ≤ bk. The
dual mathematical programming ismin{

∑
i∈Nn\{k} αi · bi,∑

i∈Nn\k αi · li ≥ lk, αi ≥ 0, ∀i ∈ Nn \ {k}. As a result,
there exists an optimal solutionαi, i ∈ Nn \ {k} such that∑

i∈Nn\{k}αi · bi = lTk · M ≤ bk,
∑

i∈Nn\{k} ≥ lk.
For the sufficient part, we havelk ≤

∑
i∈Nn\{k} αi · li

andbk ≥
∑

i∈Nn\{k} αi · bi according to the hypothesis. For

any M ≥ 0, we havelTk · M ≤
∑

i∈Nn\{k} αi · lTi · M ≤∑
i∈Nn\{k} αi · bi. According to Definition 10, we know that

lTk · M ≤ bk is dependent on other inequalities, i.e.,lTi · M
≤ bi, wherei ∈ Nn \ {k}.

In Fig. 2(a),M (p4) + M (p5) + M (p8) + M (p9) ≤ 4 is
dependent on the other two, i.e.,M (p4) + M (p9) ≤ 2 and
M (p5) + M (p8) ≤ 2. This is because (M (p4) + M (p9)) +
(M (p5) + M (p8)) ≤ M (p4) + M (p5) + M (p8) + M (p9)
and 4≥ 2 + 2. M (p4) + M (p9) ≤ 2 is not dependent on
M (p5) + M (p8) ≤ 2 andM (p4) + M (p5) + M (p8) + M (p9)
≤ 4. This is because, despite the fact thatM (p5) + M (p8)
≤ M (p4) + M (p5) + M (p8) + M (p9), we have 2≤ 4. An
important and interesting issue is that we can replace the scalar
4 with 2 so that 2≤ 2 holds, which makesM (p4) + M (p9)
≤ 2 dependent onM (p5) + M (p8) ≤ 2 andM (p4) + M (p5)
+ M (p8) + M (p9) ≤ 4. The same analysis applies to the
dependency ofM (p5) + M (p8) ≤ 2 on the other.

In Fig. 2(b), 2M (p4) + 3M (p5) + M (p8) + 2M (p9) ≤ 7
is independent of the other two, i.e., 2M (p4) + 2M (p9) ≤ 3
andM (p5) + M (p8) ≤ 4. This is because, although (2M (p4)
+ 2M (p9)) + 3(M (p5) + M (p8)) ≥ 2M (p4) + 3M (p5) +
M (p8) + 2M (p9), we have 7≤ 3× 4 + 3. To make 2M (p4) +
3M (p5) + M (p8) + 2M (p9) ≤ 7 dependent, we can decrease
4 to 1 such that 7≤ 3 × 1 + 3. 2M (p4) + 2M (p9) ≤ 3
is not dependent onM (p5) + M (p8) ≤ 4 and 2M (p4) +
3M (p5) + M (p8) + 2M (p9) ≤ 7. This is because, despite
the fact that 2p4 + 2p9 ≤ 2p4 + 3p5 + p8 + 2p9, we have
3 ≤ 7. Similarly, we can decrease the right-hand scalar 7 to
3 such that 3≤ 3 holds, which makes 2M (p4) + 2M (p9) ≤
3 dependent onM (p5) + M (p8) ≤ 4 and 2M (p4) + 3M (p5)
+ M (p8) + 2M (p9) ≤ 3. The same analysis applies to the
dependency ofM (p5) + M (p8) ≤ 4 on the other.

B. Analysis of Independent and Dependent Inequalities

It is noticed that the above analysis presents a simple
procedure to derive the dependency relationship between one
inequality and the others. An interesting issue is that the
independent inequalities are actually not unique. As shown
by the examples, two independent inequalities may result
when different sets of inequalities are determined as the
dependent ones. With the aid of a multiset technique, we herein
present some structural analysis of these inequalities andtheir
dependency relationship.

Proposition 4: Let LT · M ≤ B be a set of inequalities and
k ∈ Nn. If lTk · M ≤ bk is dependent on other inequalities,
‖lk‖ ⊆ ∪i∈Nn\{k} ‖li‖.

Proof: We can prove it by contradiction. Suppose thatlk
is dependent onli wherei ∈ Nn\{k} and∃p ∈ ‖lk‖ so thatt
6∈ ∪i∈Nn\{k} ‖li‖. Then, we havelk(p) ≥ 1 and

∑
i∈Nn

li(p)
= 0. As a result, we havelk(p) >

∑
i∈Nn

li(p), leading to the
fact that lk 6≤

∑
i∈Nn

li(p). This is in contradiction with the
hypothesis thatlk is dependent on others, which requires that
lk ≤

∑
i∈Nn

li(p).
In Fig. 2(a),M (p4) + M (p9) ≤ 2 andM (p5) + M (p8) ≤

2 cannot be dependent on each other because neither{p4, p9}
⊆ {p5, p8} nor {p5, p8} ⊆ {p4, p9} is true. BothM (p4) +
M (p9) ≤ 2 andM (p5) + M (p8) ≤ 2 are dependent onM (p4)
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+ M (p5) + M (p8) + M (p9) ≤ 4 because{p4, p9} ⊆ {p4,
p5, p8, p9} and{p5, p8} ⊆ {p4, p5, p8, p9}. M (p4) + M (p5)
+ M (p8) + M (p9) ≤ 4 is not dependent on eitherM (p4) +
M (p9) ≤ 2 or M (p5) + M (p8) ≤ 2 because{p4, p5, p8, p9}
6⊆ {p4, p9} and {p4, p5, p8, p9} 6⊆ {p5, p8}. Nevertheless,
M (p4) + M (p5) + M (p8) + M (p9) ≤ 4 is dependent on
the union ofM (p4) + M (p9) ≤ 2 andM (p5) + M (p8) ≤ 2
because{p4, p5, p8, p9} ⊆ {p4, p9} ∪ {p4, p5, p8, p9}. To
be concise, the analysis upon the Petri net model in Fig. 2(b)
is omitted owing to its similarity to the case in Fig. 2(a).

Theorem 3:Let LT · M ≤ B be a set of inequalities and
k ∈ Nn. lTk · M ≤ bk is dependent on other inequalities iff
there existn − 1 nonnegative coefficientsαi, i ∈ Nn \ {k}
such that‖lk‖ ≤

∑
i∈Nn\{k} αi · ‖li‖ and bk ≥

∑
i∈Nn\{k}

αi · bi.
Proof: This proof is a multiset version of the proof of

Theorem 2. Owing to their similarity, it is omitted.

C. Supervisor Simplification

SupposeL = {‖li‖}, where i ∈ Nn. From the above
analysis, the key issue is to identifyΩ = {ω1, ω2, . . ., ωm}
⊆ Nn leading to two sets, i.e.,LI = {‖li‖}|i∈Ω ⊆ L andLD

= L \ LI such that: 1)∀ωk ∈ Ω, ∄αi ≥ 0 such thatlωk
=∑

i∈Ω\{ωk}
αωi

· lωi
; and 2)∀µk ∈ Nn \ Ω, ∃αi ≥ 0, lµk

≤∑
i∈Nm

αi · lωi
. Obviously,LI is not unique.

Definition 11: Let i ∈ Ω, j = Nn \ Ω. {‖lω1
‖, ‖lω2

‖, . . .,
‖lωm

‖} is called amax-LI (resp.,min-LI) if ∀i, j, |‖lωi
‖|

≥ |‖lωj
‖| (resp.,|‖lωi

‖| ≤ |‖lωj
‖|).

As opposed toL, we haveB = {bi}, wherei ∈ Nn; BI

= {bi}, wherei ∈ Ω; andBD = {bi}, wherei ∈ Nn \ Ω.
LD, BD, and BI denote vectors while their corresponding
multisets are represented byLD, BD, BI .

Take the Petri net model in Fig. 2(a) as an example.M (p4)
+ M (p5) + M (p8) + M (p9) ≤ 4 is amax-LI while M (p4)
+ M (p9) ≤ 2 andM (p5) + M (p8) ≤ 2 are amin-LI .

Therefore, to reduce the supervisor size, our first step is to
identify these dependent inequalities, which can be realized
by the following algorithm.

Algorithm 1: Identification of Independent and Dependent
Inequalities

Input: LT · M ≤ B
Output: Independent InequalitiesLT

I · M ≤ BI and De-
pendent InequalitiesLT

D · M ≤ BD with LI = [lω1
lω2

. . .
lωm

], BI = [bω1
bω2

. . . bωm
], LD = [lµ1

lµ2
. . . lµn−m

], and
BD = [bµ1

bµ2
. . . bµn−m

] where{µ1, µ2, . . ., µn−m} ⊆ Nn

\ {ω1, ω2, . . ., ωm}.

1) i = 1, m = 1, LI := ∅, LD := L, BI := ∅, andBD

:= B;
2) Arrange all the elements inL according to the ascending

(resp., descending) order of|‖l‖| for themin-LI (resp.,
max-LI ), respectively;

3) while (i ≤ |L|) do

begin

4) Check whether∃αj ≥ 0 so thatli ≤
∑m

j=1
αj · lωj

. If
so, go to Step 6). Otherwise, go to Step 5);

5) m := m + 1, LI := LI ∪ {li}, LD := LD \ {li}, BI

:= BI ∪ {bi}, andBD := BD \ {bi};
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Fig. 3. The synthesized supervisors.

6) i := i + 1;
end

Based on Algorithm 1, the inequality set is divided into two
disjoint sets, i.e.,LI andLD. The computational complexity
is polynomial with regard to the number of inequalities. Using
Theorem 3, we can decrease the right-hand scalars such
that the ones inLD can be ignored during the supervisor
synthesis process. Algorithm 1 distinguishes the independent
and dependant inequalities without resorting to integer pro-
gramming techniques whose computational complexity proves
to be exponential. Its execution involves only a limited number
of comparison between some coefficient vectors and scalars.

Algorithm 2: Supervisor Simplification
Input: LT · M ≤ B
Output:LI · M ≤ BI

1) Identify LI andLD using Algorithm 1;
2) i = 0;
3) while (i < n − m) do

begin

4) i := i + 1;
5) Find αωj

≥ 0, j ∈ Nm, such thatlµi
≤

∑m
j=1

αωj
·

lωj
;

6) Decreasebωj
, j ∈ Nm, such thatbµi

≥
∑m

j=1
αωj

· bωj
.

end

n, m, andn − m denote the numbers of all, independent,
and dependent inequalities, respectively.lµi

and bµi
(resp.,

lωj
andbωj

) are the coefficient vectors and scalars of the de-
pendent (resp., independent) inequalities. In Fig. 2(a),M (p4)
+ M (p9) ≤ 2 and M (p5) + M (p8) ≤ 2 are identified as
min-LI while M (p4) + M (p5) + M (p8) + M (p9) ≤ 4 is
identified asmax-LI . For Fig. 2(b), 2M (p4) + 2M (p9) ≤
3 andM (p5) + M (p8) ≤ 4 are identified asmin-LI while
2M (p4) + 3M (p5) + M (p8) + 2M (p9) ≤ 7 is identified as
max-LI . Fig. 3 represents all these monitors wherepc1

and
pc2

realizesM (p4) + M (p9) ≤ 2 andM (p5) + M (p8) ≤ 2,
pc3

realizesM (p4) + M (p5) + M (p8) + M (p9) ≤ 4; pc4
−

pc6
realize 2M (p4) + 2M (p9) ≤ 3, M (p5) + M (p8) ≤ 4, and

2M (p4) + 3M (p5) + M (p8) + 2M (p9) ≤ 7.
min-LI may lead to more, if not the most, permissive

control control whereasmax-LI can result in a concise,
if not the simplest, supervisor. For the Petri net model in
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Fig. 4. The diagram block of an AMS.
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Fig. 5. The Petri net model of the AMS in Fig. 4.
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Fig. 6. The supervisor.

TABLE III

SUPERVISOR FORPETRI NET IN FIG. 2(a)

Method i M0(pci
) •pci

p•ci

Our Approach 1 2 {t6, t10} {t3, t8}
1 2 {t6, t9} {t5, t8}Approach in [26] 2 2 {t6, t10} {t3, t8}
1 2 {t5, t10} {t3, t9}

Approach in [2] 2 2 {t6, t9} {t5, t8}
3 4 {t6, t10} {t3, t8}

TABLE IV

SUPERVISOR FORPETRI NET IN FIG. 2(b)

Method i M0(pci
) •pci

p•ci

Our Approach 1 3 {3t6, 2t10} {2t3 , t5, t8, t9}
1 3 {2t5, 2t10} {2t3, 2t9}

Other Approach 2 4 {t6 , t9} {t5, t8}
3 7 {2t6, 2t10} {2t3 , t5, t8, t9}

Fig. 2(a), the same behavior can be obtained whether the
system is controlled by the first two inequalities or all the
three ones. After the imposition of the first two inequalities,
the third one’s implicitness is obvious and its removal has
no influence upon the system, thus leading to a maximal
permissiveness with a simplified supervisor structure. If one
only removes the inequalities whose removal has no influence
upon the system behavior, the controlled system definitely
can achieve the maximal permissiveness with a structurally
compact supervisor.

For an S4R, the above results indicate that the liveness
enforcing supervisor can be synthesized in a quite compact
way, thus avoiding astronautical number of monitors. Most of
the existing approaches, such as [12], [17], are not applicable.
Approaches in [2], [26] are feasible since they consider general
nets. Moreover, they are representative because the former
one is the first research to cope with siphon-induced deadlock
problems in general Petri nets while the latter aims to derive
the simplest supervisors. A comparison is thus conducted only
between our method and the ones in [2] and [26].

For both nets in Fig. 2, the method in [2] leads to 3
monitors, namely,pc1

− pc3
since there are 3 siphons. These

monitors constitute supervisors as shown in Tables III and IV,
respectively.

In Fig. 2(a), among 3 siphons, 2 of them, are found to be
elementary siphons according to [26]. Thus, 2 monitors are
necessary to constitute a supervisor, as shown in Table III.
In Fig. 2(b), no siphons are found to be elementary siphons.
Therefore, the supervisor remains the same as in [2] and is
shown in Table IV.

By contrast, our approach shows that only one monitor is
necessary for each Petri net because inequalitiesM (p4) +
M (p5) + M (p8) + M (p9) ≤ 2 and 2M (p4) + 3M (p5) +
M (p8) + 2M (p9) ≤ 3 prove to be independent in Figs. 2(a)
and (b), respectively. It shows that our approach can reduce
the supervisor size more compared to approaches in [2] and
[26]. For all supervisors, the net liveness can be achieved after
their outgoing transitions move top•0 as done in [12].

V. I LLUSTRATIVE EXAMPLE

Fig. 4 shows the block diagram of an AMS where three
product types, i.e.,J1 − J3, are manufactured. It is composed
of three robotsR1 − R3 and four machinesM1 − M4. Each
robot can hold two products. Each machine can deal with four
products at a time. There are three loading buffersI1 − I3

and three unloading buffersO1 − O3 to load and unload
the AMS. The action area forR1 is I1, O1, M1, M2, M3,
and M4; for robot R2 is I2, O3, M1, and M3; for robot
R3 is I3, O2, M2, andM4. By these resources, productsJ1

− J3 can be concurrently manufactured. Every arriving raw
product belongs to one of these three products. According to
the predefined routes, a raw productJ1 is taken fromI1 by
R1. After being processed byM2, it is moved toO1 by R1. A
raw productJ2 is taken fromI2 by R2. Two flexible routes are
available for its further treatment. First, it is manufactured in
M1 and then moved toM2 by R1. Second, it is manufactured
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in M3 and then moved toM5 by R1. After its process in either
M2 or M5, it is moved toO2 by R3 so that a final product
of J2 is obtained. A raw product ofJ3 is taken fromI3 by
R3. After being processed byM4, it is moved toM3 by R1.
After that, it is moved toO3 by R2. Noticeably, two copies
of resources are required whenJ2 is processed byM1 or J3

is processed byM4. In Fig. 4, resource allocation is indicated
by a directed arc as labeled bytj , j ∈ N20. A number across
the arc indicates the resource quantity while the default value
is one.

Fig. 5 shows the net model of this AMS, which allows
multiple resource acquisitions and flexible routes. The system
is anS4R whereP0 = {p1, p5, p14}, PA1

= {p2−p4}, PA2

= {p6 − p13}, PA3
= {p15 − p19}, PR = {p20 − p26}, t10

= t1, t20 = t5, and t30 = t15. Placesp20 − p26 denoteM1,
M2, R1, R2, M3, R4, and R3, respectively. Initially, it is
assumed that there are no parts in process.M(p1) = M(p5)
= M(p19) = 8 represents that the maximum job instances that
are allowed for part typesJ1 − J3 at a time, respectively.

TABLE VI

GENERATEDMONITORS FOR THENET IN FIG. 5 DUE TO min-LI

i •pci
p•ci

M(pci
)

1 {t6, t9, t18} {t5 , t15} 4
2 {t6, t11 , 2t17} {t5, 2t15} 2
3 {t3, t7, t10} {t1 , t5} 5
4 {t6, t13 , 2t17} {t5, 2t15} 4
5 {t7 , 2t8, t9, t19} {2t5, t15} 2
6 {t3, t7, t12, t17} {t1 , t5, t15} 3

This net is deadlock-prone since some siphons can be
eventually undermarked during system evolution. Our analysis
shows that there are 21 siphons, i.e.,S1 = {p13, p16, p25, p26},
S2 = {p4, p13, p19 − p26}, S3 = {p4, p13, p18, p21, p22, p24

− p26}, S4 = {p4, p13, p17, p21, p22, p25, p26}, S5 = {p4,
p11, p12, p19 − p25, }, S6 = {p4, p11, p12, p18, p21, p22, p24,
p25}, S7 = {p4, p11, p12, p17, p21, p22, p25}, S8 = {p4, p10,
p13, p19 − p24, p26}, S9 = {p4, p10, p13, p18, p21, p22, p24,
p26}, S10 = {p4, p10, p11, p19 − p24}, S11 = {p4, p10, p11,
p18, p21, p22, p24}, S12 = {p4, p10, p13, p17, p21, p22, p26},
S13 = {p4, p10, p11, p17, p21, p22}, S14 = {p2, p4, p9, p13,
p19, p20, p22 − p26}, S15 = {p2, p4, p9, p12, p19, p20, p22

− p25}, S16 = {p2, p4, p9, p13, p18, p22, p24 − p26}, S17 =
{p2, p4, p9, p12, p18, p22, p24, p25}, S18 = {p2, p4, p9, p13,
p17, p22, p25, p26}, S19 = {p2, p4, p9, p12, p17, p22, p25},
S20 = {p2, p4, p9, p10, p19, p20, p22 − p24}, andS21 = {p2,
p4, p9, p10, p18, p22, p24}.

According to our approach, these siphons lead to 21 in-
equalities as shown in Table V. Using Algorithms 1 and 2, the
second inequality,lT2 · M ≤ b2, is an independent inequality
and alsomax-LI after we decreaseb2 from 19 to 4. This is
because,∀i ∈ N21 \ {2}, we havelTi ≤ l2 andbi ≥ b2. Based
on this inequality, we can produce the corresponding monitor
as shown in Fig. 6. Our analysis shows that the controlled
system is live with 6970 reachable states. For the sake of
brevity, p•c is assumed to bet0 as done in [12].

As max-LI is quite conservative and the system behavior
can be greatly restricted. We also can resort tomin-LI, which
shows a set of dependent inequalities, i.e., inequalities 1,
12, 13, and 19− 21. One can easily verify that any other

inequality is dependent on these ones. This set of inequalities
produce monitors as shown in Table VI. The corresponding
controlled system is live with 13960 reachable states.

For the net in Fig. 5, the method in [2] leads to 21 monitors,
namely,pc1

−pc21
respectively corresponding toS1−S21, as

shown in Table VII. When these 21 monitors are added, a
liveness-enforcing supervisor is obtained.

Among the above-derived 21 siphonsS1−S21, 8 of them,
i.e., S1−S5, S8, S10, and S14, are found to be elementary
ones according to [26]. Thus, only 8 monitors are necessary
to constitute a supervisor, as shown in Table VIII.

Further analysis shows that the permissible states produced
by the approaches in [2] and [26] are 642743 and 986,
respectively. The work in [2] is the first approach on the
liveness supervisory control in terms of general Petri nets. Its
solution requires that all siphons satisfy themax-cs property.
Therefore, the size of a supervisor is proportional to the
number of siphons, which proves to be in an exponential
relationship with the size of the plant model. Compared
with [2], our method can implement a supervisor with much
fewer monitors. The work in [26] distinguishes siphons as
elementary and dependent ones. Only the elementary ones are
required to be controlled. However, this method does not really
provide the lower bound of the size of the liveness-supervising
supervisor, particularly in cases where some weakly dependent
siphons exist. This defect can be exemplified by the net shown
in Fig. 2(a). According to the approach in [26],S1 can be
a weakly dependent siphon with regard to the corresponding
elementary siphons, i.e.,S2 and S3, becauseη1 = η3 − η2.
The theory in [26] requires two monitors to be imposed on
S2 and S3, respectively. Comparatively, our approach shows
that only one monitor is necessary because bothM (p4) +
M (p9) ≤ 2 andM (p5) + M (p8) ≤ 2 are dependent onM (p4)
+ M (p5) + M (p8) + M (p9) ≤ 4 after we decrease the
right-hand scalar 4 to 2. Therefore, compared with [26], our
method can produce more concise supervisor structure and
syntactically explain the principle behind such a reduction.
Since their applicability is validated throughP -invariants,
elementary siphons must involve some characteristic vectors
so as to establish supervisor simplification techniques. Their
computation is unnecessarily complicated compared with our
work which distinguishes the independent and dependent
inequalities in a quite straightforward way. Thus, our method
outperforms existing strategies based on elementary siphons.

TABLE VIII

GENERATED MONITORS FOR THENET IN FIG. 5 DUE TO [26]

i •pci
p•ci

M(pci
)

1 {t6, t13, 2t17} {t5, 2t15} 4
2 {t3 , t7, t8 , t12 , t13, 2t17 , t19} {t1 , 2t5, 3t15} 10
3 {t3 , t12 , t13, 2t17 , t18} {t1, t5, 3t15} 4
4 {t3 , t12, t13 , 3t17} {t1 , t5, 3t15 } 3
5 {t3, t7, t8, t10, t11 , t17, t19} {t1 , 2t5, 2t15} 2
6 {t3 , t7, t8 , t9, t12 , t19} {t1, 2t5 , t15} 3
7 {t3 , t7, t8 , t9, t10 , t19} {t1, 2t5 , t15} 2
8 {t7, 2t8, t13 , 2t17, t19} {2t5 , 3t15} 3

VI. CONCLUSION

This work focuses on the synthesis of liveness enforcing
supervisors of automated manufacturing systems allowing both
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TABLE V

GENERATED INEQUALITIES CORRESPONDING TO SIPHONS

i Inequalities (li·M≤bi) Independent
1 M (p12)+M (p15)+2M (p16)≤4 No
2 M (p2)+M (p3)+M (p6)+2M (p7)+M (p8)+M (p9)+M (p10)+M (p11)+M (p12)+M (p15)+3M (p16)+M (p17)+M (p18)≤19 Yes
3 M (p2)+M (p3)+M (p8)+M (p9)+M (p10)+M (p11)+M (p12)+M (p15)+3M (p16)+M (p17)≤14 No
4 M (p2)+M (p3)+M (p9)+M (p10)+M (p11)+M (p12)+M (p15)+3M (p16)≤10 No
5 M (p2)+M (p3)+M (p6)+2M (p7)+M (p8)+M (p9)+M (p10)+3M (p16)+M (p17)+M (p18)≤17 No
6 M (p2)+M (p3)+M (p8)+M (p9)+M (p10)+2M (p16)+M (p17)≤12 No
7 M (p2)+M (p3)+M (p9)+M (p10)+2M (p16)≤8 No
8 M (p2)+M (p3)+M (p6)+2M (p7)+M (p8)+M (p9)+M (p11)+M (p15)+M (p16)+M (p17)+M (p18)≤16 No
9 M (p2)+M (p3)+M (p8)+M (p9)+M (p11)+M (p15)+M (p16)+M (p17)≤7 No
10 M (p2)+M (p3)+M (p6)+2M (p7)+M (p8)+M (p9)+M (p17)+M (p18)≤14 No
11 M (p2)+M (p3)+M (p8)+M (p9)+M (p17)≤9 No
12 M (p2)+M (p3)+M (p9)+M (p11)+M (p15)+M (p16)≤7 No
13 M (p2)+M (p3)+M (p9)≤5 No
14 M (p6)+2M (p7)+M (p8)+M (p10)+M (p12)+2M (p16)+M (p17)+M (p18)≤15 No
15 M (p6)+2M (p7)+M (p8)+M (p10)+2M (p16)+M (p17)+M (p18)≤13 No
16 M (p8)+M (p10)+M (p12)+M (p15)+3M (p16)+M (p17)≤10 No
17 M (p8)+M (p10)+2M (p16)+M (p17)≤8 No
18 M (p10)+M (p12)+M (p15)+3M (p16)≤6 No
19 M (p10)+2M (p16)≤4 No
20 M (p6)+2M (p7)+M (p8)+M (p17)+M (p18)≤10 No
21 M (p8)+M (p17)≤5 No

TABLE VII

GENERATEDMONITORS FOR THENET IN FIG. 5 DUE TO [3]

i •pci
p•ci

M (pi) i •pci
p•ci

M (pi)
1 {t6, t13, 2t17} {t5, 2t15} 4 12 {t3 , t7, t12, t17} {t1, t5, t15} 7
2 {t3 , t7 , t8, t12 , t13, 2t17 , t19} {t1 , 2t5, 3t15} 19 13 {t3, t7, t10} {t1 , t5} 5
3 {t3 , t12 , t13, 2t17 , t18} {t1, t5, 3t15} 14 14 {t7, 2t8 , t13 , 2t17 , t19} {2t5, 3t15} 15
4 {t3 , t12, t13, 3t17} {t1 , t5, 3t15 } 10 15 {t7, 2t8, t11 , t17 , t19} {2t5, 2t15} 13
5 {t3, t7, t8, t10, t11 , t17, t19} {t1 , 2t5, 2t15} 17 16 {t6, t13, 2t17 , t18} {t5 , 3t15} 10
6 {t3, t10, t11 , t17, t18} {t1 , t5, 2t15 } 12 17 {t6 , t11 , t17, t18} {t5 , 2t15} 8
7 {t3 , t10, t11, 2t17} {t1, t5, 2t15} 8 18 {t6, t13 , 3t17} {t5 , 3t15} 6
8 {t3 , t7 , t8, t9, t12 , t19} {t1, 2t5, t15} 16 19 {t6, t11 , 2t17} {t5 , 2t15} 4
9 {t3 , t9, t12 , t18} {t1, t5, t15} 7 20 {t7, 2t8 , t9 , t19} {2t5 , t15} 10
10 {t3 , t7 , t8, t9, t10 , t19} {t1, 2t5, t15} 14 21 {t6, t9, t18} {t5, t15} 5
11 {t3 , t9, t10 , t18} {t1, t5, t15} 9 − − − −

flexible routes and multiple resource acquisition operations.
Deadlocks are related to the emergence of a class of Petri
net objects, namely undermarked siphons. To avoid their
undermarkedness, the number of tokens in these siphons’
complementary places must be strictly limited, thus leading
to a set of general mutual exclusive constraints. They can
be distinguished as the independent and dependent ones.
The dependent ones can be implicitly controlled after these
independent ones are properly controlled. This technique can
reduce the number of needed monitors. Numerical results show
that our resulting supervisor is simple in its structure and
can ensure more permissive behavior. The generalization of
the research results in this paper will be conducted for more
complex systems.

REFERENCES

[1] I. B. Abdallah and H. A. ElMaraghy, “Deadlock preventionand avoid-
ance in FMS: A Petri net based approach,”Int. J. Adv. Manuf. Tech.,
vol. 14, no. 10, pp. 704–715, Sept. 1998.

[2] K. Barkaoui and I. B. Abdallah, “A deadlock prevention method for a
class of FMS,” inProc. IEEE Int. Conf. Syst., Man, and Cybern., pp.
4119–4124, Vancouver, British Columbia, Canada, Oct. 1995.

[3] K. Barkaoui and J. F. Peyre, “On liveness and controlled siphons in
Petri nets,” inLect. Not. in Comput. Sci., vol. 1091, pp. 57–72, Berlin:
Springer-Verlag, Jun. 1996.

[4] F. Basile, P. Chiacchio, A. Giua, and C. Seatzu, “Deadlock recovery of
Petri net models controlled using observers,” inProc. IEEE Sym. Emerg.
Tech. Fact. Auto., Antibes-Juan les pins, France, Oct. 2001, pp. 441–449.

[5] F. Basile, P. Chiacchio, and A. Giua, “An optimizaiton approach to Petri
net monitor design,”IEEE Trans. Automat. Contr., vol. 52, no. 2, pp.
306–311, Feb. 2007.

[6] F. Basile, P. Chiacchio, and J. Coppola, “A hybrid model of complex
automated warehouse systems part I: Modeling and simulation,” IEEE
Trans. Autom. Sci. Eng., vol. 9, no. 4, pp. 640–653, Oct. 2012.

[7] F. Basile, P. Chiacchio, and J. Coppola, “A hybrid model of complex au-
tomated warehouse systems part II: Analysis and experimental results,”
IEEE Trans. Autom. Sci. Eng., vol. 9, no. 4, pp. 654–668, Oct. 2012.

[8] F. Chu and X. L. Xie, “Deadlock analysis of Petri nets using siphons
and mathematical programming,”IEEE Trans. Robot. Autom., vol. 13,
no. 6, pp. 793–804, Dec. 1997.

[9] C. B. Chu, F. Chu, M. C. Zhou, H. X. Chen, and Q. N. Shen, “A
polynomial dynamic programming algorithm for crude oil transportation
planning,” IEEE Trans. Autom. Sci. Eng., vol. 9, no. 1, pp. 42–55, Jan.
2012.

[10] D. Y. Chao, “Improvement of suboptimal siphon- and FBM-based
control model of a well-knownS3PR,” IEEE Trans. Autom. Sci. Eng.,
vol. 8, no. 2, pp. 404–411, Apr. 2011.

[11] Y. H. Du, X. T. Li, and P. C. Xiong, “A Petri net approach tomediation-
aided composition of web services,”IEEE Trans. Autom. Sci. Eng., vol.
9, no. 2, pp. 429–435, Apr. 2012.

[12] J. Ezpeleta, J. M. Colom, and J. Martinez, “A Petri net based deadlock



HESUAN HU AND YANG LIU: SUPERVISOR SIMPLIFICATION FOR AMS BASED ON PETRI NETS AND INEQUALITY ANALYSIS 11

prevention policy for flexible manufacturing systems,”IEEE Trans.
Robot. Autom., vol. 11, no. 2, pp. 173–184, Apr. 1995.

[13] J. Ezpeleta and R. Valk, “A polynomial deadlock avoidance method for a
class of nonsequential resource allocation systems,”IEEE Trans. Syst.,
Man, Cybern. A. Syst., Humans, vol. 36, no. 6, pp. 1234–1243, Nov.
2006.

[14] M. P. Fanti, A. M. Mangini, and W. Ukovich, “Fault detection by labeled
Petri nets in centralized and distributed approaches,”IEEE Trans. Autom.
Sci. Eng., vol. 10, no. 2, pp. 392–404, Apr. 2013.

[15] A. Giua, F. DiCesare, M. Silva, “Generalized mutual exclusion con-
straints on nets with uncontrollable systems,” inProc. IEEE Int. Conf.
Syst., Man, and Cyber., Chicago, IL, Oct. 1992, pp. 974–979.

[16] A. Ghaffari, N. Rezg, and X. L. Xie, “Design of a live and maximally
permissive Petri net controller using the theory of regions,” IEEE Trans.
Robot. Autom., vol. 19, no. 1, pp. 137–142, Feb. 2003.

[17] Y. S. Huang, M. D. Jeng, X. L. Xie X, and S. L. Chung, “Deadlock
prevention policy based on Petri nets and siphons,”Int. J. Prod. Res.,
vol. 39, no. 2, pp. 283–305, Jan. 2001.

[18] B. Hruz and M. C. Zhou,Modeling and Control of Discrete Event
Dynamic Systems, Springer, NYC, NY, 2007.

[19] H. S. Hu, M. C. Zhou, and Z. W. Li, “Supervisor design to enforce
production ratio and absence of deadlock in automated manufacturing
systems,”IEEE Trans. Syst., Man, Cybern. A. Syst., Humans, vol. 41,
no. 2, pp. 201–212, Mar. 2011.

[20] H. S. Hu, M. C. Zhou, and Z. W. Li, “Liveness enforcing supervision of
video streaming systems using non-sequential Petri nets,”IEEE Trans.
Multi., vol. 11, no. 8, pp. 1457–1465, Nov. 2009.

[21] H. S. Hu, M. C. Zhou, and Z. W. Li, “Algebraic synthesis oftimed
supervisor for automated manufacturing systems using Petri nets,” IEEE
Trans. Autom. Sci. Eng., vol. 7, no. 3, pp. 549-557, Jul. 2010.

[22] H. S. Hu, M. C. Zhou, Z. W. Li, and Y. Tang, “Deadlock-freecontrol
of automated manufacturing systems with flexible routes andassembly
operations using Petri nets,”IEEE Trans. Ind. Inform., vol. 9, no. 1, pp.
109–121, Feb. 2013.

[23] M. V. Iordache and P. J. Antsaklis, “Synthesis of supervisor enforcing
general linear constraints in Petri nets,”IEEE Trans. Autom. Control,
vol. 48, no. 11, pp. 2036–2039, Nov. 2003.

[24] M. V. Iordache and P. J. Antsaklis, “Design ofτ -liveness enforcing
supervisors in Petri nets,”IEEE Trans. Autom. Contr., vol. 48, no. 11,
pp. 1962–1974, Nov. 2003.

[25] Z. W. Li and M. C. Zhou, “Elementary siphons of Petri netsand their
application to deadlock prevention in flexible manufacturing systems,”
IEEE Trans. Syst., Man, Cybern. A. Syst., Humans, vol. 34, no. 1, pp.
38–51, Jan. 2004.

[26] Z. W. Li and M. Zhao, “On controllability of dependent siphons for
deadlock prevention in generalized Petri nets,”IEEE Trans. Syst., Man,
Cybern. A. Syst., Humans, vol. 38, no. 2, pp. 1083–4427, Mar. 2008.

[27] L. X. Li and C. N. Hadjicostis, “Least-cost transition firing sequence
estimation in labeled Petri nets with unobservable transitions,” IEEE
Trans. Autom. Sci. Eng., vol. 8, no. 2, pp. 394–403, Apr. 2011.

[28] J. O. Moody and P. J. Antsaklis, “Petri net supervisors for DES
with uncontrollable and unobservable transitions,”IEEE Trans. Autom.
Control, vol. 45, no. 3, pp. 462–476, Mar. 2000.
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