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Abstract. This paper reflects the state of art in the field of human factors for 

unmanned aerial vehicles. It describes the GEDIS-UAV guide, which is a mod-

ification of the GEDIS guide. It also shows the evaluation of the Sky-eye 

project graphical user interface as an example of the methodology.  The analy-

sis and evaluation method reflected in this paper may be used to improve the 

graphical user interface of any unmanned aerial vehicle. 
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1 Introduction 

This paper aims to advance the research on guidelines to design and implement inter-

faces for monitoring unmanned aerial vehicles (UAVs). Today the UAVs have be-

come a fashionable topic in the world, but we must be aware of the risks associated 

with a failure of these flying machines, the consequences can be disastrous, even 

more when these machines are for civilian use. Some failures occur during teleopera-

tion [1], [3], [5], [7], [13], [25]. Twenty percent of the failures are attributed to human 

error [24]; therefore improving the control interface can decrease the failures consi-

derably [4], [26]. There are not specific regulations or guidelines oriented to the  

design of interfaces for UAVs, however there is one guideline we consider can be 

helpful after some adaptations, It is the human factors guide for human supervisory 

control display design GEDIS [18]. Taking into account aspects of human computer 

interaction of UAVs, this guide has been adapted in order to make it fully functional 

for UAV’s graphical user interfaces (GUIs), here lays the main contribution of the 

present work. 
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2 Previous Research on Human Interface Design Guidelines 

This section refers to the state of the art of standards and guidelines related with the 

design of GUIs for UAVs: ARINC 661 [2], STANAG 4586 [4], [11], DO-178B [20], 

JAUS [23], ISO 9241-11 [8] and GEDIS [18]. Table 1 shows a comparison of the 

standards and guidelines. 

Table 1. Standards and guidelines comparison 

 User Centered Focused on the system Focused on interaction 

JAUS NO YES NO 

STANAG NO YES NO 

ARINC 661 NO NO NO 

DO-178B NO NO NO 

ISO 9241 YES NO YES 

GEDIS YES NO YES 

 
To date the unmanned systems architectures vary considerably from one system to 

another, this situation complicates the creation of a guideline or a standard. There are 

guidelines and standards that can be used but they present limitations because they do 

not meet all the needs of each unmanned system architecture, for example GEDIS 

should be modified in order to be useful for other types of unmanned vehicles or for 

other types of missions. 

3 GEDIS-UAV Guideline 

From the initial point of view of strategies for effective human-computer interaction 

applied to supervision tasks in industrial control rooms [12], [21], GEDIS-UAV has 

adopted GEDIS guideline method to cover all the aspects of the GUI design [18 - 19]. 

GEDIS-UAV offers design recommendations in the moment of creating the interface 

and it also offers recommendations of improvement for interfaces already created. 

The guide is composed by indicators and subindicators. The method consists in ana-

lyzing and measuring each indicator in order to obtain a global evaluation index. 

3.1 Indicators List 

The GEDIS-UAV indicators have been defined from concepts extracted of other ge-

neric human factors guidelines [18] and the subindicators have been defined from the 

same sources but taking into account specific ergonomic criteria, like the level of 

situational awareness in UAVs, here lays the main contribution of the present work. 

The indicators are: architecture, distribution, navigation, color, text font, status of the 

devices, process values, graphs and tables, data-entry commands, and alarms.  
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3.2 Evaluation 

The evaluation is expressed with a quantitative numeric form and with a qualitative 

format that reflects the operator experience using the interface or the analysis criteria 

of the evaluator. The evaluation method is the same as in GEDIS guide. Each subin-

dicator is punctuated numerically in a scale from 1 to 5. The indicator value is  

calculated by solving the following formula: Indicator ∑jj 1∑jj 1                                                   (1) 

Where, J = number of Subindicators of the indicator, Subind = subindicator assess-

ment value and w = weight. For this study each subindicator has the same weight (w1 

= w2… = wJ = 1). 

The indicators values are used to calculate the global evaluation by solving the  

following formula: Global Index ∑10i 1∑10i 1                                                (2) 

Where, ind = indicator and p = weight. As explained before in this first approach all 

indicators have the same weight (p1 = p2…= p10 = 1). The guide recommends that 

the global evaluation index should not be lower than 3 points. A positive evaluation 

should reach at least 4 points.   

4 Applying the GEDIS-UAV Guide: The Sky-Eye Project Case 

Sky-eye project is part of the work being conducted by the research group ICARUS 

(Intelligent communications and avionics for robust unmanned aerial systems) of the 

UPC BarcelonaTech University. Among the group´s work, the project Sky-eye [14] 

aims to research improvements in unmanned aerial systems (UAS) for fire eradication 

missions, building flexible and generic missions designed for an efficient execution, 

one of the objectives in order to facilitate the operation is to achieve the appropriate 

level of automation [22] over all the UAV’s work processes; this goal includes the 

development of a good supervisory control interface. The embedded hard-

ware/software architecture developed by the ICARUS group includes the GCS  

[15 – 16]. The GCS has been designed to fulfill the following functions: mission 

planning, mission control, manual and/or supervised control of the UAV and data 

manipulation. The design of the console that incorporates the graphical interface of 

the GCS is based on the standard ARINC 661, comprises a display mounted on a 

control panel similar to a conventional aircraft cockpit. The GUI consists of a TFT 

(thin film transistor) screen that displays the flight instruments, the flight controls, the 

local map, the global map for the control of the mission, the artificial horizon and the 

navigation camera aboard the vehicle. The local map is in the bottom left of the 

screen and the global map on the right side just above the engine rpm, fuel and oil 

pressure gauges. Both the local map and global map can zoom in and out the pictures.  
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Figure 1 depicts the GUI developed by the research group ICARUS. Although the 

design is based on the ARINC 661 standard, the GUI has a high complexity in the 

sense that almost all the features have been included in one screen. GEDIS-UAV 

structures all the functionalities in a multi-layer application and it allows the tasks to 

be distributed between different operators. Starting from this information, it is possi-

ble to make an assessment that will lead to identify and propose crucial improvements 

to the supervisory control interface layout. 

 

Fig. 1. GUI developed by the research group ICARUS 

5 Current Interface Evaluation through GEDIS-UAV 

The guide detects a group of anomalies and numerically quantifies each of the com-

ponents and indicators for a global assessment index. As follows the Sky-eye inter-

face end user evaluation (where A=appropriate, M=medium, N.A. = Not appropriate): 

Table 2. Architecture 

A: Architecture A M N.A. Specific criteria 

A1: Division in areas 5 3 0 --- 

A2: Screens number ¨sn¨ --- --- --- 3<sn<9=5, n<4=0, 

 
The division (A1) got a “3” because the mission control module is not appreciable, 

but it keeps relation with the rest of the modules: UAV, global map, local map, avio-

nics sensors, vehicle control, mission planning and data manipulation. Because there 

is only one screen that displays all the information together, the number of screens 

(A2) got a “0”, having “1.5” points in total for the architecture indicator (A). Figure 

2A depicts the original GUI schematic division by areas. 
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Table 3. Distribution 

B: Distribution A M N.A. Specific  criteria 

B1: Model comparison 5 3 0 --- 

B2: Flow process 5 3 0 --- 

B3: Density 5 3 0 --- 

 
The model comparison subindicator (B1) got a “3” because the interface is similar 

to the model, except for some items to display. For certain tasks, the process flow is 

not entirely clear then flow process subindicator (B2) got a “3”. All the elements are 

in close proximity therefore the subindicator density (B3) got a “0”, having “2” points 

in total for the distribution indicator (B). 

Table 4. Navigation 

C: Navigation A M N.A. Specific  criteria 

C1: Navigation between screens 5 3 0 --- 

 
The interface has only one screen where all the information is displayed to the ope-

rator, this design allows the operator to navigate between different parts of the system 

but this characteristic limits radically the operator’s capability of navigation, one of 

the main reasons is because every time the operator explores a specific part of the 

system, another part gets hidden. Another limitation is that the interface does not dis-

play the navigation buttons correctly.  Therefore the subindicator navigation between 

screens (C1) got a “0”, having “0” points in total for the navigation indicator (C). 

Table 5. Color 

D: Color A M N.A. Specific  criteria 

D1: Absence of non-appropriate --- --- --- Yes=5, No=0 

D2: Colors number ¨cn¨ --- --- --- cn<4=5, cn>4=0 

D3: Blink absence  --- --- --- Yes=5, No=0 

D4: SC contrast vs GC 5 3 0 --- 

D5: Relationship with text 5 3 0 --- 

 
The absence of non-appropriate combinations subindicator (D1) got a “5”. There 

are more than 9 colors then the subindicator colors number (D2) got a “0”. The subin-

dicator (D3) blink absence got a “5” because the interface does not have visual 

alarms. In general there is a good contrast between the graphical contrast and the 

screen contrast therefore the subindicator (D4) got a “5” and the subindicator relation-

ship with text (D5) got a “5” because the relationship with the text color in general  

is appropriate. All this subindicators lead to “4” points in total for the color  

indicator (D). 



236 S. Lorite et al. 

 

Table 6. Text font 

E: Text font A M N.A. Specific   criteria 

E1: Font number ¨fn¨ --- --- --- fn<4=5, fn>4=0 

E2: Absence of small fonts  --- --- --- Yes=5, No=0 

E3: Absence of N.A. combinations --- --- --- Yes=5, No=0 

E4: Abbreviation use 5 3 0 --- 

 
The number of fonts used in the interface is 3 then the subindicator font number 

(E1) got a “5”. There are some fonts with size 6; therefore the subindicator (E2) got a 

“0”. There are not non-appropriate combinations therefore the subindicator (E3)  

got a “5”, and since the interface uses too many abbreviations the subindicator (E4) 

got a “0”, having “2.5” points in total for the text font indicator (E). 

Table 7. Status and devices 

F: Status of the devices A M N.A. Specific criteria 

F1: Uniform icons and symbols --- --- --- Yes=5, No=0 

F2: Status team representativeness --- --- --- le<4=5, le>4=0 

 
There is no use of symbols therefore the uniform icons and symbols sub-indicator 

(F1) got a “0” and the status team representativeness (F2) got a “5”, having “2.5” 

points in total for the status and devices indicator (F). 

Table 8. Process values 

G: Process values A M N.A. Specific criteria 

G1: Visibility 5 3 0 --- 

G2: Location 5 3 0 --- 

 
The visibility subindicator (G1) got a “3” because not all the required values are 

visible (for example is not easy to find the altitude value) and in general the process 

values could be better visualized. The location subindicator (G2) got a “3” because 

the process values are relatively well located, but it could be easier for the operator. 

These values lead to “3” points in total for the process values indicator (G). 

Table 9. Graphs and tables 

H: Graphs and tables A M N.A. Specific criteria 

H1: Format 5 3 0 --- 

H2: Visibility 5 3 0 --- 

H3: Location 5 3 0 --- 

H4: Grouping 5 3 0 --- 
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The format of the graphs and tables is appropriate therefore the subindicator (H1) 

got a “5”, the visibility (H2) and location (H3) subindicators got a “3” because some 

graphics could be a supplement, like displaying the advanced distance that depends of 

the speed and the time and the graphs and tables are relatively well located. Since 

there is not any suitable grouping the subindicator (H4) got a “0”, having “2.75” 

points in total for the graphs and tables indicator (H). 

Table 10. Data entry commands 

I: Data entry commands A M N.A. Specific criteria 

I1: Visibility 5 3 0 --- 

I2: Usability 5 3 0 --- 

I3: Feedback 5 3 0 --- 

 
The visibility (I1) got a “3” because the input commands could be better visua-

lized, the usability (I2) got a “5” and the feedback (I3) got a “3” because the feedback 

is indirect, the operator must enter a command to know about a new situation, when it 

should be automatic. These values lead to “3.67” points in total for the data entry 

commands indicator (I). 

Table 11. Alarms 

J: Alarms A M N.A. Specific  criteria 

J1: Visibility of alarms 5 3 0 --- 

J2: Location 5 3 0 --- 

J3: Situation awareness --- --- --- Yes=5, No=0 

J4: Alarms grouping 5 3 0 --- 

J5: Information to the operator 5 3 0 --- 

 
The visibility of alarms (J1) got a “3” because the alarms could be better visua-

lized; the location (J2) got a “3” because the alarms are relatively well located. The 

alarms could give better parameters or instructions to let the operator have a better 

understanding of the situation, therefore the situation awareness (J3) got a “3”. In 

general the alarms grouping and how the alarms are showed to the operator are cor-

rect therefore the subindicators (J4) and (J5) got a “5”. All these values lead to “3.8” 

points in total for the alarms indicator (J). The final result of the Sky-eye graphic user 

interface evaluation, taking into account that each indicator has the same weight, 

stands in 2.572 (rounded = 2.6). After applying some corrections to the detected ano-

malies, the global evaluation index can be stood between 4 and 5 which are the  

maximum values of the numeric scale. 
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6 Proposals for Interface Improvements 

The GEDIS-UAV analysis and evaluation made possible to identify an interface li-

mited in structure, distribution and navigation. These three first indicators show the 

errors that occur more often in the design of GUIs for UAVs.  

Among other things it was detected that the text size is not right, the interface does 

not show the status of the devices in a suitable manner, the process values could be 

better visualized as well as the data-entry commands; all this increases the operator 

response time and the delays inside the control loop. Another important anomaly  

detected is that the interface's alarms could give more information in case of failures 

in order to improve the operator situational awareness [6]. Figure 2 depicts the distri-

bution analysis of the Sky-eye project GUI. Figure 2A depicts the original GUI  

distribution and figure 2B shows the proposed distribution.  

 

        
         (A) Original GUI distribution                            (B) Proposed distribution                                     

Fig. 2. Distribution analysis of the Sky-eye project GUI 

As part of the recommendations the following screens were proposed: Data entry 

commands, alarms, UAV systems status and process values, local map, global map, 

frontal video with HUD (head-up display) overlay, thermal cameras and mission con-

trol/ data manipulation (shown in figure 3). Each screen represents one of the zones 

that the interface is supposed to have, and should meet specific ergonomic criteria.  

 

 

Fig. 3. Proposed GUI for Sky-eye two-wing UAV 
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At a glance is possible to note the difference and the level of improvement. The 

evaluation of the proposed interface through GEDIS-UAV guide is 5, which is the 

maximum value of the numerical scale; this means that the implementation of  

the GUI will minimize at maximum the possibility of human error.  

7 Conclusions and Future Work 

As a result and based on GEDIS-UAV recommendations, the students of the Barcelo-

naTech improved the interface design for the “Shadow MK1” UAV [10], [17]. For 

more details about the work conducted in order to design the graphical user interface 

refer to “Diseño de Interfaces de Supervisión de Vehículos Aéreos No Tripulados - 

Supervisory Control Interfaces Design for UAVs” [9]. 

Although there are some standards regarding security for human machine interface 

systems that keep relation with physical ergonomics and interface design aspects 

through style rules, it is remarkable the absence of human centered designs in interac-

tive systems. At this point, our contribution is to apply usability engineering, using 

techniques like the measurement of the operator mental workload, improvement of 

the GUI design and others related with usability techniques like the cognitive walk-

through. The application of GEDIS-UAV guide on a real project, demonstrates the 

functionality and applicability of the guideline. Future work will try to establish more 

specific ergonomic criteria to design supervisory interfaces by adding, deleting or 

modifying some indicators. Another line of research will try to improve the guide 

assessment techniques, in the present work, the evaluation methodology assigns the 

same weight to all the indicators, but maybe this could be improved if it is taken into 

account the importance of some indicators over others. Important efforts of future 

research will take into account the use of new input devices like multi-touch screens, 

speech recognition engines and brain wave sensors in order to improve the design and 

implementation process of interfaces for unmanned vehicles.  
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