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Introduction

Quillen’s geometric approach to the cohomology of finite groups [30] has
revolutionized modular representation theory. The ideology and techniques
involved have been generalized and extended to representations of various
Hopf algebras, culminating in the recent work of Friedlander and Suslin [17]
on finite group schemes.

In this paper we develop geometric methods for the study of finite
modules over a local complete intersection R. If R is such a ring andm is its
maximal ideal, then the m-adic completion R̂ has the form Q/(f), where
f is a regular sequence and Q is a regular local ring that can be taken to
be a ring of formal power series over a field or a discrete valuation ring.
The least number of equations needed to cut out R̂ from a regular local ring
equals the codimension of R, where codim R = νR(m)− dim R and νR(M)
denotes the minimal number of generators of an R-module M.

In [5] a cone, that is, a homogeneous algebraic set V∗
R(M) is attached to

each finite R-module M and used to study its minimal free resolution. Here
we prove

Theorem I. If R is a local complete intersection of codimension c, and k̃
is an algebraic closure of the residue field k of R, then for any two finite
R-modules M, N there exists a cone V∗

R(M, N) ⊆ k̃c, such that
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(1) V∗
R(M, M) = V∗

R(M, k) = V∗
R(k, M) = V∗

R(M) .
(2) V∗

R(M, N) = {0} if and only if ExtnR(M, N) = 0 for n � 0.

(3) V∗
R(M, N) = V∗

R(M) ∩ V∗
R(N) = V∗

R(N, M) .

The first assertion shows that the present theory agrees with and extends
that of [5]. We also complement the earlier results in an important way
by exhibiting a set of polynomial equations defining V∗

R(M) that can be
computed solely from a finite free resolution of M over the regular ring Q.

The second assertion is the simplest manifestation of a general phe-
nomenon: the dimension of the variety V∗

R(M, N) measures “the size” of
Ext∗R(M, N). To make this precise, we define the complexity of a pair of
modules (M, N) to be the number

cxR(M, N) = inf

{
b ∈ N

∣∣∣∣ νR
(

Extn
R(M, N)

) ≤ anb−1 for some
real number a and for all n � 0

}
.

This notion encompasses the asymptotic invariants of M studied in [5]: its
complexity cxR M = cxR(M, k), measuring the polynomial rate of growth
at infinity of its minimal free resolution, and its plexity pxR M = cxR(k, M),
giving the corresponding information on its minimal injective resolution.
Results of Shamash [31] and Gulliksen [21] show that neither number
exceeds the codimension of R.

By construction, varieties of pairs satisfy cxR(M, N) = dim V∗
R(M, N).

Thus, their properties listed in Theorem I immediately translate into numer-
ical data.

Theorem II. For finite modules M, N over a local complete intersection R,
the following (in)equalities hold:

(1) cxR(M, M) = cxR M = pxR M .
(2) cxR(M, N) = 0 if and only if ExtnR(M, N) = 0 for n � 0.

(3) cxR M + cxR N − codim R ≤ cxR(M, N) = cxR(N, M)
≤ min{cxR M, cxR N}.

We do not know any other proof of the relations above. In fact, we are
not even aware of any earlier indication that such relations might hold.

For instance, (2) and (3) yield an unexpected and remarkable property
of finite modules over a local complete intersection: (ee) Extn

R(M, N) = 0
for n � 0 if and only if ExtnR(N, M) = 0 for n � 0. We prove a more
precise global version, that also characterizes the eventual vanishing of
TorR

n (M, N). Denoting Max(R) the set of maximal ideals of R, we can state
a form of the result as follows:

Theorem III. Let R be a commutative noetherian ring such that the local
ring Rm is a complete intersection for each maximal ideal m of R, assume
that the Krull dimension dim R = d is finite, and set c = sup{codim Rm |
m ∈ Max(R)}.
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For finite R-modules M, N the following conditions are equivalent.

(i) ExtnR(M, N) = 0 for h ≤ n ≤ h + c and some h > d.

(ii) ExtnR(N, M) = 0 for i ≤ n ≤ i + c and some i > d.

(iii) TorR
n (M, N) = 0 for j ≤ n ≤ j + c and some j ≥ 0.

(iv) ExtnR(M, N) = ExtnR(N, M) = TorR
n (M, N) = 0 for n > d .

It is easy to see that any commutative noetherian ring R with prop-
erty (ee) is Gorenstein. By our result, the class of rings satisfying (ee) is
sandwiched between the class of locally complete intersection rings and
that of Gorenstein rings. We do not know whether it is equal to either of
those classes.

There are two aspects to the proof of the last theorem. One is to show
that “long” gaps in a sequence of (co)homology modules force it to vanish
beyond dim R; this is handled by standard homological algebra, and is
known for Tor from work of Murthy [28]. To compare asymptotic vanishing
of Ext’s and Tor’s, we establish that the latter is also governed by the
intersection of the varieties of M and N.

Theorem IV. If M, N are finite modules over a local complete intersec-
tion R, then TorR

n (M,N)=0 for n�0 if and only if V∗
R(M) ∩ V∗

R(N)={0}.

The theorem answers a question of Jorgensen [23], who proved the
‘only if’ part. It also extends to arbitrary codimension a result of Huneke
and R. Wiegand [22]: If R is a hypersurface, then TorR

n (M, N) = 0 for
n � 0 (if and) only if M or N has finite projective dimension; indeed,
a cone in k̃1 is either equal to k̃1 itself, or is reduced to {0}, and for V∗

R(M)
the second case means proj dimR M <∞.

The proofs of the theorems discussed above are given in Sects. 5 and 6,
drawing on more general results established in the intervening sections. In
particular, we prove and use a concise, versatile vanishing result in terms of
stable (co)homology.

Many results on varieties over complete intersections have prototypes
over group algebras, cf. [10] for an exposition, but the analogy should be
used with care. For instance, the intersection formula in Theorem I fails
over group algebras: Benson, Carlson, and Robinson [11] show that certain
groups have non-projective modules N with Hn(G, N) = 0 for n > 0,
whence {0} = V∗

G(k, N) � V∗
G(k) ∩ V∗

G(N) = V∗
G(N).

A difference from the situation over group algebras is the absence of
a Hopf algebra structure, so that there is no obvious ring of operators over
which all cohomology in sight would be finitely generated. Patching together
different actions on Ext∗R(M, N) is an important and non-trivial problem.
Another basic difference is that modules over local rings are not finite-
dimensional vector spaces, so the use of duality is restricted and delicate.
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As a result, the methods we develop are often quite unlike those used for
groups.

The geometric study of cohomology over commutative local rings R
is not limited to complete intersections. In fact, we establish many results
in the more general context of modules of finite CI-dimension, introduced
in [8]. However, there are known obstacles to extend the geometric approach
to arbitrary finite modules over local rings. For example, if the localization
Rp at a prime ideal p is not a complete intersection, then the R-module
R/p has infinite complexity – in fact, its minimal free resolution grows
exponentially, cf. [6].

1. Cohomology operators

A major role in our investigation is played by an action on Ext∗R(M, N)
of a graded polynomial ring, introduced by Gulliksen in [21] and studied
by Eisenbud, Gasharov, Mehta, Peeva, Sun, and the authors, cf. [5], [7],
[8], [9], [16], [26].

1.1. Let f = f1, . . . , fc be a regular sequence in a commutative ring Q,
and let R = Q/(f). For all R-modules M, N, Gulliksen [21] defined on the
graded R-module Ext∗R(M, N) a structure of graded module over a poly-
nomial ring of cohomology operators S = R[χ1, . . . , χc] with variables of
degree 2, so that

χ j : ExtnR(M, N) → Extn+2
R (M, N) for n ∈ Z and j = 1, . . . , c .

Various constructions of that S-module structure are needed to prove the fol-
lowing properties of cohomology operators, but by [9, §4] they all coincide
up to sign.

1.1.1. (Eisenbud [16, (1.7)], cf. also [9, (3.1)].) Consider a commutative
diagram

Q
ψ−−−→ Q′

ρ

	 	ρ′
R

ϕ−−−→ R′

of ring homomorphisms with Kerρ′ = (f ′), where f ′ = f ′1, . . . , f ′c′ and

ψ( fi) =
c′∑

j=1

ψ(qij ) f ′j with qij ∈ Q for 1 ≤ i ≤ c .

If f ′ is Q′-regular, if χ ′1, . . . , χ
′
c′ is the family of cohomology operators it

defines, M′, N ′ are R′-modules, and µ : M → M′, ν : N ′ → N are R-linear
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maps, then

c∑
i=1

qijχi ◦ Ext∗ϕ(µ, ν) = Ext∗ϕ(µ, ν) ◦ χ ′j for j = 1, . . . , c′ ,

where Ext∗ϕ(µ, ν) is the canonical map Ext∗R′(M′, N ′)→ Ext∗R(M, N).

1.1.2. (Mehta [26, §2]; cf. also [9, (3.3)].) Composition products on Ext
modules, denoted · , turn Ext∗R(M, M) and Ext∗R(N, N) into graded R-
algebras, and Ext∗R(M, N) into a graded left Ext∗R(N, N)-, right Ext∗R(M, M)-
bimodule. There exist canonical homomorphisms of graded R-algebras

Ext∗R(M, M)
ξM←−−− S

ξN−−−→ Ext∗R(N, N)

such that for all γ ∈ Ext∗R(M, N) there are equalities

ξN(χ j) · γ = χ jγ = γ · ξM(χ j) for j = 1, . . . , c .

Composition products are functorial in both module arguments and com-
mute with connecting homomorphisms, hence the action of S shares these
properties.

1.1.3. (Gulliksen [21, (3.1)]; cf. also [5, (2.1)], [7, (6.2)].) If the graded R-
module Ext∗Q(M, N) is noetherian, then the graded S-module Ext∗R(M, N)
is noetherian.

1.1.4. (Avramov-Gasharov-Peeva [8, (4.2)].) If the graded S-module
Ext∗R(M, N) is noetherian, then the graded R-module Ext∗Q(M, N) is noethe-
rian.

For illustration and for later use, we present a computation of the action
of cohomology operators, using a technique from [7].

If N is a graded S-module, then N {p} denotes the graded module with
N {p}q = N q−p, and K(υ1, . . . , υb;N ) is the Koszul complex on a set
υ1, . . . , υb ∈ S, with differential of cohomological degree 1 and Kp in
complex degree −p.

1.2. Proposition. Given a commutative diagram of ring homomorphisms
1.1.1 with ψ = idQ and an R′-algebra S, there is an isomorphism of graded
S-modules

Extpar
R (R′, S) ∼=

⊕
p,p par

H−p(K(υ1, . . . , υc′ ; S[χ1, . . . , χc])){p}

where par stands for either even or odd, and υi = ∑c
j=1 qijχ j for i =

1, . . . , c′.
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Proof. Let K and K ′ be the Koszul complexes that resolve R = Q/(f)
and R′ = Q/(f ′), respectively, over Q. Choosing bases ξ1, . . . , ξc of K1
and ξ ′1, . . . , ξ

′
c′ of K ′

1, with ∂(ξ j) = f j for j = 1, . . . , c and ∂(ξ ′i) = f ′i
for i = 1, . . . , c′, we define a morphism of DG algebras φ : K → K ′ by
φ(ξ j) =∑c′

i=1 qijξ
′
i for j = 1, . . . , c.

The differential of A = HomQ(K
′, S) is trivial, so Ext∗Q(R′, S) = A.

Let {ζh}, where h = (h1, . . . , h p) ∈ Np with h1 < · · · < h p, be the S-basis
of Ap = HomQ(K ′

p, S) dual to the basis {ξ ′h1
∧ · · · ∧ ξ ′h p

} of K ′
p ⊗Q S.

By [7, (1.9)] the graded algebra K ′ ⊗Q S acts on A = Ext∗Q(R′, S) by
ξ ′iζh = (−1)p+r−1ζhrhr if i = hr ∈ h and ξ ′iζh = 0 if i /∈ h. From [7,
(3.7)] we conclude that

Extpar
R (R′, S) ∼=

⊕
p,p par

H−p(C•(R′, S)){p}

as graded S-modules, where C•(R′, S) is the complex of graded S-modules

. . . −−−→ S ⊗R Ap+1{p+ 1} d−−−→ S ⊗R Ap{p}
d−−−→ S ⊗R Ap−1{p− 1} −−−→ . . .

with S ⊗R Ap{p} sitting in complex degree −p and differential given by

d(χ ⊗ ζh) =
c∑

j=1

χ jχ ⊗
c′∑

i=1

qijξ
′
iζh

= (−1)p
∑
hr∈h

( c∑
j=1

qijχ jχ

)
(−1)r−1 ⊗ ζhrhr .

It is clear that C•(R′, S) is isomorphic to the desired Koszul complex. ��
The concept of complexity used below is defined in the introduction.

1.3. Proposition. Let Q be a noetherian local ring with unique maximal
ideal n, f = f1, . . . , fc a Q-regular sequence, and M, N finite modules
over R = Q/(f).

If ExtnQ(M, N) = 0 for n � 0, then E = Ext∗R(M, N) ⊗R k is a fi-
nite graded module over the graded polynomial ring R = S ⊗R k =
k[χ1, . . . ,χc]. When E �=0 the Krull dimension dimRE is equal to cxR(M,N),
and the formal power series

(1− t2)cxR(M,N)

∞∑
n=0

νR
(

ExtnR(M, N)
)

tn

is a polynomial with integer coefficients that has no root at t = 1.
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Proof. It follows immediately from 1.1.3 that E is a finite module over
R = S ⊗R k, which is itself a polynomial ring in c variables of degree 2
over the field k. Thus, E is the direct sum E even ⊕ Eodd of its submodules
consisting of elements of even and odd degree, respectively. In particular,
dimR E = max{dimR E even, dimR Eodd}.

By the Hilbert-Serre Theorem,
∑∞

n=0 rankk Entn represents a rational
function with denominator (1 − t2)d , where d = dimR E , and numerator
that does not vanish at t = 1. It is well known, and easily seen from
a decomposition into partial fractions, that d is the least integer such that
rankk En ≤ a nd−1 for some real number a and all n � 0. Since rankk En =
νR

(
ExtnR(M, N)

)
, we are done. ��

A special case of the proposition, cf. [21, (4.2)], deals with the series

PR
M(t) =

∞∑
n=0

rankk ExtnR(M, k) tn and IM
R (t) =

∞∑
n=0

rankk Extn
R(k, M) tn

known, respectively, as the Poincaré series and the Bass series of M. By
definition, cxR M = cxR(M, k) and pxR M = cxR(k, N), where k is the
residue field of R.

1.4. Corollary. If proj dimQ M<∞, then cxR M≤c and (1−t2)cxR M PR
M(t)

is a polynomial with integer coefficients that does not vanish at t = 1 when
M �= 0.

If inj dimQ M < ∞, then pxR M ≤ c and (1 − t2)pxR M IM
R (t) is a poly-

nomial with integer coefficients that does not vanish at t = 1 when M �= 0.
��

The next result and its proof are cohomological versions of results on
modules with eventually vanishing Tor’s, proved by C. Miller [27, (2.1),
(2.2)].

1.5. Proposition. Let R be a local ring with residue field k, and let M, N
be finite R-modules such that ExtnR(M, N) = 0 for n > 0. The following
then hold.

(1) IHomR(M,N)
R (t) = PR

M(t) IN
R (t) .

(2) pxR HomR(M, N) ≤ cxR M + pxR N .
(3) If furthermore R = Q/(f) for a local ring Q and a regular se-

quence f , and both proj dimQ M and inj dimQ N are finite, then
equality holds in (2).

Proof. (1) Let F be a free resolution of M, indexed by lower degrees, and
J an injective resolution of N, indexed by upper degrees. The complex
HomR(F ,J) has the injective module

∏n
i=0 Hom(Fi, Jn−i) as component
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of upper degree n, and

Hn
(

HomR(F ,J)
) ∼= Extn

R(M, N) =
{

HomR(M, N) if n = 0 ;
0 if n > 0 .

Computing with this injective resolution of HomR(M, N), we have

ExtnR
(
k,HomR(M, N)

) = Hn HomR

(
k,HomR(F ,J)

)
∼= Hn HomR(k ⊗R F ,J)

∼= Hn Homk
(
k ⊗R F ,HomR(k,J)

)
∼=

n∏
i=0

Homk
(

Hi(k ⊗R F ),Hn−i HomR(k,J)
)

∼=
n∏

i=0

Homk
(

TorR
i (k, M),Extn−i

n (k, N)
)
.

Counting ranks of k-vector spaces, for n ≥ 0 we get numerical equalities

rankk Extn
R

(
k,HomR(M, N)

) = n∑
i=0

rankk TorR
i (k, M) · rankk Extn−i

R (k, N) .

This is just another way to write the announced equality of power series.
(2) The desired inequality follows from the equality of power series

in (1).
(3) By Proposition 1.3 and Corollary 1.4 the Bass series of Hom R(M, N),

the Poincaré series of M, and the Bass series of N represent rational func-
tions of t having at t = 1 poles of order pxR HomR(M, N), cxR M, and
pxR N, respectively. Equating the orders of the poles on both sides of (1)
we get the desired equality. ��

2. Support varieties

In this section Q is a commutative noetherian local ring with maximal ideal
n and residue field k = Q/n, and k̃ is an algebraic closure of k. Further,
R = Q/a where a is generated by a Q-regular sequence f = f1, . . . , fc
and S = R[χ1, . . . , χc] is the ring of cohomology operators defined by f
and R = S ⊗R k = k[χ1, . . . , χc].

2.1. The support variety V(Q,f ;M, N) of a pair of finite R-modules
(M, N) is the zero set in k̃c of the annihilator of E = Ext∗R(M, N) ⊗R k
in R, that is

V(Q,f ;M, N) =
{
(b1, . . . , bc) ∈ k̃c

∣∣∣∣ φ(b1, . . . , bc) = 0
for all φ ∈ annR E

}
∪ {0} .
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As E is graded, its annihilator is a homogeneous ideal, so V(Q,f ;M, N)
is a cone.

The variety does not depend on the choice of regular sequence gener-
ating a. To see this, and for later use, it is convenient to adjust the residue
field of a local ring.

By a residual algebraic closure of Q we mean a flat extension of local
rings Q ⊆ Q̃ such that nQ̃ is the maximal ideal ñ of Q̃ and the induced
map k → Q̃/̃n is the embedding of k into an algebraic closure k̃; such
extensions always exist: one possible construction is by inflation, as in [12,
App., Théorème 1, Corollaire].

2.2. Lemma. If Q ⊆ Q̃ is a residual algebraic closure then f is a Q̃-
regular sequence, the induced map R → R̃ = Q̃/(f) is a residual algebraic
closure, and

V(Q,f ;M, N) = V(Q̃,f ;M̃, Ñ ) ⊆ k̃c

where M̃ and Ñ denote the R̃-modules M ⊗R R̃ and N ⊗R R̃, respectively.

Proof. The sequence f is Q̃-regular because the inclusion ψ : Q ⊆ Q̃ is
flat. By 1.1.1 applied to ϕ = ψ ⊗Q Q̃ : R ⊆ R̃, the c × c identity matrix
(qij ), and the R-linear maps µ : M → M̃, µ(m) = m ⊗ 1, and ν = idÑ , we
see that the map

Ext∗ϕ(µ, ν) : Ext∗R̃(M̃, Ñ ) −−−→ Ext∗R(M, Ñ)

of graded modules is compatible with the isomorphism S ⊗R R̃ ∼= S̃ of
graded R̃-algebras. As R̃ is R-flat, both Ext∗ϕ(µ, ν) and the canonical map
of graded modules

Ext∗R(M, N) ⊗R R̃ −−−→ Ext∗R(M, Ñ ) .

are bijective. The desired equality of varieties is an immediate consequence.
��

2.3. Remark. The basis of a/na provided by the image of f yields an
isomorphism kc ∼= a/na that extends to a k̃-linear isomorphism α : k̃c ∼=
Q̃a/̃na. If f ′ is a Q-regular sequence with (f ′) = a, and α′ : k̃c ∼= Q̃a/̃na is
the corresponding isomorphism, then 1.1.1 applied to the identity maps of
Q, R, M, and N yields an isomorphism of k-algebras S ∼= R[χ ′1, . . . , χ ′c] that
is compatible with the identity map of E , and hence α′(V(Q,f ′;M, N)) =
α(V(Q,f ;M, N)).

Thus, we have a well defined algebraic subset V(Q, R ; M, N) ⊆
Q̃a/̃na.
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2.4. Proposition. For any two R-modules M, N the following holds.

(1) V(Q,f ;M, N) = {0} if and only if ExtnR(M, N) = 0 for n � 0.

If furthermore ExtnQ(M, N) = 0 for n � 0, then the following hold.

(2) dim V(Q,f ;M, N) = cxR(M, N) ≤ c .

(3) V(Q,f ;M′, N ′) = V(Q,f ;M, N) if there exist exact sequences of
R-modules

0 → M′ → Fr → · · · → F0 → M → 0 ;
0 → N ′ → Gs → · · · → G0 → N → 0 ,

with ExtnR(Fi, N) = 0 = ExtnR(M, G j) for all i, j and for n � 0.

Proof. (1) holds by the Nullstellensatz.
(2) The dimension of the algebraic set V(Q,f ;M, N) is equal to the

Krull dimension dim
(
R/ annR E

)
by definition. By 1.1.3, E is a finite mod-

ule over the polynomial ring in c variables over k, so dim
(
R/ annR E

) =
dimR E ≤ c.

(3) Since ExtiR(Fn, N) = 0 for n � 0, the iterated connecting maps
induced by the exact sequence linking M′ and M yield an isomorphism
Ext>t ′

R (M′, N)[t′] ∼= Ext>t
R (M, N)[t], for appropriate t, t′ ∈ Z. By 1.1.2

this isomorphism commutes with the actions of S, so the R-modules
Ext>t

R (M, N)⊗R k and Ext>t ′
R (M′, N)⊗R k have the same support varieties;

thus, V(Q,f ;M, N) = V(Q,f ;M′, N).
A similar argument shows that V(Q,f ;M′, N) = V(Q,f ;M′, N ′). ��
The key result below describes V(Q, R ; M, N) as the set of unstable

directions in the affine space Q̃a/̃na, that is, those directions along which
the property that Extn(M̃, Ñ ) vanishes for n � 0 is lost under passage from
Q̃ to Q̃/( f). In the proof of the theorem we adapt an idea from the proof of
[5, (3.9)] and use 1.1.4.

2.5. Theorem. Let Q be a local ring with residue field k, let f = f1, . . . , fc
be a regular sequence, and let M, N be finite modules over R = Q/(f)
such that ExtnQ(M, N) = 0 for n � 0. If Q ⊆ Q̃ is a residual algebraic
closure of Q, then

V(Q,f ;M, N) =
{
a ∈ k̃c

∣∣∣∣∣ ExtnQa(M̃, Ñ) �= 0

for infinitely many n

}
∪ {0}

where a = (a1, . . . , ac) ∈ Q̃c denotes some lifting of a = (a1, . . . , ac) ∈ k̃c

and

Qa = Q̃/ fa Q̃ with fa = a1 f1 + · · · + ac fc ∈ Q̃a .
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Proof. By 2.2 we may assume that Q = Q̃. We use the notation of 1.1 and
2.1. In particular, S = R[χ1, . . . , χc] is the ring of cohomology operators
defined by f , and E is the graded module Ext∗R(M, N) ⊗R k over R =
S ⊗R k ∼= k[χ1, . . . , χc].

The origin of kc is contained in V(Q,f;M, N) by definition, so we
may assume that ai �= 0 for some i. Changing the generating set of the
ideal (f), we may further assume that (a1, a2, . . . , ac) = (0, . . . , 0, 1),
hence fa = fc.

The image f ′ of the sequence f1, . . . , fc−1 is regular on Q′ = Q/( fc).
Applying 1.1.1 to the natural projection Q → Q ′, the identity maps of R, M,
N, and the (c−1)×c matrix (qij) with qij = 1 if j = i and qij = 0 otherwise,
we see that the algebra of cohomology operators S′ = R[χ ′1, . . . , χ ′c−1]
defined by f ′ acts on Ext∗R(M, N) through the embedding S′ ⊆ S that maps
χ ′j to χ j for 1 ≤ j ≤ c− 1.

From 1.1.3 and 1.1.4 we see that Extn
Q ′(M, N) = 0 for n � 0 if and

only if the S′-module Ext∗R(M, N) is finite. By Nakayama’s Lemma, that
happens if and only if E is finite over R′ = S′ ⊗R k ∼= k[χ ′1, . . . , χ ′c−1] and
this is equivalent to the finiteness over R′/(χ ′1, . . . , χ

′
c−1)

∼= k of the module
E/(χ ′1, . . . , χ

′
c−1)E = E/(χ1, . . . , χc−1)E . Denoting this module E , observe

that rankk E is finite if and only if SuppR(E) = {(χ1, . . . , χc)} ⊆ Spec R.
As the R-module E is finite, we get

SuppR(E) = SuppR

(
E ⊗R R

) = SuppR E ∩ SuppR R

where R = R/(χ1, . . . , χc−1). The Nullstellensatz translates this into

V(Q,f ;M, N) ∩ k(0, . . . , 0, 1) = {0} ⊆ kc .

Summing up the discussion, we have: Extn
Q ′(M, N) = 0 for n � 0 if

and only if k(0, . . . , 0, 1) � V(Q,f ;M, N). This is another way to state
the theorem. ��

2.6. For each finite R-module M, varieties V(Q,f ;M) and W(Q,f ;M)

are defined in [5, pp. 82, 91] to be the zero-sets in k̃c of the annihilators in R
of Ext∗R(M, k) and Ext∗R(k, M), respectively. Thus, the following equalities
hold by definition:

V(Q,f ;M) = V(Q,f ;M, k) and W(Q,f ;M) = V(Q,f ; k, M) .

The preceding results yield some known properties of these varieties.

2.6.1. If M′ is a syzygy of M over R, then V(Q,f ;M′) = V(Q,f ;M).
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2.6.2. ([5, (3.12)].) If proj dimQ M < ∞, then dim V(Q,f;M) =
cxR M ≤ c.

If inj dimQ M <∞, then dim W(Q,f ;M) = pxR M ≤ c.

2.6.3. [5, (3.11) and p. 91]. As ExtnQ ′(M, k) = 0 (respectively, ExtnQ ′(k, M)
= 0) for n � 0 if and only if proj dimQ ′ M (respectively, inj dimQ ′ M) is
finite, we have:

If proj dimQ M <∞ then

V(Q,f ;M) = {a ∈ kc
∣∣ proj dimQa M = ∞} ∪ {0} .

If inj dimQ M <∞ then

W(Q,f ;M) = {a ∈ kc
∣∣ inj dimQa M = ∞} ∪ {0} .

2.6.4. [5, (5.3)] If R is Gorenstein and proj dimQ M <∞, then V(Q,f ;M)
= W(Q,f ;M) and cxR M = pxR M. Indeed, in that case Q and Qa
are Gorenstein as well, so over them finiteness of projective or injective
dimension coincide.

Here is a first link between the variety of a pair and the varieties of its
members.

2.7. Corollary. Let M be a finite R-module.
If proj dimQ M<∞ then V(Q,f ;M, N) ⊆ V(Q,f ;M), so cxR(M, N)

≤ cxR M.
If inj dimQ N <∞ then V(Q,f ;M, N) ⊆ W(Q,f ; N), so cxR(M, N)

≤ pxR N.

Proof. If a ∈ V(Q,f ;M, N) then Extn
Qa(M, N) �= 0 for infinitely many

n, hence both proj dimQa M and inj dimQa N are infinite. From the theorem
we conclude that a is in V(Q,f ;M), respectively, that a is in W(Q,f; N).

��

3. Defining equations

The definition of cohomology varieties in 2.1 presupposes a knowledge of
Ext’s as graded modules over a ring of cohomology operators; therefore, it
can rarely be used for computations. When M has finite projective dimension
over Q we exhibit a determinantal ideal with zero-set V(Q,f ;M). Rather
remarkably, the matrices involved are defined solely in terms of a finite
free resolution of M over Q. The converse problem – to find a module
with prescribed variety – is still open, except for divisors, cf. [5, (6.3)]; the
situation in codimension 2 is analyzed in [7].



Cohomology over complete intersections 297

3.1. Let f = f1, . . . , fc be a regular sequence in a commutative ring Q, let
R = Q/(f), let M be an R-module, and let (E, ∂) be a free resolution of
M over Q.

For j = ( j1, . . . , jc) ∈ Nc, let |j| = j1 + · · · + jc, and for i = 1 . . . , c
let ei ∈ Nc be the c-tuple with |ei | = 1 and 1 appearing in i’th position.
A system of higher homotopies for f on E is a family of homogeneous
Q-linear homomorphisms

σ = {σ(j) : E→ E ∣∣ σ(j)
n : En → En+2|j|−1 for n ∈ N and j ∈ Nc

}
that satisfy the identities

σ(0) = ∂ ;
σ(0)σ (e j ) + σ(e j )σ (0) = f j idE for 1 ≤ j ≤ c ;∑
j′+j ′′=j

σ(j′)σ (j′′) = 0 for j ∈ Nc with |j| ≥ 2 .

The first two conditions imply that for j = 1, . . . , c the degree 1 endomor-
phism σ(e j ) of E is a homotopy between multiplication by f j and the zero
map.

Conversely, basic homological algebra yields for j = 1, . . . , c homo-
topies σ(e j ) between f j idE and 0E. By [16, (8.1)], cf. also [5, (2.4)], such
a family of homotopies can be extended to a system σ = {σ(j) | j ∈ Nc} of
higher homotopies for f .

After a (tacit) choice of bases, we do not distinguish between a Q-linear
map of free modules En and the matrix that represents it.

3.2. Theorem. Let R = Q/(f)where Q is a local ring andf = f1, . . . , fc
is a Q-regular sequence. Let M be an R-module that has a finite free
resolution E over Q with En = 0 for n > 2u + 1, set r =∑u

i=0 rankQ E2i ,
let σ = {σ(j) | j ∈ Nc} be a system of higher homotopies for f on E, and
consider the 2r × 2r matrix

σ(x)=



0 σ
(0)
1 (x) 0 . . . 0 0 0

σ
(1)
0 (x) 0 σ

(0)
2 (x) . . . 0 0 0

0 σ
(1)
1 (x) 0 . . . 0 0 0

...
...

...
. . .

...
...

...

σ
(u)
0 (x) 0 σ

(u−1)
2 (x) . . . 0 σ

(0)
2u (x) 0

0 σ
(u)
1 (x) 0 . . . σ

(1)
2u−1(x) 0 σ

(0)
2u+1(x)

σ
(u+1)
0 (x) 0 σ

(u)
2 (x) . . . 0 σ

(1)
2u (x) 0


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with elements in the polynomial ring Q[x] = Q[x1, . . . , xc], where

σ(i)
n (x) =

∑
|j|=i

σ(j)
n xj for n = 0, . . . , 2u + 1 and i = 0, . . . , u + 1 .

The algebraic set V(Q,f;M) is then defined by the vanishing of the
r × r minors of the matrix σ(x) obtained by reducing σ(x) modulo the
maximal ideal of Q.

Proof. By 2.2 we may assume that k is algebraically closed.
The complex E[x] = E ⊗Q Q[x] is a free resolution of M[x] =

M ⊗Q Q[x], and

σ(x) =
{
σ(i)(x) =

∑
|j|=i

σ(j)xj : E[x] → E[x]
∣∣∣∣ i ∈ N}

is a family of Q[x]-linear homomorphisms. Setting f = f1x1 + · · · + fcxc,
Q̇ = Q[x]/ fQ[x], and Ėn = En[x] ⊗Q[x] Q̇, denote G the graded Q̇-
moduleG with

G2i = Ė0 ⊕ Ė2 ⊕ · · · ⊕ Ė2i and G2i+1 = Ė1 ⊕ Ė3 ⊕ · · · ⊕ Ė2i+1

for i ∈ Z. The maps σ̇ (i)
n = σ(i)

n (x)⊗Q[x] Q̇ yield a homomorphism ∂ : G→
G with

∂2i+1=



σ̇
(0)
1 0 0 . . . 0 0

σ̇
(1)
1 σ̇

(0)
3 0 . . . 0 0

σ̇
(2)
1 σ̇

(1)
3 σ̇

(0)
5 . . . 0 0

...
...

...
. . .

...
...

σ̇
(i−2)
1 σ̇

(i−3)
3 σ̇

(i−4)
5 . . . σ̇

(0)
2i−1 0

σ̇
(i−1)
1 σ̇

(i−2)
3 σ̇

(i−3)
5 . . . σ̇

(1)
2i−1 σ̇

(0)
2i+1


:G2i+1→G2i,

∂2i+2=



σ̇
(1)
0 σ̇

(0)
2 0 . . . 0 0 0

σ̇
(2)
0 σ̇

(1)
2 σ̇

(0)
4 . . . 0 0 0

σ̇
(3)
0 σ̇

(2)
2 σ̇

(1)
4 . . . 0 0 0

...
...

...
. . .

...
...

σ̇
(i)
0 σ̇

(i−1)
2 σ̇

(i−2)
4 . . . σ̇

(1)
2i−2 σ̇

(0)
2i 0

σ̇
(i+1)
0 σ̇

(i)
2 σ̇

(i−1)
4 . . . σ̇

(2)
2i−2 σ̇

(1)
2i σ̇

(0)
2i+2


:G2i+2 →G2i+1.

Simple calculations show that σ(x) is a system of higher homotopies for f
on E[x].
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In particular, (G, ∂) is a complex. The assumption on En implies that
σ(i)

n = 0 for n > 2(u − i + 1), so Gn+2 = Gn and ∂n+3 = ∂n+1 for n ≥ 2u,
hence G>2u is isomorphic to the complex

C = · · · −−−→ C
γ−−−→ D

δ−−−→ C
γ−−−→ D

δ−−−→ C −−−→ 0
where

C = G2u , D = G2u+1 , δ = ∂2u+1 , γ = ∂2u+2 .

We have rankQ C = rankQ D = r: since f1M = 0 and f1 is Q-regular
the Euler characteristic of E vanishes, so

∑u
i=0 r2i+1 = ∑u

i=0 r2i = r for
rn = rankQ En .

For each a = (a1, . . . , ac) ∈ Qc there are obvious isomorphisms of
rings

Q[x]
(x1 − a1, . . . , xc − ac)Q[x]

∼= Q and
Q̇

(x1 − a1, . . . , xc − ac)Q̇
∼= Qa .

Using this Q[x]-module structure on Q we obtain a family of higher homo-
topies σ ⊗Q[x] Q for fa = a1 f1 + · · · ac fc on E[x] ⊗Q[x] Q = E.

If a �= 0 then fa is a non-zero-divisor on Q, so Ga = G ⊗Q̇ Qa is
a free resolution of M over Qa by a theorem of Shamash [31, §3], cf. also
[6, (3.1.3)]. Setting Ca = C ⊗Q̇ Qa, Da = D⊗Q̇ Qa, and denoting δa, γa
the evaluations at a of the polynomial matrices δ, γ , we obtain the tail of
that resolution in the form

Ca=· · · −−−→Ca
γa−−−→ Da

δa−−−→Ca
γa−−−→ Da

δa−−−→Ca−−−→ 0.

Now 2.6.3 shows that a ∈ V(Q,f ;M) if and only if proj dimQa M = ∞.
This happens if and only if the following complex of k-vector spaces is not
exact

Ca =· · · −−−→Ca
γ
a−−−→Da

δa−−−→Ca
γ
a−−−→ Da

δa−−−→Ca−−−→· · ·.
Non-exactness of Ca is equivalent to non-exactness of the sequence

Ca ⊕ Da
βa−−−→ Ca ⊕ Da

βa−−−→ Ca ⊕ Da where βa =
(

0 γa
δa 0

)
.

Since β2
a = 0, the latter property translates into rankk βa < rankk Kerβa;

as rankk Ker βa = 2r − rankk βa this means that rankk βa < r. The isomor-
phisms

Ca ⊕ Da ∼=
u⊕

i=0

E2i ⊕
u⊕

i=0

E2i+1
∼=

2u+1⊕
i=0

Ei

take βa to σ(a), so the latest inequality reads rankk σ(a) < r.
Letting a range over Qc � mQc, we obtain the desired description of

V(Q,f ;M) as the zero-set of the ideal of r × r minors of the matrix σ(x).
��
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Recall that the grade of M is the length of a maximal Q-sequence
contained in the annihilator annQ M; it is denoted gradeQ M and satisfies
gradeQ M ≤ proj dimQ M. If equality holds and M is finite over Q, then M
is said to be a perfect Q-module.

3.3. Theorem. Let Q be a local ring, f a Q-regular sequence, and R =
Q/(f). If an R-module M is perfect of grade g over Q, then so is M† =
Extg−c

R (M, R), and

V(Q,f ;M†) = V(Q,f ;M) .

Proof. By a classical isomorphism of Rees, Extg−c
R (M, R) ∼= Extg

Q(M, Q).
LetE be a finite free resolution of M over Q with En = 0 for n > g. As

a Q-regular sequence of length g annihilates M, the complex HomQ(E, Q)

has cohomology only in degree g, where it is isomorphic to M†. Setting
E∗

n = HomQ(Eg−n, Q) and ∂∗n = HomQ(∂g−n+1, Q), we get for M† a
Q-free resolution

E∗ = 0 −−−→ E∗
g −−−→ . . . −−−→ E∗

n

∂∗n−−−→ E∗
n−1 −−−→ . . .

−−−→ E∗
0 −−−→ 0 .

Choose a system σ of higher homotopies for f on E and set(
σ(j)

n

)∗ = HomQ
(
σ

(j)
g−n−2|j|+1, Q

) : E∗
n → E∗

n+2|j|−1

for n ∈ Z and j ∈ Nc. Dualizing the identities satisfied by σ, we see that

σ∗ = {σ(j) : E∗ → E∗ ∣∣ (σ(j)
n

)∗ : E∗
n → E∗

n+2|j|−1 for n ∈ N and j ∈ Nc
}

is a system of higher homotopies for f on E∗. Fixing an integer u with
2u+1 ≥ g, form the matrix σ∗(x) as defined in Theorem 3.2. Writing ιt for
the t× t unit matrix, we see by a direct computation that σ∗(x) = ωσ(x)Tω,
where

ω =



0 0 0 . . . 0 0 ιr2u+1

0 0 0 . . . 0 ιr2u 0
0 0 0 . . . ιr2u−1 0 0
...

...
...

. . .
...

...
...

0 0 ιr2 . . . 0 0 0
0 ιr1 0 . . . 0 0 0
ιr0 0 0 . . . 0 0 0


and σ(x)T is the transpose of σ(x). Thus, the ideals of r × r minors of the
matrices σ∗(x) and σ(x) coincide, hence V(Q,f ;M†) = V(Q,f ;M) by
Theorem 3.2. ��
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4. Finite CI-dimension

The theme of this section is that in certain cases, a ‘sufficiently big’ gap in
a (co)homology sequence forces the entire sequence to vanish after a point
that can be predicted accurately. We consider a class of modules, introduced
in [8], that includes the modules of finite projective dimension over any ring,
cf. 4.5.1, and all modules over l.c.i. rings, cf. 6.2, but is strictly larger, as
shown in [8, (3.2)].

A quasi-deformation (of codimension c) of a local ring R is a diagram
of local homomorphisms R → R′ ← Q, the first being faithfully flat and
the second surjective with kernel generated by a Q-regular sequence (of
length c).

Let M �= 0 be a finite module over a noetherian ring R. If R is local, set

CI-dimR M =
inf
{

proj dimQ(M ⊗R R′)− proj dimQ R′
∣∣∣∣ R → R′ ← Q is a

quasi-deformation

}
;

in general, the complete intersection (or, CI-)dimension of M over R is
defined by

CI-dimR M = sup{CI-dimRm Mm | m ∈ Max(R)} and CI-dimR 0 = 0 .

Many arguments involving finite CI-dimension hinge upon the following
results.

4.1. Let R be a local ring, let M be a finite R-module with CI-dimR M <∞,
and let R → R′ ← Q is a quasi-deformation of codimension c such that
the module M′ = M ⊗R R′ has finite projective dimension over Q.

4.1.1. For each R-module N there are isomorphisms of R′-modules

ExtnR(M, N) ⊗R R′ ∼= ExtnR′(M′, N ⊗R R′) for n ∈ Z
and thus νR

(
ExtnR(M, N)

) = νR′
(

Extn
R′(M′, N ⊗R R′)

)
.

4.1.2. If N is a finite R-module, then Proposition 1.3 and Corollary 2.7
yield

cxR(M, N) = cxR′(M′, N ⊗R R′) ≤ cxR′ M′ = cxR M ≤ c .

4.1.3. There is a quasi-deformation R → R′ ← Q of codimension cxR M,
with proj dimQ M′ <∞, and ring Q with algebraically closed residue field,
cf. [8, (5.10)].
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4.1.4. Let F be a minimal free resolution of M; the quasi-deformation
above can be chosen so that the complex F ′ = F ⊗R R′ admits a chain map
ϑ : F ′ → F ′ of degree −2 with ϑ(F ′

n+2) = F ′
n for some integer s ≥ 0 and

all n > s, cf. [8, (7.2.2)].

4.1.5. The Auslander-Buchsbaum Equality is extended in [8, (1.4)] to:

CI-dimR M = depth R − depth M .

First we establish a self-test for finite projective dimension. It vastly
generalizes a result of Auslander, Ding, and Solberg [4, (1.8)], which is the
case i = 1.

4.2. Theorem. A finite module M of finite CI-dimension over a noetherian
ring R has finite projective dimension if (and only if) Ext2i

R (M, M) = 0 for
some i ≥ 1.

Proof. It suffices to prove that proj dimRm Mm ≤ CI-dimRm Mm for each
m ∈ Max(R), so we may assume that R is local with maximal ideal m.

Let F be a minimal free resolution of M, and choose by 4.1.4 a quasi-
deformation R → R′ ← Q and a chain map ϑ : F ′ → F ′ of degree −2 on
F ′ = F ⊗R R′ such that ϑ(F ′

n+2) = F ′
n for for some integer s ≥ 0 and all

n > s. Since

H−2i HomR′(F
′,F ′) ∼= H−2i HomR(F ,F )⊗R R′

∼= Ext2i
R (M, M)⊗R R′ = 0

the i’th iterate ϑi : F ′ → F ′ is null-homotopic, so there is a homomorphism
of graded modules λ : F ′ → F ′ of degree (−2i + 1) with ϑi = ∂λ+ λ∂. If
n > s, then

F ′
n = ϑi

(
F ′

n+2i

) ⊆ ∂λ
(
F ′

n+2i

)+ λ∂
(
F ′

n+2i

)
⊆ ∂
(
F ′

n+1

)+ λ
(
mF ′

n+2i−1

) ⊆ mF ′
n

so F ′
n = Fn ⊗R R′ vanishes by Nakayama’s Lemma, and hence Fn = 0.

Thus, M has finite projective dimension, so proj dimR M = CI-dimR M by
4.1.5. ��

In Theorem 4.2 the vanishing condition cannot be moved, in any com-
plexity, from even to odd Ext’s, and the conclusion fails if Ext’s are replaced
by Tor’s.



Cohomology over complete intersections 303

4.3. Example. Let Q = k[[u1, . . . , uc, x1, . . . , xc]] be a ring of formal
power series in 2c indeterminates over a field k, fix an integer b with
0 ≤ b ≤ c, and set

R = Q

(u1x1, . . . , ucxc)
and S = Q

(u1, . . . , ub, xb+1ub+1, . . . , xcuc)
.

For b = c = 1 a free resolution of S ∼= k[[x1]] over R is given by

F = . . .
u1−−−→ R

x1−−−→ R
u1−−−→ R

x1−−−→ R
u1−−−→ R −−−→ 0.

For i ≥ 1 the homology of the complexes HomR(F , S) and F ⊗R S yields

Ext2i−1
R (S, S) ∼= TorR

2i(S, S) = 0 and Ext2i
R (S, S) ∼= TorR

2i−1(S, S) ∼= k .

In general, Proposition 1.2 shows that Ext∗R(S, S) is the homology of
the Koszul complex on {x1χ1, . . . , xbχb, χb+1, . . . , χc} ⊆ S[χ1 . . . , χc],
and Ext∗R(S, k) is the homology of the one on {0, . . . , 0, χb+1, . . . , χc} ⊆
k[χ1, . . . , χc], hence

Ext∗R(S, S) ∼= S[χ1, . . . , χb]
(x1χ1, . . . , xbχb)

;
Ext∗R(S, k) ∼= k[χ1, . . . , χb] ⊗k

∧∗
k(k

c−b) .

These isomorphisms yield, respectively, Extodd
R (S, S) = 0 and cxR S = b.

We now turn to vanishing results that are most succinctly stated in terms
of stable (co)homology for modules of finite G-dimension. We review the
basics.

4.4. Let M be a finite module over a noetherian ring R.

4.4.1. A complete resolution of an R-module M is a complex T of finite
projective R-modules, such that Hn(T ) = 0 = Hn(T ∗) for all n ∈ Z, and
T>r = F>r for some projective resolution F of M and some integer r. It
is well known that if M has complete resolutions, then any two of them are
homotopy equivalent, cf. e.g. [13], or [15, (2.4)] for a published treatment.
In particular, the modules

Êxtn
R(M, N) = Hn HomR(T , N) and T̂orR

n (M, N) = Hn(T ⊗R N)

are well defined; we refer to them as stable (co)homology modules.

4.4.2. If T is a complete resolution of M, then clearly for each i ∈ Z the
shifted complexT [−i] is a complete resolution of ΩiT = Coker

(
∂Ti+1 : Ti+1

→ Ti
)
, hence

ÊxtnR(M, N) = Êxtn+i
R (ΩiT , N) and T̂orR

n (M, N) ∼= T̂orR
n−i(Ω

iT , N) .
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4.4.3. If M �= 0, then its G-dimension is the shortest length of a resolution
of M by modules G with G ∼= G∗∗ and ExtnR(G, R) = 0 = Extn

R(G
∗, R)

for all n > 0; it is denoted G-dimR M.
By a basic result of Auslander and Bridger [3, (4.20)] and Goto [19],

a noetherian ring R is Gorenstein if and only if each finite module M
has G-dimR M <∞.

4.4.4. The module M has a complete resolution if and only if G-dimR M <∞.
If G-dimR M = r < ∞, then choose a resolution F of M by finite

projective R-modules, set G = Coker
(
∂Fr+1 : Fr+1 → Fr

)
, and let G be

a resolution of G∗ by finite projective R-modules with augmentation γ .
Define a complex T through

Tn =
{

Fn for n ≥ r ;
G∗

r−1−n for n < r ; ∂Tn =


∂Fn for n > r ;
γ ∗ β α for n = r ;(
∂Gr−n

)∗ for n < r ,

where α : Fr → G and β : G → G∗∗ are the canonical maps. Clearly, T is
a complex of finite projective R-modules. The exact sequence of complexes
0 →G∗[r − 1] → T → F>r → 0, shows that Hn(T ) = 0 for n > r, yields
an exact sequence

0 −−−→ Hr(T ) −−−→ G
β−−−→ G∗∗ −−−→ Hr−1(T ) −−−→ 0

and isomorphisms Hn(T ) ∼= Extr−1−n
R (G, R) for n < r − 1.

By [3, (3.15)] the module G has G-dimension 0, so β is an isomorphism
and ExtiR(G, R) = 0 for i > 0, hence Hn(T ) = 0 for all n ∈ Z. The dualized
exact sequence of complexes now shows that Hn(T

∗) is isomorphic to
Hn(G[1 − r]) = 0 for n > 1 − r, to Ker(β∗) for n = 1 − r, to Coker(β∗)
for n = −r, and to Hn((F>r)

∗) = Extn−r
R (G∗, R) = 0 for n < −r. Thus,

Hn(T
∗) = 0 for all n ∈ Z.

Conversely, if M has a complete resolution, then G-dimR M < ∞ due
to:

4.4.5. If T is a complete resolution, then G-dimR ΩiT = 0 for each i ∈ Z.
It clearly suffices to deal with G = Ω0T . Since T>0 is a projective

resolution of G, applying HomR( , R) to the exact sequence of complexes
0 → T<0 → T → T>0 → 0 yields ExtnR(G, R) = 0 for n > 0, and
exhibits (T<0)

∗[−1] as a projective resolution of G∗. Dualizing once again
we recover the original sequence, which shows that ExtnR(G

∗, R) = 0 for
n > 0 and that the biduality map G → G∗∗ is bijective.

4.4.6. The construction in 4.4.4 shows that for n > r there are isomorphisms

ÊxtnR(M, N) ∼= ExtnR(M, N) and T̂orR
n (M, N) ∼= TorR

n (M, N) .
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4.4.7. Assume that G-dimR M = 0. If T is the complete resolution from
4.4.4, then Ω0T = M and T ∗[−1] is a complete resolution of M∗, hence

T̂orR
n (M, N) ∼= Êxt−n−1

R (M∗, N)

for all n ∈ Z, due to the canonical isomorphism T ⊗R N ∼= HomR(T
∗, N).

CI-dimension is compared to other homological dimensions in [8, (1.4)].

4.5. Let M be a finite module over a noetherian ring R.

4.5.1. There are inequalities G-dimR M ≤ CI-dimR M ≤ proj dimR M, and
equalities hold to the left of any finite dimension, cf. [8, (1.4)].

4.5.2. If 0 → M′ → Fn−1 → · · · → F0 → M → 0 is an exact sequence of
finite projective R-modules Fi , then CI-dimR M′ = max{CI-dimR M − n, 0}
by [8, (1.9)].

4.6. Proposition. Any finite module M of finite CI-dimension has a complete
resolution. Each complete resolution T of M has CI-dimR(Ω

nT ) = 0 for all
n ∈ Z.

Proof. The first assertion follows from 4.5.1 and 4.4.4. For the second it suffices
to note that M and ΩnT have a common syzygy, and apply 4.5.2. ��

To any finite R-module M over a noetherian ring R we attach a number

cxR M = sup{cxRm Mm |m ∈ Max(R) ∩ Supp(M)} .

In conditions (i) or (iv) of our next vanishing result on cohomology,
the number of consecutive Ext’s may not be decreased in general, cf. [6,
(9.3.7)].

4.7. Theorem. If R is a noetherian ring, and M is a finite module of finite CI-
dimension, then for each R-module N the following conditions are equivalent.

(i) ExtnR(M, N) = 0 for cxR M+1 consecutive values of n > CI-dimR M.

(ii) ExtnR(M, N) = 0 for n � 0.

(iii) ExtnR(M, N) = 0 for all n > CI-dimR M.

(iv) ÊxtnR(M, N) = 0 for cxR M + 1 consecutive values of n.

(v) ÊxtnR(M, N) = 0 for n # 0.

(vi) ÊxtnR(M, N) = 0 for all n ∈ Z.
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Proof. To simplify notation, we set r = CI-dimR M and c = cxR M.
If m is a maximal ideal of R, then CI-dimRm Mm ≤ r and cxRm Mm ≤ c,

while ExtnRm(Mm, Nm) ∼= ExtnR(M, N)m and ÊxtnRm(Mm, Nm) ∼= ÊxtnR(M, N)m
hold for each n ∈ Z. Thus, to prove the theorem we may assume that R is local.
In that case, by 4.1.2 and 4.1.3 we may further assume that R = Q/(f) where
Q is local, f is a Q-regular sequence of length c = cxR M, and proj dimQ M
is finite.

Clearly (iii) $⇒ (ii) $⇒ (i). Next we establish (i) $⇒ (iii):
Let s be the smallest index n > r that appears in a block of at least (c+ 1)

consecutive vanishing ExtnR(M, N), and let t ≤ ∞ be the largest index in that
block. The Cartan-Eilenberg change of rings spectral sequence [14, XVI §5]
has

2Ep,q = Extp
R

(
M, ExtqQ(R, N)

) $⇒ Extp+q
Q (M, N) .

Computing with the Koszul complexK that resolves R over Q we get

ExtqQ(R, N) = Hq Hom(K, N) = Hom(Kq, N) = N(c
q) ,

so 2Ep,q = Extp
R(M, N)(

c
q). Thus, 2Ep,q = 0 for s ≤ p ≤ t, so 2Ep,q = 0 when

s+c ≤ p+q ≤ t, and the only possibly non-zero module with p+q = s+c−1
(respectively, p + q = t + 1) is 2Es−1 , c (respectively, 2Et+1 , 0). For degree
reasons, no non-trivial differential can enter or exit these modules, hence

Exts+c−1
Q (M, N) ∼= 2Es−1 , c = Exts−1

R (M, N) ;
Extt+1

Q (M, N) ∼= 2Et+1 , 0 = Extt+1
R (M, N) .

Using, in turn, the Auslander-Buchsbaum Equality, the invariance of depth
under finite maps, and 4.1.5 we obtain the following equalities

proj dimQ M = depth Q − depthQ M = depth R + c− depthR M = r + c .

If t <∞, then t+1 ≥ s+c+1 ≥ r+c+2 > proj dimQ M, so Extt+1
R (M, N) ∼=

Extt+1
Q (M, N) = 0, contrary to the maximality of t; thus, t = ∞ . If s > r + 1,

then s + c − 1 > r + c = proj dimQ M, so Exts+c−1
Q (M, N) = 0, hence

Exts−1
R (M, N) = 0; this contradicts the minimality of s, so s = r + 1.
The implications (vi) $⇒ (v) $⇒ (iv) are clear. The isomorphisms

in 4.4.6 yield (i) $⇒ (iv) and (vi) $⇒ (ii). To finish the proof, we show
(iv) $⇒ (vi):

Fix an integer n. By hypothesis, there is an integer s such that ÊxtiR(M, N)

= 0 for s ≤ i ≤ s + c. Since G-dimR M = r by 4.4.3, the module M has
a complete resolutionT by 4.4.4. Choosing an integer u > −min{n, s}, set L =
ΩuT and note that CI-dimR L = 0 by Proposition 4.5.2. The isomorphisms
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Êxt j
R(L, N) ∼= Êxt j−u

R (M, N) of 4.4.2 show that Êxt j
R(L, N) vanishes for c+1

consecutive values of j > 0. As Êxt j
R(L, N) ∼= Ext j

R(L, N) for j > 0 by 4.4.6,

the already proved implication (i) $⇒ (iii) shows that Ext j
R(L, N) = 0 for

j > 0, in particular ÊxtnR(M, N) ∼= Extn+u
R (L, N) = 0. As n was arbitrary, we

are done. ��
The preceding theorem is complemented by the following non-vanishing

result, due to Araya and Yoshino [1, (4.2), (4,4)].

4.8. Proposition. Let M, N be finite non-zero modules over a local ring R
with ExtnR(M,N)=0 for n�0. If CI-dimR M= r <∞, then ExtrR(M,N) �=0,
and

proj dimR M = sup{n ∈ N | ExtnR(M, M) �= 0} .

Proof. As in the preceding proof, we may assume that R = Q/(f) where
Q is a local ring with maximal ideal n, f is a Q-regular sequence of length
c = cxR M, and proj dimQ M finite. In that proof, the argument for (i) $⇒ (iii)
showed that proj dimQ M = r+c and ExtrR(M,N)∼=C with C=Extr+c

Q (M,N).
If E is a minimal free resolution of M over Q, then C is the cokernel of the
homomorphism

Hom(∂E
c+r, N) : HomQ(Ec+r−1, N) −−−→ HomQ(Ec+r, N)

whose image is in nHomQ(Ec+r, N); when N is finite C �= 0 by Nakayama.
Set p = proj dimR M and q = sup{n ∈ N | ExtnR(M, M) �= 0}. If p is

infinite, then so is q by Theorem 4.2. If p is finite, then p = r by 4.5.1, and
q = r by the already established part of the proposition. ��

The equivalence of the first three conditions below slightly extends
a result of Jorgensen [24, (2.1)], cf. [6, (9.3.6)] for a concise proof. Again,
the number of consecutive vanishing Tor’s in (i) or (iv) may not be decreased,
cf. [24, (4.1)].

4.9. Theorem. If R is a noetherian ring, and M is a finite module of finite CI-
dimension, then for each R-module N the following conditions are equivalent.

(i) TorR
n (M, N) = 0 for cxR M+1 consecutive values of n > CI-dimR M.

(ii) TorR
n (M, N) = 0 for n � 0.

(iii) TorR
n (M, N) = 0 for all n > CI-dimR M.

(iv) T̂orR
n (M, N) = 0 for cxR M + 1 consecutive values of n.

(v) T̂orR
n (M, N) = 0 for n # 0.

(vi) T̂orR
n (M, N) = 0 for all n ∈ Z.

Proof. A transposition of the proof of Theorem 4.7 yields the desired result. ��
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5. Complete intersections

By definition, a local ring R with maximal idealm is a complete intersection
if in some Cohen presentation of its m-adic completion R̂ as a residue ring
of a complete regular local ring Q, the defining ideal a is generated by
a regular sequence. It is well known that the defining ideal of any Cohen
presentation of R̂ then has this property, cf. 5.10.2, and the least length of
such a sequence is equal to codim R.

The results of the preceding section fully apply to complete intersections,
due to

5.1. Let M be a finite R-module. If R is a local complete intersection, then
proj dimQ(M ⊗R R̂) < ∞ for any quasi-deformation R → R̂ ← Q with
regular ring Q, so CI-dimR M = depth R− depthR M ≤ depth R ≤ dim R by
4.1.5.

In this section we attach to any pair of finite modules M, N over a local
complete intersection R a variety V∗

R(M, N), derive some of its fundamental
properties, and apply them to prove the results described in the introduction.

5.2. Let R be a local complete intersection with residue field k.
We fix an embedding of k into an algebraic closure, k̃.
For any pair of finite R-modules M, N we define its support variety by

V∗
R(M, N) = V(Q, R̂ ; M̂, N̂) ⊆ (a/na)⊗k k̃ .

where R̂ ∼= Q/a is a Cohen presentation with a complete regular local
ring Q, and V(Q, R̂ ; M̂, N̂) is the variety defined in Remark 2.3.

Varieties of pairs do not depend on the choice of the Cohen presentation,
due to

5.3. Theorem. The variety V(Q, R̂ ; M̂, N̂) is contained in ((a∩n2)/na)⊗k̃k.
Any presentation R̂ ∼= Q′/a′ with a complete regular local ring (Q′, n′, k)

defines a k-linear isomorphism � : (a′ ∩ n′ 2)/n′a′ ∼= (a ∩ n2)/na, and � ⊗k k̃
maps V(Q′, R̂ ; M̂, N̂) bijectively onto V(Q, R̂ ; M̂, N̂) for all R-modules
M, N.

We recall the construction of a variety V∗
R(M), given in [5, §6].

5.4. For any local ring R with residue field k the algebra Ext∗R(k, k) (under
composition products) is the universal enveloping algebra of a graded Lie
algebra π∗(R), cf. [6, §10] for details of the construction.

If R is a complete intersection, then πn(R) = 0 for n ≥ 3, so π2(R)

is a central Lie subalgebra and rankk π
2(R) = codim R. By the Poincaré-

Birkhoff-Witt Theorem for graded Lie algebras, the associative subalgebra
P = k[π2(R)] ⊆ Ext∗R(k, k) is a polynomial ring on variables of degree 2.
When M is a finite R-module, Ext∗R(M, k) is a finite module over P . In [5,
(6.2)] the cohomological variety V∗

R(M) is defined to be the zero-set over k̃
of the annihilator of Ext∗R(M, k) in P .
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5.5. Theorem. The varieties V(Q, R̂ ; M̂, k) and V∗
R(M) are isomorphic.

In our main result we establish basic properties of support varieties of
pairs, and some new properties of varieties of modules. Theorems I and II
in the introduction are abstracted from the next couple of results.

5.6. Theorem. If (R,m, k) is a local complete intersection of codimension c,
and M, N are finite R-modules, then the following hold.

(1) V∗
R(M, N) is a cone in k̃c .

(2) dim V∗
R(M, N) = cxR(M, N) .

(3) V∗
R(M, N) = {0} if and only if ExtnR(M, N) = 0 for n � 0,

if and only if ÊxtnR(M, N) = 0 for all n ∈ Z .

(4) dim V∗
R(M, N) ≤ 1 if and only if ExtnR(M, N) ∼= Extn+2

R (M, N) for
all n � 0.

(5) V∗
R(M, N) = V∗

R(M′, N ′) if M′ is a syzygy of M and N ′ is a syzygy
of N.

(6) If 0 → M1 → M2 → M3 → 0 and 0 → N1 → N2 → N3 → 0 are
exact sequences of finite R-modules, then for {h, i, j} = {1, 2, 3} there
are inclusions

V∗
R(Mh, N) ⊆ V∗

R(Mi, N) ∪ V∗
R(M j, N) ;

V∗
R(M, Nh) ⊆ V∗

R(M, Ni) ∪ V∗
R(M, N j) .

(7) V∗
R(M, N) =⋃i, j V∗

R(Mi, N j) if M =⊕r
i=1 Mi and N =⊕s

j=1 N j .

(8) V∗
R(M, N) = V∗

R(M) ∩ V∗
R(N) = V∗

R(N, M) .

(9) V∗
R(M, M) = V∗

R(M, k) = V∗
R(k, M) = V∗

R(M) .

(10) V∗
R(M) = V∗

R(ExtmR (M, R)) if M is Cohen-Macaulay of codimen-
sion m.

By Part (2) of the theorem, the following relations come from equalities
of varieties and estimates for the dimension of intersection of varieties in
(9) and (8).

5.7. Corollary. If M is a finite modules over a local complete intersection R,
then

cxR(M, M) = cxR M

and for each finite R-module N there are (in)equalities

cxR M + cxR N − c ≤ cxR(M, N) = cxR(N, M) ≤ min{cxR M, cxR N} .
��
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As another consequence, we get equations for the support variety of
a pair. They encode the asymptotic behavior of Ext∗R(M, N) into finitely
many matrices of systems of higher homotopies σ and τ , defined over the
regular ring Q. These homotopies can be computed using Grayson and
Stillman’s software system Macaulay 2 [18].

5.8. Corollary. Assume that R = Q/(f) for a regular local ring Q and a
Q-regular sequence f = f1, . . . , fc. Let E be a free resolution of M over Q
with En = 0 for n > 2u + 1, let F be a free resolution of N over Q with
Fn = 0 for n > 2v + 1, set r = ∑u

i=0 rankQ E2i and s = ∑v
i=0 rankQ F2i ,

and fix systems of higher homotopies for f , say σ on E and τ on F ,
respectively.

If matrices σ(x) and τ(x) over k[x1, . . . , xc] are formed from σ and τ as
in Theorem 3.2, then V∗

R(M, N) is the zero-set of the ideal Ir(σ(x))+ Is(τ(x)),
where It(γ) denotes the ideal generated by the t × t minors of a matrix γ .

Proof. By Theorem 3.2 the zero set of Ir(σ(x)) is V∗
R(M), and that of Is(τ(x))

is V∗
R(N). Thus, the zero set of Ir (σ(x))+ Is(τ(x)) is equal to V∗

R(M)∩V∗
R(N).

By part (8) of Theorem 5.6 the intersection coincides with V∗
R(M, N). ��

We start working on the proof of the theorems with

5.9. Lemma. Let (Q, n, k) and (Q′, n′, k) be complete regular local rings,

and let Q′ κ−→ Q
ρ−→ R̂ be surjective homomorphisms with a = Kerρ and

a′ = Ker(ρκ).

(1) The induced k-linear map κ : (a′ ∩ n′ 2)/n′a′ → (a ∩ n2)/na is
bijective.

(2) rankk(a ∩ n2)/na ≥ codim R .

(3) equality holds in (2) if and only if a is generated by a regular sequence.

Proof. (1) The homomorphismκ defines a commutative diagram of Q′-modules

0 −−−→ b −−−→ a′ −−−→ a −−−→ 0∥∥∥ 	 	
0 −−−→ b −−−→ n′ −−−→ n −−−→ 0

where the rows are exact and b = Ker κ. Tensoring it over Q′ with k we get
a commutative diagram of k-vector spaces with exact rows and columns:
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0 0	 	
(a′ ∩ n′ 2)/n′a′ κ−−−→ (n 2 ∩ a)/na	 	

b/n′b −−−→ a′/n′a′ −−−→ a/na −−−→ 0∥∥∥ 	 	
0 −−−→ b/n′b ι−−−→ n′/n′ 2 −−−→ n/n2 −−−→ 0	 	

m/m2 m/m2	 	
0 0

Indeed, the only point at stake is the injectivity of ι: it is due to the fact that b,
being the kernel of a surjection of regular local rings, is generated by part
of a regular system of parameters for Q. The Snake Lemma shows that κ is
bijective.

(2) Letm be the maximal ideal of R. The inequality comes from the relations

νR(m)− rankk(a ∩ n2)/na = νQ(n)− νQ(a) = dim Q − νQ(a)

≥ dim Q − height(a) = dim R̂ = dim R

due, in turn, to the right hand column, the regularity of Q, the Krull Principal
Ideal Theorem, the catenarity of Q, and the invariance of dimension under
completion.

(3) The same chain shows that rankk(a ∩ n2)/na = codim R if and only if
height(a) = νQ(a). By the Cohen-Macaulay Theorem, the last equality holds
if and only if a can be generated by a Q-regular sequence. ��

The preceding lemma is best used in conjunction with a construction of
Grothendieck [20] that compares different Cohen presentations.

5.10. Let (Q, n, k) and (Q′, n′, k) be complete regular local rings,ρ : Q → R̂
and ρ′ : Q′ → R̂ be surjective homomorphisms of rings.

5.10.1. There exists a complete regular local ring P with surjective homo-

morphisms Q′ κ′←− P
κ−→ Q such that ρ′κ′ = ρκ.

Indeed, the fiber product Q′ ×R̂ Q is a complete local ring, cf. [20,
(19.3.2.1)], so take a Cohen presentation of Q′ ×R̂ Q as homomorphic
image of a regular local ring P and get the desired homomorphisms as
compositions of canonical projections.
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As κ is a surjection of regular local rings, any minimal system of gen-
erators of Ker κ can be extended to a minimal system of generators of the
maximal ideal of P, and similarly for Ker κ′. In view of Lemma 5.9.3, we
get

5.10.2. The ideal a = Kerρ is generated by a regular sequence if and only
if the ideal a′ = Kerρ′ is generated by a regular sequence.

Proof of Theorem 5.5. Let M be a finite module over a local complete in-
tersection R, and let R̂ ∼= Q/a be a Cohen presentation. The R-flatness of R̂
yields a canonical isomorphisms Ext∗̂

R
(M̂, k) ∼= Ext∗R(M, k) compatible with

an isomorphism of graded algebras Ext∗̂
R
(k, k) ∼= Ext∗R(k, k) that maps π∗(R̂)

to π∗(R). It follows that V∗̂
R
(M̂) ∼= V∗

R(M), cf. 5.4, so we may assume that

R = R̂ ∼= Q/a and M =M̂.
Choose a regular sequence f generating a by first picking { f1, . . . , fb} to

map onto a basis of a/(a ∩ n2) ∼= (a+ n2)/n2, then extending it by elements
fb+1, . . . , fc ∈ a ∩ n2 to a minimal set of generators of a. Also, choose
a minimal set of generators f ′ = { f ′1, . . . , f ′c′ } of n′ with f ′j = f j for 1 ≤
j ≤ b. Since Q is regular, f ′ is a Q-regular sequence, so Proposition 1.2
yields an isomorphism Ext∗R(k, k) ∼= R⊗k

∧
k(k

c′−b) of graded modules over
R = S ⊗R k = k[χ1, . . . , χc], where S is the ring of cohomology operators
defined by f and R = R/(χ1, . . . , χb).

Let ξk : R → Ext∗R(k, k) be the homomorphism of graded k-algebras from
1.1.2. The preceding computation yields Ker ξk = (χ1, . . . , χb). By [9, (5.2)]
each ξk(χ j) ∈ Ext2R(k, k) annihilates the subspace of TorR

2 (k, k) spanned by
products of elements in TorR

1 (k, k); this property characterizes the elements
of π2(R), cf. [6, §10.2], so ξk induces an injective homomorphism of graded
k-algebras ξ : R → P . Both are generated in degree two. Also, rankk R2 =
c − b = codim R by Lemma 5.9.2 and rankk P 2 = rankk π

2(R) = codim R
by [6, (10.2.1) and (7.5.1)], so ξ is bijective. By 1.1.2 the action of R on E =
Ext∗R(M, k) factors through ξk, hence it induces an isomorphism R/ annR E ∼=
P / annP E , so V∗

R(M) ∼= V(Q,f; M). ��

We recall a change of rings theorem of Nagata [29, (27.3)], cf. also [6,
(3.3.5.1)].

5.11. If (Q′, n′) is a local ring, g′ a is non-zero-divisor in n′ � n′2, and
M �= 0 is a finite Q′-module with g′M = 0, then proj dimQ′(M) = 1 +
proj dimQ′/(g′)(M).

The next result is a counterpart in cohomology of the theorem of Huneke
and Wiegand [22, (1.9)] that the vanishing of two consecutive Tor’s over
a local hypersurface implies that one of the modules involved has finite
projective dimension.
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5.12. Proposition. If M, N are finite modules over a local hypersurface R,
and

ExtnR(M, N) = Extn+1
R (M, N) = 0

for some n > dim R, then proj dimR M <∞ or proj dimR N <∞.

Proof. By 4.7 the hypothesis implies that ExtnR(M, N) = 0 for all n > dim R.
Replacing M by a high enough syzygy, we may assume that ExtnR(M, N) = 0
for n > 0. Completing if necessary, we may further assume that R ∼= Q/( f )
for a regular local ring Q and a non-zero-divisor f . If both proj dimR M and
inj dimR N were infinite, then by Corollary 1.4 and Proposition 1.5.3 we would
have

1 ≥ pxR HomR(M, N) = cxR M + pxR N ≥ 1+ 1 .

This is absurd, so (at least) one homological dimension is finite. Hypersurfaces
being Gorenstein rings, inj dimR N is finite if and only if proj dimR N is. ��

Proof of Theorem 5.3. Clearly, we may replace R by its completion, and so
write M and N instead of M̂ and N̂ . By 5.10.1 we may assume that there is
a surjective homomorphism κ : Q′ → Q of regular local rings. Any minimal
system of generators g of Ker κ can be extended to a regular system of param-
eters for Q, so the ring Q′/(g′) is regular for each subset g′ of g. Inducing on
the cardinality of g, we may assume that Q = Q′/(g′) for some g′ ∈ n′� n′ 2.
Applying 2.2 to Q′ we may further assume that the common residue field k of
Q′, Q, and R is algebraically closed.

If f ∈ a/na is not contained in the subspace (a ∩ n2)/na, and f ∈ n
is a lifting of f to n, then f /∈ n2. It follows that Q/( f ) is regular, hence
ExtnQ/( f )(M, N) = 0 for n � 0, so f /∈ V(Q,f; M, N) by Theorem 2.5.

Thus, V(Q,f; M, N) ⊆ (a ∩ n2)/na.
Lemma 5.9.1 yields a k-linear isomorphism κ : (a′ ∩ n′ 2)/n′a′ ∼=

(a∩n2)/na. We want to prove that f ′ ∈ (a′ ∩n′ 2)/n′a′ is in V(Q′,f ′; M, N)

if and only if f = κ( f ′) ∈ (a ∩ n2)/na is in V(Q,f; M, N). If f ′ ∈ a′ ∩ n′ 2

is a lifting of f ′, then f = κ( f ′) ∈ a ∩ n2 is a lifting of f , so by Theo-
rem 2.5 it suffices to prove that ExtnQ′/( f ′)(M, N) = 0 for n � 0 if and only if
ExtnQ/( f )(M, N) = 0 for n � 0.

The sequence f ′, g′ is Q′-regular, so the image g′′ of g′ in Q′′ = Q′/( f ′)
is a non-zero-divisor. The change of rings spectral sequence with second page

2Ep,q = Extp
Q′′/(g′′)

(
M, ExtqQ′′(Q′′/(g′′), N)

) $⇒ Extp+q
Q′′ (M, N)

has 2Ep,q = 0 unless q �= 0, 1, so it degenerates into a long exact sequence.
Due to the isomorphisms Q′′/(g′′) ∼= Q′/( f ′, g′) ∼= Q/( f ) it can be written



314 L.L. Avramov, R.-O. Buchweitz

in the form

. . . −−−→ Extp
Q/( f )(M, N) −−−→ Extp

Q′/( f ′)(M, N)

−−−→ Extp−1
Q/( f )(M, N) −−−→ . . .

.

Thus, if ExtnQ/( f )(M, N) = 0 for n � 0, then ExtnQ′/( f ′)(M, N) = 0 for n � 0.
Conversely, if ExtnQ′/( f ′)(M, N) = 0 for n � 0, then Proposition 5.12

shows that over the hypersurface Q′′ = Q′/( f ′) one of the modules M or N
has finite projective dimension. Since f ′ ∈ n′ 2 and g′ ∈ n′ � n′ 2, we have
g ∈ n′′�n′′2, where n′′ = nQ′′. We conclude from 5.11 that M or N has finite
projective dimension over Q′/( f ′, g′) ∼= Q/( f ), so ExtnQ/( f )(M, N) = 0 for
n � 0, as desired. ��
Proof of Theorem 5.6. By the definition of support varieties in 5.2, we may
assume that R is complete. We fix a Cohen presentation R̂ ∼= Q/(f ) with
regular local ring Q and regular sequence f = f1, . . . , fc; by Lemma 2.2,
Theorem 5.5 and Theorem 5.3 we may assume that k is algebraically closed.
In (f )/n(f ) ∼= kc we set

V∗
R(M, N) = V(Q,f; M, N) and V∗

R(M) = V(Q,f; M, k) .

(1) was noted in 2.1.

(2) dim V∗
R(M, N) = cxR(M, N) by Proposition 2.4.2.

(3) Support varieties are homogeneous by (1), so V∗
R(M, N) = {0} if

and only if dim V∗
R(M, N) = 0. By (2) the latter condition is equivalent

to ExtnR(M, N) = 0 for n � 0. Theorem 4.7 recasts the last condition as
ÊxtnR(M, N) = 0 for n ∈ Z.

(4) If ExtnR(M, N) ∼= Extn+2
R (M, N) for n � 0, then we can find a real

number c such that νR
(

ExtnR(M, N)
) ≤ c for all n ∈ Z, so cxR(M, N) ≤ 1.

Conversely, if cxR(M,N)≤1, then the graded module E=Ext∗R(M,N)⊗Rk
has dimension≤ 1 over R = S ⊗R k. Thus, we may find a linear combination
χ = a1χ1+· · ·+acχc and an integer i such that the map χ⊗R k : Eh → Eh+2

is bijective for h ≥ i . By Nakayama’s Lemma the map χn : ExthR(M, N) →
Exth+2n

R (M, N) is surjective for n ≥ 0. Choosing j so that the sequence of
graded S-submodules

Kerχ ⊆ · · · ⊆ Kerχn ⊆ Kerχn+2 ⊆ · · · ⊆ Ext∗R(M, N)

stabilizes for n ≥ j , we see that the R-linear homomorphism χ : ExthR(M, N)

→ Exth+2
R (M, N) is an isomorphism for h ≥ i + 2 j .

(5) Let M′, N ′ be syzygies of M, N. As ExtiR(R, M) = 0 for i > 0
and ExtiR(M, R) = 0 for i > dim R, Proposition 2.4.3 yields V∗

R(M, N) =
V∗

R(M′, N ′).
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(7) If M =⊕r
i=1 Mi and N =⊕s

j=1 N j , then we have an isomorphism

Ext∗R(M, N) ∼=
⊕
i, j

Ext∗R(Mi, N j)

of graded R[χ1, . . . , χc]-modules, hence V∗
R(M, N) =⋃i, j V∗

R(Mi, N j).

(8) By 2.6.4 and Corollary 2.7 we have V∗
R(M, N) ⊆ V∗

R(M) ∩ V∗
R(N).

Assuming that equality fails, we may choose f ∈ V∗
R(M) ∩ V∗

R(N) ⊆
(f )/n(f ) with f /∈ V∗

R(M, N). If f ∈ n is a lifting of f , then proj dimQ/( f ) M
and proj dimQ/( f ) N are both infinite by 2.6.3, while ExtnQ/( f )(M, N) = 0 for
n � 0 by Theorem 2.5. This is ruled out by Proposition 5.12, so we conclude
that V∗

R(M, N) = V∗
R(M) ∩V∗

R(N). Interchanging M and N, we see that

V∗
R(N, M) = V∗

R(N) ∩ V∗
R(M) = V∗

R(M) ∩V∗
R(N) .

(9) As V∗
R(k) = kc, (8) yields V∗

R(M, M) = V∗
R(M, k) = V∗

R(k, M) =
V∗

R(M).
(6) If 0 → M1 → M2 → M3 → 0 is an exact sequence of R-modules,

then by 1.1.2 the induced cohomology exact sequence of R-modules yields an
exact sequence

Ext∗R(M3, k) −→Ext∗R(M2, k) −→Ext∗R(M1, k) −→
Ext∗R(M3, k)[1]−→Ext∗R(M2, k)[1]

of graded R-modules, where brackets denote degree shifts. It follows that

V∗
R(Mh, k) ⊆ V∗

R(Mi, k) ∪ V∗
R(M j, k)

for {h, i, j} = {1, 2, 3}. In view of (8), we then get

V∗
R(Mh, N) = V∗

R(Mh) ∩V∗
R(N)

⊆ (V∗
R(Mi) ∪V∗

R(M j)
) ∩V∗

R(N)

= (V∗
R(Mi) ∩V∗

R(N)
) ∪ (V∗

R(M j) ∩V∗
R(N)

)
= V∗

R(Mi, N) ∪V∗
R(M j, N) .

Exact sequences 0 → N1 → N2 → N3 → 0 are treated by a similar
argument.

(10) If M is Cohen-Macaulay of codimension m, then it is a perfect Q-
module of grade g = c + m, so V∗

R(M) = V∗
R(ExtmR (M, R)) by Theorem 3.3.

��

6. Vanishing of cohomology

A ring R is locally complete intersection, or l.c.i., if the local ring Rm is
a complete intersection for each maximal ideal m of R.

As l.c.i. rings are Gorenstein, each finite R-module has a complete
resolution by 4.4.3 and 4.4.4. In particular, stable (co)homology is defined
for any pair of finite modules. Its vanishing is described in the following
result.
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6.1. Theorem. For finite modules M, N over a locally complete intersection
ring R the following conditions are equivalent.

(i) ÊxtnR(M, N) = 0 for all n ∈ Z.

(ii) ÊxtnR(N, M) = 0 for all n ∈ Z.

(iii) T̂orR
n (M, N) = 0 for all n ∈ Z.

(iv) V∗
Rm

(Mm) ∩ V∗
Rm

(Nm) = {0} for all m ∈ Max(R) .

Proof. The conditions are local, so we may assume that R is a local complete
intersection with maximal ideal m. The equivalence of (i) or (ii) with (iv) is
then established by parts (3) and (8) of Theorem 5.6, so it remains to deal with
Tor’s.

Choose a syzygy M′ of M that is also a syzygy in a complete resolution of M
and note that CI-dimR M′ = 0 by 4.4.5 and 4.5.1. By 4.4.2 and 4.4.7 condition
(iii) is equivalent to ÊxtnR(M′∗, N) = 0 for all n ∈ Z. By the already established
equivalence of (i) and (iv) this condition is tantamount to V∗

R(M′∗) ∩ V∗
R(N)

= {0}. Parts (10) and (5) of Theorem 5.6 translate the last condition into (iv). ��
Due to 4.4.6, the preceding result contains Theorem IV from the intro-

duction.
To deduce Theorem III, we use the fact that the l.c.i. property of R is

characterized by the finiteness of CI-dimension for all finite R-modules.
For local rings this appears in [8]. The following global version is due to
Liana Şega.

6.2. Proposition. A noetherian ring R is locally complete intersection if and
only if CI-dimR M is finite for each finite R-module M.

Proof. Recall from Sect. 4 that CI-dimR M=sup{CI-dimRmMm|m ∈ Max(R)}.
If each finite R-module has finite CI-dimension, then CI-dimRm Rm/mRm

< ∞ for each maximal ideal m of R, so Rm is a local complete intersection
by [8, (1.3)].

Conversely, if R is l.c.i., then it is Gorenstein, so G-dimR M <∞ by 4.4.3.
On the other hand, [3, (4.15)] yields G-dimR M = sup{G-dimRm Mm |m ∈
Max(R)}. As CI-dimRm Mm = G-dimRm Mm by 4.5.1, we see that CI-dimR M
is finite. ��
Proof of Theorem III. Let R be a locally complete intersection ring, set d =
dim R and c = sup{codim Rm |m ∈ Max(R)}, and let M be a finite R-module.

For eachm ∈ Max(R), 4.1.2 yields cxRm Mm ≤ codim Rm, so cxR M ≤ c.
Also, CI-dimRm Mm = depth Rm − depthRm Mm ≤ dim Rm by 4.1.5, so
CI-dimR M ≤ d.

Putting together Theorems 4.7, 4.9, and 6.1 we get the desired equivalences.
��
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6.3. Remark. For a commutative noetherian ring R, consider the properties

(ee) if ExtnR(M, N) = 0 for n � 0, then ExtnR(N, M) = 0 for n � 0;

(et) if ExtnR(M, N) = 0 for n � 0, then TorR
n (M, N) = 0 for n � 0;

(te) if TorR
n (M, N) = 0 for n � 0, then ExtnR(M, N) = 0 for n � 0,

where M, N range over all finite R-modules.
Denoting (lci) the condition that R is locally complete intersection, and

(gor) the one that it is Gorenstein, we have a diagram of implications

(ee)

 (

(4)
I
I
I
I
I
I
I
I

I
I
I
I
I
I
I
I

(lci) +3
(1)

(et) & (te)

5=

(2) t
t
t
t
t
t
t
t
t

t
t
t
t
t
t
t
t
t

!)
(3) J

J
J
J
J
J
J
J
J

J
J
J
J
J
J
J
J
J

(gor).

(te)

6>

(5)

u
u
u
u
u
u
u
u

u
u
u
u
u
u
u
u

Indeed, (1) is a consequence of Theorem 6.1, via 4.4.6. The isomor-
phisms TorR

n (M, N) ∼= TorR
n (N, M) yield (2). To see (4) and (5), note that

for each m ∈ Max(R) and all n ∈ Z we have ExtnRm (Rm/mRm, Rm) ∼=
ExtnR(R/m, R)m; the latter module vanishes for n � 0, and so R is Goren-
stein, if either (ee) or (te) holds, since Extn

R(R, R/m)m = 0 = TorR
n (R/m, R)m

for n > 0.

Forty years of research in commutative algebra have not produced a class
of rings intermediate between locally complete intersections and Gorenstein
rings, hence

6.4. Problem. Is any one of the implications in the diagram above re-
versible?
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