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Abstract 

This paper describes a series of efforts in building and conceptualizing software agents 

for distributed collaborative learning. The agents are referred to as pedagogical agents. 

We have integrated pedagogical agents within two collaborative environments, 

TeamWave Workplace and Future Learning Environment. The role of agents in these 

environments differs from past work on software agents in their function as extended 

awareness mechanisms, focusing on task and concept awareness (conceptual awareness). 

Our approach is stimulated by Mead’s theory of the ‘Generalized Other’. The agents 

collect statistical information on user activity and analyze the information based on 

principles of collaboration and knowledge building (participation, group interaction, and 

scientific discourse). Furthermore, the agents define a trajectory in a pedagogical agent 

design space, which we define in terms of four dimensions: presentation, intervention, 

task, and pedagogy. We end the paper by comparing our approach with related work. 
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1. Introduction 

Over the past 10 years considerable progress has been made towards developing 

technology for immersive presence in Human Computer Interaction (HCI) and 

Computer-Supported Cooperative Work (CSCW), such as virtual reality (Bates, 1992), 

augmented reality, and awareness (Dourish & Bellotti, 1992). Pedagogical agents extend 

this to educational settings (Johnson, Rickel, Stiles & Munro, 1998) by being software 

programs that support human learners’ awareness of their own and other learners’ actions 

and activities in a virtual learning environment. In this paper we profile pedagogical 

agents as a conceptual awareness mechanism that identifies the ‘common attitude’ and 

the shared principles constituting a virtual learning environment, which is more than the 

sum of individual actions and activities.  

 

Awareness is a central concept in CSCW and Computer-Supported Collaborative 

Learning (CSCL) that needs to be addressed when developing pedagogical agents for 

CSCL environments. Awareness includes both computational mechanisms and higher-

level concepts. The main emphasis of the past work (especially in CSCW) has been on 

computational mechanisms for synchronous collaboration environments, including 

multiple cursors and echoes (Beaudouin-Lafon & Karsenty, 1992). However, awareness 

in asynchronous collaboration environments is important as well, for example supported 

by shared object interaction histories, structuring of discussion threads, and electronic 

Post-It notes (Gutwin, Stark & Greenberg, 1995). A commonly used definition of 

awareness describes it as “an understanding of the activities of others, which provides a 

context for your own activity” (Dourish & Bellotti, 1992). The context can help interpret 
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others’ actions and ensure that individual contributions are relevant to the group’s overall 

activity, and it enables evaluation of individual actions with respect to the group’s goals. 

Gutwin at al. (1995) have suggested four types of awareness that may be of relevance in 

order to scaffold learning in a CSCL environment: workspace, social, task, and concept. 

Workspace awareness is the up-to-the-minute knowledge a person holds about the state 

of others’ interactions with the environment and can reduce efforts needed to coordinate 

common tasks and actions relative to shared objects. Social awareness is awareness of the 

social interactions within a group, for example, whether or not another person is paying 

attention to what one is doing. This form of awareness is associated with non-verbal cues 

and emotional states (such as head nods and facial expressions) and has been 

approximated by video conferencing systems. Task awareness is awareness of how to 

complete a common task (such as a learning assignment) as well as understanding the 

purpose of the task. Finally, concept awareness is awareness of how a particular piece of 

knowledge fits into the students’ existing knowledge. These important aspects of 

awareness are by no means solved by the current state of the art in awareness technology. 

We see this as a challenge for our own efforts, which we consider from both the 

conceptual as well as the technical perspectives. Conceptually, we address it by 

articulating a design space for pedagogical agents, and technically we have built 

prototypes of agents that provide learners with awareness of other learners’ collaboration 

and knowledge-building activities in a distributed CSCL setting. 

 

2. Theoretical background 
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Pedagogical agents for computer-supported collaborative learning build on previous work 

in groupware, collaborative learning, and software agents. In addition we make use of the 

notion of the ‘Generalized Other’ (Mead, 1934; Dodds & Valsiner, 1997) in order to 

ground our approach theoretically. A brief background of these areas is presented below. 

 

2.1 Groupware and CSCW 

CSCW and groupware emerged as established research areas during the mid-1980s by 

bringing together researchers from a variety of fields, including computer science (Ellis, 

Gibbs & Rein, 1991), information systems (DeSanctis, 1987), Computer-Mediated 

Communication (Hiltz & Turoff, 1985), HCI (Bannon, 1986), social psychology (Kiesler, 

Siegel & McGuire, 1984), ethnography (Hughes, Randall & Shapiro, 1992), and 

organizational science (Huber, 1982). A shared interest has been to study how 

collaboration technology impacts work environments and how this technology can best 

be developed (Grudin, 1994). The technology in CSCW is often referred to as groupware 

(Johnson-Lenz & Johnson-Lenz, 1982), but it encompasses a wide range of systems, 

including mail systems, news groups and bulletin boards, information sharing systems 

(such as discussion forums), and advanced applications for facilitating synchronous 

communication such as group editors, multimedia spaces, and video conferencing 

systems. During the past few years the functionality of this technology has gradually 

matured and stabilized. As a result many of today’s desktop computers provide built-in 

groupware tools that cater to a host of cooperative work arrangements and there are 

emerging standards for information sharing, concurrency control, and awareness 

technology. 
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2.2 Computer-Supported Collaborative learning 

Computer-Supported Collaborative Learning (CSCL) a new field that emerged during the 

last decade and concerns educational technology and its role as mediator of activity 

within a collaborative setting of instruction and learning (e.g. Dillenbourg, Baker, Blaye 

& O’Malley, 1996; Koschmann, 1996). Groupware is often used as the technological 

platform for achieving this. CSCL as a field is complex and multifaceted and borrows 

ideas from the social sciences, particularly from sociology, anthropology, linguistics, and 

communication (Koschmann, 1996). Researchers and educators in these areas have 

questioned and rejected earlier approaches to computer-based instruction because, in 

those areas, learning is perceived as belonging primarily to the realm of cognitive 

psychology. Instead the focus in CSCL has shifted to the socially constructed properties 

of interaction (Dillenbourg, et al., 1996). Knowledge, from this perspective, is seen as a 

human construction elaborated through communication and collaboration with peers, 

mediated by social and cultural artifacts (e.g. language, technology), implying that 

learning and knowledge building first of all occur on interpersonal grounds within a 

community of learners before occurring on the intrapersonal realm of the individual 

learner (Vygotsky, 1978).    

 

2.3 Mead’s Theory of the ‘Generalized Other’ 

Within the socio-cultural perspective on CSCL Vygotsky is a frequently cited reference 

when emphasizing the role of social interaction in learning processes (e.g. Koschmann, 

1996). A predecessor of Vygotsky (1978) by some twenty-five years, George Herbert 
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Mead (1934) made important contributions to the study of human development as it 

arises in the context of social interaction with significant others (Mead, 1934; Vygotsky, 

1978), thus providing additional theoretical motivation for CSCL, especially for the 

design of virtual learning environments. Mead proposed the ‘game’ as model for the 

social aspects of personal development. He suggested that individual participants learn by 

internalizing the roles of other players and the rules of the game. For a newcomer this 

means to engage in a social learning situation by imitating and responding to unfamiliar 

gestures, gradually adopting the attitudes held by the senior players, and eventually even 

modifying them. The shared representation of the set of common attitudes is called the 

‘Generalized Other’. This representation is different from the sum of individual 

participants’ actions and activities in the game, or in Mead’s own words: “In the game, 

the individual is required to internalize, not merely the character of a single and specific 

other, but the roles of all others who are involved with him in the game. He must, 

moreover, comprehend the rules of the game that condition the various roles. This 

configuration of roles-organized-according-to-rules brings the attitudes of all 

participants together to form a symbolized unity: this unity is the ‘generalized other’. The 

generalized other is ‘an organized and generalized attitude’ with reference to which the 

individual defines her own conduct.” (Mead, 1934, p. 151). 

 

The notion of the ‘Generalized Other’ serves as a theoretical motivation for incorporating 

conceptual awareness in distributed learning environments. A distributed learning 

environment has a set of ‘rules’ for how to interact. Furthermore, these rules are not 

straightforward for most participants. The ‘players’ need to learn at least one role in order 
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to successfully participate (i.e. to be a collaborator). When this set of common attitudes is 

internalized and shared among the other users, it may improve participation and 

collaboration, a claim we address in this article. Finally, if software agents are allowed to 

reason with these representations, conceptual awareness can be implemented as a 

computational mechanism. For example, by monitoring the shared state of a groupware 

system, the agents can automatically generate representations of who is logged on, who 

communicates with whom, what objects they act upon, how much of a task has been 

completed, etc. These findings can be organized in various meaningful formats 

depending on the target audience (e.g. students, instructors). A working definition of 

pedagogical agents from this perspective, building on the definition of awareness 

provided by Dourish & Bellotti (1992), would be: An understanding of the ‘generalized 

activity’ of others, which provides a context for ones own activity.  

 

2.4 Software agents  

2.4.1 General characteristics 

The first idea of a software agent goes back to the mid-1950s when John McCarthy 

proposed a system called the “advice taker” (McCarthy, 1959). These first agents were a 

collection of multiple, goal-seeking entities that compete and cooperate inside the 

computer to produce intelligent behavior based on a high-level goal. When the system 

became stuck it could ask a human operator for advice and continue with its operations.  

 

With the emergence of personal computing and graphical user interfaces in the mid-

1980s, new ways of using the computer reversed the roles of humans and software 
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agents. The agents became an assistant to users rather than the other way around. Apple 

Computer presented one of the first scenarios of this type of human-computer interaction 

in a 1987 promotion video (Apple Computer, 1987; Scully, 1989). The featured system, 

Knowledge Navigator, had a “butler” agent that helped a domain-expert user search for 

information in a large information space. This scenario foreshadowed the Web as the 

“new world” where software agents would conduct their business. Therefore, during the 

past 20 years, the world of agents has expanded from the computer (Kay, 1984) into the 

network (Maes, 1994) and onto the World Wide Web (e.g. Liu, Zhong, Yao & Ras, 

2003).   

 

Nwana (1996) has proposed a typology of agents (Collaborative Learning Agents, Smart 

Agents, Interface Agents and Collaborative Agents) that are characterized by their 

combination of two or more of the following three principles: autonomous action, 

cooperation, and learning (Figure 1). Autonomous action refers to the principle that 

agents can operate without human interference, cooperation is the ability an agent has to 

communicate with the user or with other agents, and agent learning refers to an agent’s 

capability of changing its behavior over time as a result of past cooperation with the goal 

of improving performance. These four types are neither mutually exclusive nor do they 

represent an exhaustive list of all possible variations of agents, but rather represent the 

plurality in the agent literature. 

 

Insert Figure 1 about here 
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Based on a comprehensive literature survey, Baggetun, Dolonen & Dragsnes (2001) 

identified the following attributes of software agents: 

 

• Autonomous: ability to operate without human interference; 

• Communicative: ability to communicate with other agents and users; 

• Reactive: monitoring and reacting to the state of its environment; and 

• Adaptive: adaptable internal representation of its working environment. 

 

According to Nwana’s (1996) typology, our pedagogical agents can be described as 

autonomous agents reacting to changes in their environment, communicating in 

rudimentary ways with other agents, communicating directly with the users, and being 

adaptable by end users. This type of agent is also called an ‘interface agent.’ According 

to Lieberman and Selker (2003) for an agent to be considered an interface agent it should 

communicate directly with the user through the system’s input and output devices. 

Furthermore, it should be able to monitor actions performed by a user in a direct 

manipulation interface and provide feedback to users by invoking commands in the 

system. 

 

2.4.2 Agents in education  

The first generation of agents in educational technology was associated with intelligent 

tutoring systems (ITS) (Anderson, Boyle, Farrell & Reiser, 1987), computer-based 

coaches (Burton & Brown, 1982; Selker, 1994), and critic systems (Fisher, Lemke, 

Mastaglio & Mørch, 1991), although the term agent has not always been used with these 
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initiatives. Tutors share with agents aspects of the original definition proposed by 

McCarthy, i.e. top-down execution from on a well-defined goal to local actions and 

operations. Coaches can be positioned in-between tutors and critics along a continuum 

from formal to informal intelligent support systems. Early coaches have served as the 

model for both tutors and critics. A critic system resembles a computer-based coach, but 

it operates in the context of a domain-specific micro-world and subscribes to the 

philosophy of “learning by being critiqued” (Fischer et al., 1991). The task of the critic 

system is to present a reasoned opinion about a product or action sequence created by a 

learner in a self-directed manner (i.e. goal and action plan chosen by the learner). It uses 

a knowledge representation technique inherited from tutors (condition-action rules) but in 

a slightly relaxed form. Critics share with interface agents the characteristic of being able 

to independently execute processes and take action whenever they see an opportunity. 

Actions that are judged relevant to users are displayed in a critique window in the user 

interface. 

 

More recently a “second wave” of educational agents has been proposed; these are 

characterized by their focus on interactive learning. We refer to them as pedagogical 

agents (Chen & Wassson, 2002; Jondahl & Mørch, 2002), a term originally proposed by 

Johnson et al. (1998), but slightly revised for our purposes. They define pedagogical 

agents as autonomous and/or interface agents that support human learning by interacting 

with students in the context of an interactive learning environment; however, in their 

work the context for the pedagogical agents is the ITS framework (Johnson, et al., 1998). 
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We see an important role for pedagogical agents as conceptual awareness mechanisms in 

CSCL environments. From our perspective there is convergence between the 

computational processes a pedagogical agent would be expected to do and the task and 

concept awareness mechanisms for educational groupware proposed by Gutwin et al.  

(1995). Furthermore, when the system-building efforts are grounded in a theory that has 

been influential in social psychology (Mead, 1934; Dodds &Valsiner, 1997) it provides a 

unique approach to pedagogical agents. In the next section we address the requirements 

for task and concept awareness in more detail and incorporate them as two dimensions of 

a four-dimensional, pedagogical agent design space. 

 

3. A design space for pedagogical agents 

We have found the following four dimensions to be of particular relevance for situating 

pedagogical agents for distributed collaborative learning environments: presentation, 

intervention, task, and pedagogy. We believe they can form a design space for others to 

follow; both for situating new developments and for stimulating conceptual 

improvements.  In the next sub-sections these dimensions are described and illustrated by 

examples. 

3.1 Presentation dimension 

Presentation is an attribute of interface agents and not associated with software agents in 

general. Presentation is about how an agent should present itself to the users in the 

context of an interactive learning environment. There are many types of presentation 

techniques employed by agents to convey information to users, but perhaps the most well 
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known is the technique popularized by the Office Assistant (paper clip) agent in MS 

Office. This agent can guide a user toward creating a Word document or a PowerPoint 

presentation. Presentation techniques employed by this agent are graphics and simple 

animation. Other commonly employed presentation techniques are text, speech, and body 

language. Text includes messages presented in a permanent window on the screen or in a 

temporary pop-up window. Speech ranges from human voice recording to context-

sensitive computer generated speech. Graphics can include still images or a sequence of 

images to convey motion. Research on animated graphical agents has spawned a great 

deal of interest in the software agent community and is now commonly regarded as a 

subfield of software agent research. Animated interface agents make use of techniques 

for simulating human body language, such as facial expressions, head nods, and gestures 

(Cassell, 2000). One of the first attempts at building a pedagogical agent system made 

use of animation techniques, such as body movements and gestures, to emphasize the 

areas of the interface students should pay attention to (Johnson, Rickel & Lester, 2000).  

 

Although there is a large body of research in this area, there is no conclusive evidence 

that favors animated agents over non-animated agents when it comes to communicating 

information to human users for the purpose of increasing learning. Instead there are many 

interesting studies that give insightful information of the usefulness (or lack thereof) of 

pedagogical agents for specific learning situations. For example, Lester et al. (1997) 

found that animated agents led to the “Persona effect”, which means the presence of a 

lifelike character in the user interface will have a positive effect on the learning 

experience. The study also found that combinations of types of advice could increase 
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learning performance. Other studies have found indications of the Persona effect, but no 

indications of increased learning performance (e.g. Craig, Gholson & Driscoll, 2002). 

 

3.2 Intervention dimension 

Intervention is about timing: when should the agent present itself to a user. Intervention is 

thus closely related to presentation and together they form two key characteristics of 

interface agents. The functionality of intervention can been seen as analogous to the 

operation of a thermostat. When a certain temperature value has been reached in a heat-

controlled room, the thermostat reacts (e.g. turns the heat off). A programmed agent 

reacts similarly to events in its environment. When certain events are detected, such as a 

mouse click, a new user entering a session, modified workspace entries, or new items in a 

discussion forum, the agent responds by presenting a message or visual image in the 

interface. An example of an agent, developed according to this metaphor, was the “design 

critic” developed for the Janus design environment (Fischer, McCall & Mørch, 1989). 

These critics looked “over the shoulder” of a user and when they detected a “critical state 

change”, they would immediately present their findings in a dedicated critic window, 

computed based on the design rules for how kitchen design units should be positioned 

relative to each other. Users’ perception of these critics ranged from considering them 

very positive (in their role as reminders of design principles) to finding them annoying 

(they had a tendency to interrupt planned action). If the agents interfered too much, they 

would fail to provide sufficient help (Fischer et al., 1991). 
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Developers of agents need to decide upon the intervention strategy for their agents and 

the following issues should be taken into account:  

• Degree of immediacy (how soon); 

• Degree of repetition (how often); 

• Degree of intrusiveness (block, superimpose, etc.); and 

• Degree of eagerness (how important). 

An intervention strategy must specify how soon to send information to users and how 

often it should be repeated in case of neglect. Intervention immediately after a trigger 

value has been detected (an immediate intervention strategy) has the advantage that the 

problem context is still active in the learners’ mind. A disadvantage is that it may disrupt 

a potentially fruitful collaboration process that has just started. On the other hand, 

delayed messages may appear out of context and hence come too late for the feedback to 

have the desired effect. Messages that are repeatedly ignored may have to be placed at a 

location that will not disturb the user’s main activity, or be postponed to a later time.  

 

Agents can use various degrees of intrusiveness and eagerness to attract the users’ 

attention. For example, an agent can force a user to attend to its information. When 

agents present information judged to be important, this may be the preferred strategy, but 

in other situations it will be perceived as annoying and distracting from the main activity. 

A less intrusive strategy is to display feedback as a separate process, i.e. in a separate 

window or by an animated character that is superimposed on the current process without 

disrupting it. The latter approach is the intervention strategy of the MS Office Assistant. 

This agent (animated character) runs parallel to the active process, but it is difficult to 
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ignore. The agent’s graphic depiction reflects its degree of eagerness to provide 

assistance. An animated character that waves vigorously is easier to notice than one that 

maintains few states of displacement, but the former will most likely be turned off if it is 

not helpful. 

 

A middle-ground intervention strategy is to provide the user with a choice whether to 

read and process the assistance immediately or first complete an action sequence in 

progress. In any case the messages by the agent should be displayed in such a way that 

they do not go unnoticed, and those messages pertaining to the user’s current focus of 

attention should always be easy to find and not be hidden among a large set of 

information related to other parts of the environment.  

 

3.3 Task dimension 

A task in the context of a collaborative learning environment is often complex and 

multifaceted. It may specify individual work as well as joint work, which can be either 

well defined or ill defined. For example, tasks that involve the creation of domain-

specific models will typically require different types of agent support than tasks that are 

open-ended and controversial, such as a learning task that asks students to “discuss the 

pros and cons of genetically modified food.”  

 

It is notoriously difficult to create unambiguous tasks in complex social learning 

environments (Wasson, Guribye & Mørch, 2000). The number of factors to consider is 

often beyond the capacity of individual learners, and the computer support needs to be 
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supplemented with social protocol with the effect of local variability in task 

interpretation. However, this is not necessarily negative and many authors claim that 

agents combined with other types of scaffolds, such as sentence openers (Soller et al., 

1999) and scientific discourse categories (Ludvigsen & Mørch, 2003), need to be 

assessed based on their potential to make tasks harder or simpler rather than trying to 

model the task completion process towards optimal performance. 

 

Previous studies have shown that scaffolds can change complex tasks in various ways, 

most notably by simplifying them (Norman, 1987). For example, the MS Office Assistant 

can guide the user through the task of formatting a document (such as indenting an 

enumerated list in non-standard position) by providing the right information at the right 

time. However, recent studies have shown that making the task harder can also have 

positive effects, especially on learning. Reiser (2002) has shown in a series of studies that 

learning environments augmented with scaffolds designed to make concepts more 

problematic (requiring students to question their contributions) and restructure the task 

can improve learning by providing alternative opportunities for productive problem 

solving. Similarly, Fischer (1994) argues that critic systems that create “breakdown” in 

the users’ interaction with a learning environment can stimulate creativity in performing 

the task (by temporarily suppressing an action sequence and forcing an evaluation, or 

requiring a work-around in ways that were previously unthinkable). The rationale behind 

this is not to hinder activity but to shorten the action-evaluation loop and support 

reflection-in-action (Fischer, 1994).   
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Designers of pedagogical agents need to pay attention to the type of tasks a learning 

environment is intended to support, both individual and shared aspects and the degree of 

domain-specificity involved, and then decide whether pedagogical agents should simplify 

or constructively hinder (make more problematic) the completion of these tasks. 

 

3.4 Pedagogy dimension 

Pedagogy in this context is about the kind of material to be presented to learners by an 

agent in a distributed learning environment. Identifying and supporting this dimension of 

an agent can be challenging. We address it by giving agents the role of monitoring and 

organizing ongoing collaborative processes such as participation, group interaction, 

coordination, teacher intervention, and scientific discourse in situations where it is 

difficult for human facilitators to get an overview because the learners are geographically 

distributed and/or work at different hours. It can be approximated in two ways:  

• Making learners aware of their own and other learners’ actions and activities; and   

• Identifying the ‘common attitude’ (Mead, 1934) and shared principles of a group 

of learners. 

These two strategies are related, since the latter will often presuppose the former. By 

monitoring the shared information space of an online learning environment an agent can 

automatically compute statistics based on who is logged on, who communicates with 

whom, what objects they act upon, how much of a shared task has been completed, etc. 

This can then be presented to instructors as well as students. However, a pedagogical 

agent will often go a step further and present the information as a “generalized piece of 

advice” associated with the computed information. This information is more than the sum 
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of individual learners’ actions and activities in the learning environment and will 

therefore not be determined solely on the basis of the collected data. It needs to be 

integrated with other sources of information, such as paradigmatic examples, models and 

principles associated with teaching styles, cooperative interaction, and scientific 

discourse. We address this form of awareness from the points of view of collaboration 

principles and knowledge building.  

 

3.4.1 Collaboration principles 

In systematic (well-defined) domains there are shared principles and rules of behavior 

acknowledged by experts as useful for others to know in order to successfully navigate 

within the space of potential moves. Although these principles and rules are harder to 

identify in less stringently structured domains such as collaborative learning, researchers 

in CSCW have identified recurring relationships (role and rule combinations) that need to 

be satisfied before a shared task among a group of people can successfully be completed. 

These include common goals, shared feedback (Dourish & Bellotti, 1992), mutual 

learning (Bratteteig, 1997), and genuine interdependence (Salomon, 1992). 

 

In a study conducted by Salomon (1992), it was found that the quality of students’ 

collaboration correlated with their degree of mindfulness during the process. Mindful 

engagement in the task, he claims, plays a crucial role if one wants to achieve successful 

group interaction. To achieve this, the environment has to be organized to allow 

opportunities for ‘genuine interdependence’ to exist, which means the group members 

must make an effort to: 

• Share information; 
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• Divide labor; and 

• Think jointly in explicit terms. 

Supporting genuine interdependence is not something an agent can do on its own. It 

needs to be coordinated by instructor participation. However, an agent can make the 

students aware of the other members’ presence in the environment as well as their 

activities, and it can suggest that a group of people who work on the same task should 

divide labor if they work on the same shared object for a prolonged time without any 

improvement.  

 

3.4.2 Knowledge building 

Knowledge Building (Scardemalia & Bereiter, 1994) and its subsequent refinement, 

Progressive Inquiry (Hakkarainen, Lipponen, & Järvelä 2002) are influential pedagogical 

models in CSCL. Knowledge building requires that new knowledge is not simply 

assimilated with the help of a more knowledgeable person, but also jointly constructed 

through solving problems with peers by a process of building shared understanding. One 

reason for the popularity of these models is that they fit well with the educational 

philosophy instituted by many schools in Canada and Scandinavia (problem-based 

learning), as well as elsewhere in the world. The basic idea is that students gain a deeper 

understanding of a knowledge domain by engaging in a research-like process in the 

domain by generating their own problems or questions, proposing tentative answers 

(working theories) and searching for deepening knowledge collaboratively.   
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The regularity of knowledge building is manifest in a set of scientific discourse 

categories to be chosen each time a message is posted by a student in the online 

discussion forum of systems such as Future Learning Environment (FLE) (Muukkonen, 

Hakkarainen & Lakkala, 1999). Scaffolding knowledge building includes: 1) helping 

students to choose what category to use when proposing a ‘problem’, 2) teaching students 

what a ‘working theory’ is, 3) helping them use a working theory in relation to a problem 

or a ‘scientific explanation’, 4) finding information to back up working theories, and 5) 

collaborating with others during these processes (Ludvigsen & Mørch, 2003).   

 

Developers of pedagogical agents use the pedagogy dimension to identify the information 

to be contained in the advice presented by the agents to the users of a virtual learning 

environment. Principles, examples, models, rules, and roles of collaboration and 

knowledge building are sources of this information.   

 

In the next section we present three systems aimed at scaffolding collaboration and 

knowledge building according to the above criteria. We present one system in detail and 

summarize the other two.  

 

4. Collaboration Patterns Agent Simulation   

The first pedagogical agent we created was Collaboration Patterns Agent Simulation 

(CoPAS) (Jondahl & Mørch, 2002), a simulation study carried out with the Wizard-of-Oz 

technique (e.g. Dahlbäck, Jönsson & Ahrenberg, 1993). The goal was to simulate agent 

functionality in a groupware system without first implementing it. Human experts acted 



MØRCH, JONDAHL, DOLONEN 

as agents (wizards) and gave assistance to users regarding tool use, task understanding 

and remote collaboration. The empirical results have enabled us to build software 

functionality in the subsequent efforts. 

 

4.1. TeamWave Workplace 

The learning environment employed, TeamWave Workplace (TW) (Roseman & 

Greenberg, 1996), is a synchronous groupware system providing users with a set of 

shared tools for working and learning together. TW is based on the room metaphor and 

the tools can “furnish” virtual places, or rooms inside the environment. The rooms can be 

configured independently and according to one’s needs. The tools most frequently used 

by our students were Concept Map, Whiteboard, Chat, Post-it notes, Message Board, To-

Do list, and Calendar. Figure 2 shows a Workplace room with a configuration of some of 

those tools. In particular, the Concept map, Chat and Post-it notes were used as part of 

the design exercise we describe below.  

Insert Figure 2 about here. 

 

4.2 Method 

Six groups of freshmen students from the Information Science Department at the 

University of Bergen participated in the study. They were organized into groups of threes 

and each group was given the task of creating object-oriented analysis and design 

(OOA/D) diagrams for an Internet banking system. The session lasted for 90 minutes. 

The fixed time duration was judged appropriate because the assignment was taken from a 

previous course exam. Furthermore, the wizards could possibly reveal themselves if they 
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were active for a longer period of time, since the students would be able to guess they 

were part of an agent simulation study. 

 

We used the Wizard of Oz technique to simulate agent functionality. The participants 

were led to believe they were interacting with a software agent, when in fact they were 

interacting with a simulation staged by human experts (Dahlbäck, et al., 1993; Maulsby, 

Greenberg & Mander, 1993). The Wizard of Oz technique was chosen because it is a 

frequently used method for testing new ideas without first implementing them in 

software. When using state of the art collaboration technology, the cost of implementing 

new system functionality can be high, especially when existing systems are not built for 

radical customization. With the Wizard of Oz technique we have been able to make a 

realistic simulation of a collaborative learning environment in a shorter time than it 

would have taken us if we were to program the agents in a programming language. The 

method has allowed us to try out functionality that we later refined in software prototypes 

(Section 5).   

 

Three graduate students acted as wizards, simulating the following agent functionality: 1) 

Tool Agent, 2) Domain Agent and 3) Collaboration Agent. The tool agent had technical 

knowledge about how to use the TW tools, the domain agent provided assistance on 

object-oriented analysis and design, and the collaboration agent provided assistance on 

how to collaborate based on pedagogical models (Koschmann, 1996), awareness 

(Gutwin, et al., 1995), and collaboration patterns (Salomon, 1992; Wasson & Mørch, 

2000). The wizards were given oral instructions for how and when to act and had a list of 
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rules for what to say upon acting (tool usage, domain and collaboration principles). The 

intervention technique was to react immediately, but the wizards had to perform a set of 

manual operations that could delay the feedback up to a few minutes. The presentation 

technique employed were text messages displayed in pop-up boxes, a technology readily 

available in TW as a command in its designer substrate. An example of an agent’s 

message is shown in Figure 3. 

 

Insert Figure 3 about here. 

 

4.3 Findings 

Ericsson (1999) has identified three factors that he judged as important when measuring 

the quality of feedback provided by the wizards in a Wizard of Oz simulation study: 

• Type of feedback; 

• Number of instances of each type; and 

• Time delay in deliverance. 

The type of feedback in this case refers to the range of message alternatives that the user 

can choose from. 

 

The CoPAS trial was conducted in such a way that we could measure the first two 

factors, but not the last. It was not possible to monitor the time delay between user 

request and agent response, but we have data on the other two factors (Table 1).  

 

Insert Table 1 about here. 
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Table 1 shows the total number of messages sent by the wizards to the six groups. Of the 

original 38 message alternatives they could choose from, 25 (65.5%) were used at least 

once. In Ericsson’s (1999) study he reported that 54% (18 of 33) of the messages were 

used. The overall picture is that there is a relatively good match between the type of 

messages prepared in advance and the messages actually used.  

 

One the other hand, the wizards created a total of 19 new messages during the course of 

the trial. They were not told to do so, nor were they prevented from doing it. During the 

interviews afterward they told us they had to make up these messages when the students 

were stuck in difficult situations for which there were no predefined messages to assist 

them.   

 

4.4 Analysis  

The data below is an excerpt
1
 from a chat communication between the three members of 

one of the groups. Student 1.1 sends a question to the other two in her group regarding 

the definition of (object-oriented) classes. She attempts to answer it herself, but later 

receives an answer from Student 1.3 (Line 3-4). Then, an agent intervenes (Line 5) and 

the dialog shifts to another level of abstraction: 

 

1. Student 1.1: Where in the diagram do we write in class attributes?   

                                                
1
 This and subsequent excerpts have been translated from Norwegian by one of the authors. The numbered 

lines across the two excerpts are for the current analysis only. They do not follow each other in the data set. 
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2. Student 1.1: ..in the yellow frame
2
? 

3. Student 1.3: I have already done it in the yellow rectangles on the top 

4. Student 1.3: I was able to change the name in both of the classes 

5. Domain agent: Is it possible to make a super-class here? 

6. Student 1.3: Should we add another class? 

7. Student 1.3: Yeah.., let’s make a common super-class! 

8. Student 1.2: How? 

9. Student 1.3: We can call it Customer! 

 

In Line 5 the Domain-agent intervenes and provides a suggestion for a new class to be 

included in the diagram based on the classes they have already created. As a result they 

shift their focus from a low-level operation (class-definition mechanics) to a higher-level, 

domain-oriented concept (“Customer” as a super-class name). This shift can be seen as a 

step towards generalization, which is a desired behavior in many learning environments, 

i.e. being able to create higher-level abstractions from lower level details. Although it is 

premature for us to make conclusions based on the above example, it points out a role for 

pedagogical agents. They can operate in the “middle ground”, between concrete 

examples and the symbols of a task description when there are well-defined connections 

between the two levels. Furthermore, an agent can alternatively cause a “breakdown” or 

simplify the flow of interaction. This can effect the completion of the assigned task, as 

well as the learning outcome in some cases. In the situation above the students were able 

to move faster toward a solution of the assignment given to them. 

                                                
2
 What Student 1.1 calls “yellow frame” and Student 1.3 calls “yellow rectangle” are TW Post-it notes. 

They were used for writing object-oriented class definitions. 
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The feedback from the agents was generally well received by the students, but in one 

particular situation this was not the case. One of the messages frequently issued by the 

Collaboration agent was about ‘division of labor’ (see Figure 3). Receiving this message 

had a negative impact on the collaboration in one of the groups, as illustrated by the 

following excerpt: 

 

10. Collaboration agent: It can be useful to divide the work  

11. Student 3.1: we should divide the tasks 

12. Student 3.1: I can start with the class diagram... 

13. Student 3.3: what about me, what should I do? 

 

There were two tasks to be completed in the assignment (class diagram and use case 

diagram). Since each group had three members there was no equal way of dividing the 

tasks. The comment on line 13 was discussed with the students in the final interview. It 

turned out two of them knew each other quite well, but the third did not know the other 

two (not an uncommon situation in remote collaboration). As a consequence she felt left 

out of much of the activity. Furthermore, one of the students of that group gave the 

following answer when he was asked if knowing each other influenced the division of 

work in their group: “It certainly influenced our work because you know how to talk to 

someone you already know, and that can complicate collaboration with a third person 

who is supposed to be part of solving the same assignment.” Whether or not the agent 

contributed to the alienation of the third member in this group can only be speculated, but 



MØRCH, JONDAHL, DOLONEN 

it does indicate that agent feedback may have both positive and negative effects on group 

interaction. A human facilitator (teacher, instructor) would resolve the above situation in 

a more appropriate manner.  

 

Based on the findings from the CoPAS study (Jondahl & Mørch, 2002), we have 

identified the following issues for further work (the list is not exhaustive, but identifies 

the problems we chose to work on): 

• Real-time (synchronous) groupware should be augmented by asynchronous 

collaboration support; 

• Well-defined learning tasks should be supplemented by open-ended tasks; 

• Pedagogical agents should be customizable by end users; and 

• Instructors should be included in the loop to resolve ambiguities in tool usage, 

task understanding, and remote collaboration. 

 

We address the first three issues in the next section (subsequent work) and the fourth 

issue in the following section (related work). 

 

5. Subsequent work 

To follow up on the lessons learned from the CoPAS study, we have built an agent for an 

asynchronous collaborative learning environment, Student Assistant Agent (SA-Agent), 

and next made it customizable, so the agent rules can be modified by end users (e.g. 

instructors). 
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5.1 Student Assistant Agent 

The Student Assistant (SA) Agent (Dolonen, Chen & Mørch, 2003) is a pedagogical 

agent for the FLE learning environment (Leinonen, 2003). The collaborative knowledge-

building process with FLE is dependent on the use of message categories when posting 

notes in the knowledge-building forum. The rationale behind this was described in a 

previous section (Section 3.3.2). However, it can be difficult for a student to understand 

how to use these categories (Ludvigsen & Mørch, 2003). In order to lessen these 

problems, we designed and developed an agent system (Mørch, Dolonen & Omdahl, 

2003) that can monitor the interaction process, analyze the information collected and 

provide the students with advice on the collaboration and knowledge-building activity. 

When monitoring the process, the agent system gathers statistical information of the user 

activity and stores it in a database. This information includes the structural properties of 

the messages posted by the students. Based on this information, the agent can provide the 

following kind of advice: 1) encourage in-active students to be more active, 2) suggest 

what messages to reply to and who should be doing so, 3) suggest what category to 

choose for the next posting, 4) suggest when messages do not follow the recommended 

knowledge building steps .  

 

5.2 Rule Editor 

Previous studies indicate agents and other type of computational scaffolds can be brittle 

and not well adapted to the local needs of users and their unique contexts (e.g. Ludvigsen 

& Mørch, 2003). The effect of failing to provide assistance can be that agent messages 

are ignored or inhibit productive interaction. This dilemma is especially pertinent in 
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poorly structured knowledge domains because the chances for an agent to ‘miss the point’ 

are much greater than in more well-defined domains. For example, during the CoPAS 

session the agents (wizards) made up new rules when the students were stuck in difficult 

situations. In total 19 out 59 rules (33%) had to be created on the fly during the session. 

These findings indicate agent rules should be editable at run time. At this point the 

interaction with the agent is still fresh in the mind. Similarly, one of the limitations of the 

SA-Agent is brittleness of its rules. This is a consequence of predefined trigger values 

(hard-coded into the system) and feedback messages with fixed (non-context sensitive) 

message bodies. 

 

The Rule-Editor (Nævdal, 2003) addresses some of these shortcomings. It interacts with 

the SA-Agent’s database in order to access its rules and variables. The Rule-Editor is 

activated in the FLE’s user interface through the agent’s presentation mechanism. When 

a user chooses to edit a rule, she signals this by invoking an “Edit Rule” command (with a 

single mouse click). A wizard guides the user through the task of modifying the various 

aspects of a rule (e.g. trigger values, rule firing priorities, display message). This results 

in new display values and intervention intervals for the agent and hence provides a 

remedy for its perceived brittleness (Nævdal, 2003). The ‘language’ for tailoring is 

remarkably simple because it is well defined and task-specific from the point of view of 

end-user development. We believe it is well suited for advanced users, such as instructors 

and students who are familiar with using computers. However, this is currently a 

conjecture and will be explored in future work.  
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Table 2 summarizes our efforts in developing pedagogical agents for distributed 

collaborative learning environments. The table presents agents in the columns and agent 

dimensions in the rows.   

 

Insert Table 2 about here. 

 

6. Related Work 

GRACILE (Japanese GRAmmar Collaborative Intelligent Learning Environment) (Ayala 

& Yano, 1996) supports the teaching of Japanese language to foreign students in Japan. 

The system has an intelligent agent component that assists the students with a 

collaborative-learning task in a virtual community of practice. A mediator-agent assists 

the students with tasks that require them to make use of their collaboration potential in 

their interactions with each other. It is founded on the theory of proximal development 

originally proposed by Vygotsky (1978); our work shares their educational philosophy. 

 

Soar Training Expert for Virtual Environments (STEVE) and Agent for Distance 

Learning: Light Edition  (ADELE) are animated pedagogical agents (Johnson et al., 

2000). STEVE is integrated with a virtual reality environment for modeling US naval 

ships and how to operate them. ADELE operates in a web-based learning environment 

promoting courses in medical and dental education. It can provide feedback to students 

by offering hints or rationale for taking particular actions. Both agents use speech and 

body movement as presentation techniques and can monitor individual students’ progress 
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towards well-defined goals within the domains. As such they have more in common with 

ITS than CSCL. Our use of the term pedagogical agents has been inspired by this work. 

 

 

Encouraging Positive Social Interaction while Learning ON-Line (EPSILON) (Soller, et 

al, 1999) is a project that has investigated the integration of intelligent facilitation agents 

with a shared workspace of object-oriented analyses and design (OOA/D). These agents 

can observe a group’s conversation and dynamically analyse individual student 

contributions. The dialog among students is scaffolded by sentence-openers modelled on 

speech act theory (e.g. justify, assert, encourage). The EPSILON agents are able to 

recognize events, such as a student completing a critical portion of the task, or a student  

failing to discuss his or her actions with others. When it detects an opportunity to react, 

the agent may intervene by asking the group to explain the student’s actions. Both  

CoPAS and SA-Agent adopt strategies from EPSILON: CoPAS makes use of  a similar 

taks domain (OOA/D) and the SA-Agent makes use of computer-supported scaffolding 

resembling sentence-openeners (FLE knowledge-building categories).  

 

Fischer and Girgensohn (1990) have created an end-user modification component for the 

Janus system. MODIFIER enables an end user to modify the critiquing rules with a high-

level tailoring language. A new rule is defined with the “New Rule” command. A 

property sheet gives the user a template for selecting values that need to be in place for a 

new rule to become operational within the environment. The system gives additional 

support for the specification of rule conditions. A rule condition consists of relationships 

between design units. These can be selected from a menu of choices and, if none of the 
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existing ones apply, a new one can be created. We have created a similar tailoring 

language for the wizards in the Rule-Editor agent. 

 

The Instructional Assistant (IA) Agent (Chen & Wasson, 2002; Dolonen et al., 2003) is 

another agent integrated with FLE. The IA-agent has two roles: 1) observe the distributed 

collaborative learning process and compute statistical information for viewing, and 2) 

detect possible problems in the interaction and present them to the instructor so that the 

instructor, if desired, can give feedback to the students. It employs the same system 

architecture as the SA-Agent. The reason for including the instructor in the loop is to 

avoid the situation wherein the agent’s understanding of the collaboration process 

precedes human judgment. This may lead to misinterpretation or misunderstanding 

among the students. Instructors can review the the information before it is sent to the 

students  and thus circumvent this problem. 

 

7. Summary and Conclusions 

We have described a series of efforts to integrate pedagogical agents with collaborative 

environments (synchronous and asynchronous). We employed theory-based systems 

engineering and a trial session and evaluation to explore how pedagogical agents can be 

useful in collaborative learning environments. Our system building efforts have reused 

and extended previous efforts, both our own and others. Observations have provided us 

with feedback to direct subsequent work in this area. The agents function as an extended 

awareness mechanism, supporting conceptual awareness, which is motivated by Mead’s 

theory of the ‘Generalized Other’. 
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Our contributions are summarized as follows: 1) a design space for classifying 

pedagogical agents: presentation, intervention, task, and pedagogy, 2) a series of attempts 

that shows it is possible to take advantage of statistical information in collaborative 

learning environments without detailed student modeling, 3) an approach to represent 

‘common attitude’ and principles associated with collaborative performance, and 4) 

customizable agents to address the imprecision dilemma associated with providing agent-

based assistance in poorly structured knowledge domains. 
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CoPAS  
wizards 

Message 
alternatives 

Message 
actually used 

Number of messages  
sent to all five groups 

Tool Agent 
23 

(12 new) 
82.5% 42 

Domain Agent 
19 

(6 new) 
63% 34 

Collaboration 
Agent 

 

15 
(1 new) 

86.5% 56 

All wizards 
57  

(19 new) 
77% 132 

 

Table 1. Agent message types and number of times they fired. The new items refer to the 

number of messages created during the course of the session. 

 

 

Dimension/ 

SYSTEM 

Presentation Intervention Task Pedagogy 

COPAS Text in a pop-up 

box 

Approximately 

immediate, 

interruptive 

Object-oriented 

analysis/design 

Division of 

labour, shared 

feedback 

SA-AGENT Text in a 

permanent 

window 

Immediate, 

separate process 

Knowledge 

building, PI 

category usage 

Participation, 

knowledge 

building 

RULE-

EDITOR 

Animated icon 

with text in tem-

porary window 

Immediate, 

separate process 

Customize agent 

rules with 

wizard 

Instructor 

participation 

 

Table 2. Summary of pedagogical agent characteristics 
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Figure 1. A typology of agents, adopted from Nwana (1996) 

 

 

Figure 2. TeamWave Workplace 
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Figure 3. A pop-up box from the Collaboration agent shows a message regarding 

division of labor. The message is written in Norwegian and reads: “It can be useful to 

divide the work”. 


