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1 Introduction 

1.1 The content problem in Intelligent Educational Systems (IESs) 

More and more web-based Intelligent Educational Systems (IESs) (Brusilovsky and 
Peylo, 2003) are reaching the point when they can be used in the context of real 
education, the area that is now almost exclusively served by traditional non-intelligent 
Web-Based Educational (WBE) systems (Brusilovsky and Miller, 2001). Thanks to years 
of research, the problem of how to represent the domain model, procedural expertise, 
knowledge about the student, as well as interface development can now be solved  
in a number of domains by relatively small research teams. The choice of the web as  
an implementation platform can help a small team to solve problems of delivery, 
installation, and maintenance and make their intelligent systems available to hundreds 
and thousands of students. Yet, there is ‘the last barrier’. The traditional static,  
non-intelligent WBE systems and courses have something that almost no intelligent 
system developed by a small research team can offer – large amounts of diverse 
educational material. A high-quality traditional WBE course may have thousands of 
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presentation pages, and hundreds of other fragments of learning material – examples, 
explanations, animations, and objective questions created by a team of instructional 
developers. In comparison, the number of presentation items in even the most intelligent 
WBE systems is well under 100 and the number of other fragments of learning material, 
such as problems or questions, is no more than a few dozens. These numbers are certainly 
sufficient for a serious classroom study of the system, but are still quite far from the 
practical needs of web-based education, i.e., the ability to support reasonable portions of 
practical courses as they are taught to large numbers of students, semester by semester. 

The origin of this bottleneck lies within the established approach to the design of 
intelligent educational systems. With this approach, a system is created by a team of 
expert developers and shipped to their users (teachers and students) as a whole. Within 
this approach, little can be done to magnify or adapt the volume of available educational 
content. One reasonable solution is to develop some authoring tools to help the designers 
create educational content more quickly (Murray, 1999). Another interesting approach  
is to use the authored fragments of educational content for multiple purposes, i.e., an 
authored problem can be presented to the student as both an example to learn from and as 
a problem to be solved (Brusilovsky, 1992b; Ritter et al. 1998b). These two approaches 
can certainly help to increase the amount of available educational material, but they can 
not provide the required dramatic increase. By virtue of its purpose, a system design team 
is mainly concerned and challenged with the core functionality of an intelligent system. 
The developers have little time and motivation to create hundreds of content items.  
In addition, being far from real classrooms, there is less of a chance that they will be able 
to create really versatile and comprehensive content that will satisfy different teachers 
who are the prospective users of the system. 

We think that the solution to this problem is quite clear: moving an Intelligent 
Educational System (IES) from the research lab to regular classrooms must be supported 
by a change in the design paradigm. A significant increase in the role of teachers  
as principal users of intelligent educational systems must be supported by an increase  
in their participation in the authoring process. We argue that this new paradigm  
should transform teachers into more active players in the authoring process by clearly 
separating the authoring process into two parts: core IES authoring and educational 
content authoring. Core authoring should comprise the development of the core 
functionality of an IES: knowledge representation, algorithms, interfaces, and core 
educational content.1 This part is not different from traditional authoring and should 
remain in the hands of a professional development team (which may include champion 
teachers). At the same time, the core of an IES should be designed in a way to allow  
the majority of educational content (such as explanations, examples and problems) to be 
authored by teachers working independently of the development team (and possibly long 
after the system was originally developed). 

The idea to involve teachers as educational content authors comes naturally to many 
developers of practical IESs that have been used in dozens of classrooms. It is not 
surprising that the first implementation of this idea by Ritter et al. (1998a) was done in 
the context of the PAT Algebra Tutor, the first IES that made a leap from the lab to 
hundreds of classrooms (Koedinger et al., 1995). Later, this idea was also explored in the 
context of AnimalWatch (Arroyo et al., 2001), another practical algebra tutoring system. 
This solution appears to be a silver bullet. Not only does it solve the lack of content 
bottleneck, but it also offers multiple additional benefits. The possibility of contributing 
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their favourite content transforms teachers from passive users of the new technology into 
active coauthors. It turns an IES from being a teacher’s potential competitor into a 
powerful tool in the teacher’s hands. It gives the teachers a feeling of controlling the new 
technology and is more likely to make them active proponents of it. While the above may 
be true for almost any advanced educational technology, in the context of knowledge-rich 
IESs, it is also important that the experience of authoring content enables the teachers to 
better understand the knowledge embodied in the system and how the system operates 
(Ritter et al., 1998a). Being an author is important for many teachers. A strong feature of 
traditional non-intelligent WBE systems is that they allow teachers to author, with merely 
a moderate effort, their own educational content. An IES that allows teachers to 
contribute their content will have a much better chance to compete with the dominant 
non-intelligent systems. 

1.2 Supporting teachers as authors of ‘intelligent content’ 

The goal of this paper is to investigate further the issue of teachers developing 
educational content for IESs. Claiming that it is not a trick used by a few researchers 
(Arroyo et al., 2001; Ritter et al., 1998a), but an essential component of the new  
design paradigm, we want to explore this approach systematically, draw connections to 
similar works, and finally move beyond the existing narrow area of authoring algebra 
word problems. 

The teacher’s involvement in the process of IES authoring is both a recognised need 
and a recognised research stream in the IES community. However, the original goal was 
to involve the teachers in the core design process. This direction of work brought little 
success. After a number of attempts to turn teachers into key developers of IESs (Lewis 
et al., 1987; Murray, 1999; Murray and Woolf, 1992), no one kept the illusion that a 
regular teacher could design an IES, even with the help of advanced authoring tools. As 
pointed out by Murray in his comprehensive overview of ITS authoring tools: “The 
average teacher should not be expected to design ITSs any more than the average teacher 
should be expected to author a textbook in their field” (Murray, 1999). The current design 
paradigm limits teacher participation in IES authoring to the model of ‘best teachers 
working as members of a design team’. 

The new design paradigm offers teachers a different place in the process of IES 
authoring. It leaves the core authoring in the hands of well-prepared design teams and 
gives teachers a chance to extend the system and fine tune it to their local needs by 
contributing educational content. This division of labour is quite natural. In a similar  
way, instructors are rarely able to create a textbook for their courses, but many augment 
existing textbooks with their own examples, problems, questions, and even additional 
explanations of complicated concepts. 

There is evidence that, with proper support, teachers can contribute intelligent content 
to an IES or fine tune an existing IES to the needs of their courses. The possibility of 
employing teachers as authors of intelligent content has been explored since late 1980 in 
a narrow stream of work on the crossroads of CAI and ITS. Such systems as ECAL 
(Elsom-Cook and O’Malley, 1990) and REDEEM (Ainsworth and Grimshaw, 2004) 
attempted to provide an authoring system that would allow teachers to create ‘more 
intelligent’ courses by adding content with a relatively small amount of knowledge of the 
IES system, behind pages in a domain-independent runtime system. By reducing the  
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demand placed upon teachers, the developers of REDEEM were able to demonstrate not 
only that teachers can use the authoring tool, but also that they can actually develop 
effective courses. The ability to fine tune an IES that has been created by a professional 
team to the needs of a specific class is a kind of ‘minimalist’ teacher involvement that has 
also been explored in several other projects. In particular, several curriculum sequencing 
and adaptive hypermedia systems give the teacher the option to specify an educational 
goal for a class or an individual student as a set, sequence, or even a tree of concepts 
(Brusilovsky, 1992a; Brusilovsky et al., 1998). A number of other projects declared that 
an IES should allow teachers to contribute their favourite examples and problems.  

Thus, the idea to involve teachers as developers of educational content in IES has 
some clear roots in the field. The challenge, however, is to move this interest from the 
level of random ideas to the level of practical technology. To make this leap, the ideas 
must be supported by relevant architectures and tools. First, the new design paradigm 
requires an open architecture for IES – one that allows the inclusion of externally created 
educational content (i.e., created by authors outside of the original development team). 
Secondly, it requires special authoring tools to help the teachers create this content.  

We think that the development of IES content authoring tools for use by regular 
teachers is a challenge that should not be underestimated. While the problem of 
developing external content is less complicated than the one of developing core IES 
functionality, we must remember that teachers are much less prepared to handle the 
authoring process than professional IES developers are, and thus they require a 
significant level of support. The pioneering paper on this issue (Ritter et al., 1998a) 
provides a good analysis of the problems involved, as well as a set of design principles 
that have been developed for authoring problems, specifically for a cognitive rule-based 
tutoring system. 

The problem here is that the content to be created for an IES is really ‘intelligent 
content’. To guide students to the most relevant content items as well as to provide 
assistance during work with the items they have selected (e.g., presentations, examples 
and problems), an IES requires knowledge behind every content item and sometimes even 
for small sections of an item. Even the simplest presentation-style fragments of content 
should be connected to the proper elements of domain knowledge (concepts) so that  
an IES can understand what the fragment is about, when it is reasonable to present it,  
or when it is premature. More complicated kinds of content, such as examples and 
problems, may require the representation of additional knowledge, in order to enable  
an IES to run the example or to give extra support to a student who is trying to solve  
a problem.  

The complexity of authoring intelligent content for a specific domain is determined 
by the ability of the authoring system to understand the content in the form in which it is 
presented to the student. There are some domains where problems and examples are 
originally written in a formal structured language that can be directly understood by  
the system: derivation in calculus (Brusilovsky, 1993), expression evaluation in C 
(Brusilovsky and Su, 2002), and equation solving in algebra (Ritter and Anderson, 1995). 
In these domains, the knowledge behind a fragment of educational content can be 
deduced automatically by the system from the problem statement. As a result, in these 
fortunate domains the authoring of additional problems or examples is easy – the author 
only needs to provide the problem statement in a traditional form. In less fortunate 
domains, the IES finds it difficult or impossible to understand the content items without  
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help. In this case, the knowledge behind a content fragment cannot be automatically 
deduced and must be provided within the authoring process. The amount of knowledge to 
be provided by the author can range from merely specifying a few concepts behind a 
presentation fragment, as in adaptive hypermedia systems like KBS-Hyperbook (Henze 
and Nejdl, 2001) or SIGUE (Carmona et al., 2002) to providing complicated descriptions 
of a programming problem in terms of plans and rules, formatted in a special way, as in 
ELM-PE (Weber and Bögelsack, 1995).  

The necessity of providing the required knowledge for every fragment of content puts 
up a barrier for regular teachers who would otherwise want to author this content by 
themselves. While the core system developers are certainly skilled enough to provide the 
necessary knowledge ‘behind content’, the teachers may not be able to do this even after 
special training sessions. The challenge for the AI in the education community is to 
provide intelligent authoring support tools for teachers who are interested in contributing 
‘intelligent content’. From the viewpoint of the ITS authoring area, work on tools for 
teachers should extend beyond the traditional variety of ITS authoring tools (systems, 
libraries, toolkits) to include a new layer of teacher-oriented tools (Murray, 2003). These 
tools should help teachers enter the content by themselves and should provide all 
necessary knowledge for this content to be used by an adaptive or intelligent educational 
system. Tools that have been developed by a few pioneers in order to support teachers in 
the authoring of algebra problems (Arroyo et al., 2001; Ritter et al., 1998a) provide a 
good example of authoring support. However, more research in different domains must 
be performed in order to fully understand the problems and needs of intelligent authoring 
support. The goal of this paper is to demonstrate some of the problems and issues of 
intelligent authoring support in a more challenging domain: language learning. In the 
context of the Vocabulary Acquisition System ELDIT (Gamper and Knapp, 2003) we 
have explored several intelligent and non-intelligent mechanisms, which will support 
authors of educational content. We have implemented two authoring support components 
to match the two kinds of content that are essential for language learning: illustrative 
examples and educational texts. The following chapters present the ELDIT system, the 
needs and challenges of content authoring by teachers, and the two authoring support 
components that we have developed. 

2 The ELDIT vocabulary acquisition system 

2.1 ELDIT’s approach to vocabulary acquisition 

Vocabulary acquisition is an important part of foreign language learning. In 1950, 
lexicographers started to develop so-called ‘learners’ dictionaries’ in which vocabulary 
coverage was limited, word definitions were simpler and often supported by pictures and 
carefully selected lexicographic patterns and examples demonstrated typical use of a 
word, etc. 

ELDIT (Elektronisches Lernerwörterbuch Deutsch ITalienisch) (Abel and Weber, 
2000) is a combination of an electronic learners’ dictionary for German and Italian and an 
intelligent vocabulary acquisition system.2 The primary users are language learners who 
already have basic skills in the target language, Italian or German. This is, for example, 
the case for all people in the bilingual Province of South Tyrol in the North of Italy  
who prepare for an examination on bilingualism – an exam that is required for  
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employment in the public sector within this province. ELDIT is a semi-bilingual system  
especially designed to support learners who already know one of the two languages. 
Word meanings are defined in the target language and are translated to an equivalent 
word in the source language. 

The core part of ELDIT is an extensive learners’ dictionary. This glossary has been 
developed as learning material in order to prepare for the examination on bilingualism 
and contains approximately 3500 words for each language. For both the Italian and the 
German languages, a cross-matching of the different basic vocabularies has been built. 
Accomplishing this, approximately 95% of the words in a normal text should be covered. 

Following the tradition of learners’ dictionaries, the ELDIT dictionary stores a large 
set of information for each word entry, which is carefully collected, analysed, and 
selected by a group of linguists. This includes the most important and representative 
collocations (i.e., frequent and usual word combination) and usage patterns. All these 
pieces of information are highly interlinked. Figure 1 shows a screenshot of the 
dictionary entry for the German verb bauen (to build). In the left-hand frame the lemma 
(bauen) together with morphological information and different word meanings are 
shown. Each word meaning is described by a definition, a translation, and an example 
sentence. In the right-hand frame, additional information regarding the correct usage of 
the word is shown. A tab metaphor is used to illustrate typical usage patterns, word 
relations, etc. For example, the tab selected in Figure 1 shows verb valency (information 
about the number and position of required subjects and objects to be used with this verb). 
The items are described by a grammatical explanation, a pattern in table form, and some 
lexicographic examples. More details can be found in (Gamper and Knapp, 2003). 

Despite its huge amount of information, the basic dictionary remains principally a 
reference tool, specifically designed for language learners. The learner consults the 
dictionary if he/she encounters an unknown word or wants to know more about a word’s 
usage. ELDIT extends the learner’s dictionary by adding an adaptive and intelligent 
system for systematic vocabulary acquisition in foreign language learning. ELDIT is 
motivated by the belief that a combination of several methods is necessary for vocabulary 
acquisition (Gamper and Knapp, 2002): Words should be systematically learned on a 
word list, interactively practised, and read in authentic texts. This learning process 
consists of the following four steps: 

1 Perception 

Being able to identify a word, to distinguish different word meanings and to 
differentiate words from related words, is necessary for the learner to understand 
spoken and written language correctly. In ELDIT, the learner can explore the various 
descriptions of a word meaning by checking definitions, translations, pictures and 
example sentences, and by examining related words in the same way. 

2 Usage  

The next step is to learn how to use a word. Grammatical and collocational 
knowledge is necessary for this task. The learner should study typical patterns of 
word usage, listed as collocations and idiomatic expressions, as well as the 
conjugation and declension of a word. 
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3 Characteristics 

Finally, the learner should enlarge and complete his/her knowledge about a word. 
For that purpose, word characteristics, exceptions to a rule, false friends,3 etc. listed 
in the footnotes of a word, should be studied. 

4 Context 

After the words have been learned in all their facets, the user should explore them in 
an authentic text. The system will select a text from the text corpus included in the 
system, which contains the words studied previously and, preferably, only a few new 
words at most. 

Figure 1 Dictionary entry of the German word bauen (to build) with the combinazioni  
(verb valency) tab selected 

All necessary information to support the first three steps of this process is provided 
directly in the dictionary. The fourth step is supported by authentic texts with 
comprehension questions that ELDIT maintains, in addition to the dictionary. In the text, 
all the words are linked to the corresponding dictionary entry, so that unknown words  
can easily be inspected by the learner. The text can either be read as a whole or practised 
as a gap-filling exercise. Working with text corresponds to a problem-solving activity  
in an ITS. 

The support for this learning process is personalised to make it as efficient as possible 
and to meet individual students’ interests and needs. The adaptive vocabulary acquisition 
component in ELDIT adopts a specific form of problem-based learning. Depending upon 
user preferences, a smaller or larger group of words from a user-specific interest domain 
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will first be offered for study according to Steps 1 to 3. Then the system adaptively 
selects a text for the student to study. This text should first of all be suitable to repeat the 
new words recently learned. Moreover, each text will probably contain some new words 
for the user to check. These new words are summarised by the component and are studied 
systematically according to Steps 1 to 3. After the user has studied these new items,  
Step 4 is applied again and a new unknown and interesting text, in which these words 
occur, is proposed to be read, and so on. We call this method of learning ‘adaptive, 
contextualised vocabulary acquisition’. An early version of the system-driven adaptive 
vocabulary acquisition is reported in Gamper and Knapp (2002).  

2.2 Two levels of content in ELDIT 

The power of ELDIT is based on a very large amount of carefully authored pedagogical 
content. In the context of this paper, we distinguish between two types of content: core 
content and educational content. 

By core content we mean the part that is essential for the functionality of the system. 
It forms the skeleton of the learning system. Removal of a core content fragment  
may break some functionality of the system. Core content in ELDIT includes the  
words (vocabulary), word definitions, collocations, idiomatic expressions, derivations, 
compounds, synonyms and translation equivalents. These pieces of information define 
the rules of a language, i.e., what is the meaning of a word and how to combine words in 
order to form correct sentences. 

While the core content forms the skeleton of the language learning system, it does not 
give the student enough to really learn a language. The core content has to be enriched  
by so-called educational content, which is comprised of lexicographic examples, 
illustrations, texts, pictures and sound, and exercises. All these bits of information are 
extremely important for language learning in that they show the meaning of words and 
language in common usage. In contrast to core content, educational content can be 
removed from the system without affecting its core functionality. 

The development of the core content and a minimal set of educational content is a 
very difficult and time-consuming process, which has to be done by experts. In the 
ELDIT project we developed the core content for approximately 7000 word entries 
(3.500 German and 3.500 Italian) plus a minimum of educational content: one example 
sentence for definitions, collocations, idiomatic expression, verb valency, synonyms, etc., 
and about 400 educational texts for each language. However, the content developed by 
the experts was just barely sufficient for the system to operate. In particular, we 
immediately realised that one example sentence for each piece of core content is not 
enough. We observed this need for additional examples also during an exhibition, where 
we presented the ELDIT language learning system. Many users explicitly expressed the 
need for more illustrative examples.  

In our efforts to extend the volume of available educational content, we focused  
on the most needed illustrative examples and texts. A larger variety of examples and  
texts make any language learning system richer. For an IES such as our adaptive, 
contextualised vocabulary acquisition system, an abundance of educational content is 
essential and important, in order for the system to select the most appropriate example or 
text for a given student. At that time, we implemented mechanisms for extending the  
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volume of both kinds of educational content: examples and texts. These mechanisms 
explored two different authoring approaches: automatic extraction of new educational 
content and assisted authoring of content.  

In developing authoring components for educational texts, we explored a traditional 
authoring approach: an authoring system that assists teachers in adding new educational 
texts to the system. We felt, however, that this approach was not well suited to the 
authoring of new examples, because of the enormous number of word usage cases.  
As a result, we choose to explore the option of extracting examples from the already 
existing volume of educational content without any direct assistance from a teacher. We 
expected that the main source of example sentences would be educational texts that were 
already created by the teachers and added to the system. With this approach, even a fully 
automatic example-extraction mechanism can be fine tuned to the interests of a specific 
group of learners or a specific teacher. A system can be easily instructed to provide 
examples extracted from a specific subset of texts; for example, texts on a specific 
subject or texts authored by a specific teacher. Since at the moment of development a 
large volume of teacher-authored texts was not available, we explored the automatic 
extraction mechanism in a slightly different, but also very important context: extracting 
new examples from the body of already available educational examples. As we noted 
above, the expert linguists of the ELDIT’s development team provided one example per 
case. Each example, however, was a full sentence that typically could serve as an 
example for two or more different cases. Coupled with the body of already existing 
examples, our automatic extraction mechanism produced a system for the re-use of 
lexicographic examples. Thus, we were able to explore both approaches in the context of 
language learning in order to increase the amount of educational content, as mentioned in 
the introduction: re-use of already developed educational content and the support of 
teachers as authors of new educational content. The following sections present the 
implementation of the example re-use and text authoring components.  

3 Re-using illustrative examples in ELDIT 

3.1 The need for multiple examples 

ELDIT contains a large number of text sentences and lexicographic examples, which  
are used to illustrate language in use, i.e., how language rules can be applied to form 
correct and meaningful sentences. We call these example sentences illustrative examples. 
Authoring of these examples takes a large amount of effort. The linguists of the  
ELDIT development team were able to create just one illustrative example sentence for 
each of the following pieces of information in the dictionary: definitions, collocations,  
verb valency (see Figure 1), and idiomatic expressions. Altogether they have developed 
more than 60 000 example sentences, which are already included in ELDIT. Despite  
this impressive number, there is still only one example per case (such as shown in the 
verb valency in Figure 1). There are several reasons to wish for more examples per case. 
Even in a non-adaptive system, learners who have a specific context or sentence in mind 
might want to see an example sentence that is closer to their specific needs. In an 
adaptive system, which attempts to show the most relevant examples to the student  
(i.e., examples with the smallest number of unknown words) a variety of examples is 
absolutely necessary. 
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Following our paradigm of authoring educational content by teachers, we attempted 

to develop a mechanism for the automatic extraction of illustrative examples from 
educational texts authored by teachers. To explore the feasibility of automated example 
authoring, we started with a slightly simpler target: example re-use. While in the original 
ELDIT glossary each example sentence was connected to one case only (Figure 2, left), 
most examples were relatively long full sentences and could serve as illustrative 
examples for several different words and cases. We developed a module that allows 
multiple re-use of the existing illustrative examples in ELDIT. Now for each piece of 
information, we have not only the main example added by the linguists, but also 
additional examples that are relevant to new cases, even though they were created for 
other contexts (Figure 2, right). The example extraction module is currently being 
extensively evaluated. The evaluation (and possible fine tuning) is necessary for any fully 
automatic tool that extends the body of educational content without any human 
involvement. Once fully evaluated, this mechanism will be used for example extraction 
from teacher-authored texts. Some early evaluation of automated example re-use was 
reported in (Knapp et al., 2004). 

Figure 2 Traditional and new methods of providing information and example sentences  
in ELDIT 

3.2 The mechanism for extracting illustrative examples from existing content 

The retrieval of additional example sentences for a specific case is not trivial. One might 
think that a simple search for the case pattern in a database of examples would return all 
additional examples that can now be connected to the case. However, there are at least 
the following problems that make it impossible to accept these examples at face value: 

• The patterns under consideration might be unstructured  

For instance, they may contain meta information such as slashes to indicate 
variations. For instance, the pattern gli occhi, la bocca, il viso, ... belli/bella/bello 
indicates several patterns: gli occhi belli (beautiful eyes), la bocca bella (a beautiful 
mouth), and il viso bello (a beautiful face). All these patterns should be considered 
when searching for additional examples.  
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• The words occur in declined or conjugated form, both in the patterns and  
example sentences 

For example, the collocation to go home occurs in another form in the sentence 
Yesterday I went home very late. Therefore, this sentence should also be matched, 
but would have been missed if only the initial verb form was used. 

• It is not sufficient that all words of a pattern occur in a lexicographic example; they 
must also occur as a collocation 

For instance, the word combination to go home occurs as a collocation in the 
sentence I went home very late, but not in the sentence I went out and came home 
very late.  

• Words usually have several meanings 

For instance, the word house may be a building but also a dynasty. Hence, the 
sentence The royal house of Norway is a branch of the princely family of Glücksburg 
is not a good illustration of the definition A house is a place to live and to work. 

To tackle these problems we built an intelligent text processing mechanism that applies 
some techniques of Natural Language Processing (NLP) and Information Retrieval (IR). 
The mechanism includes four steps: 

1 Extract ‘clean’ patterns 

2 Retrieve all example sentences 

3 Recognise collocations 

4 Disambiguate meaning. 

We describe these steps in more detail and show some examples below. 

3.2.1 Extract ‘clean’ patterns 

The first step is to construct new, ‘clean’ patterns, which can be passed to our search 
engine. Three situations have to be distinguished: 

• Case A: derivations, compound words and adverbs 

• Case B: collocations and idiomatic expressions 

• Case C: definitions and verb valency. 

Case A is about words that are generated for a dictionary entry by word formation rules 
(adverbs, derivations and compound words). These words are listed within the entry, and 
the word formation rules are highlighted in order to communicate them to the learner. In 
this case, it is easy to get a ‘clean’ pattern, since the given pattern consists only of  
the generated word as it occurs in the citation form and different meanings are not 
considered. Hence, the word can be passed directly to the search engine. 

In Case B, we have multiple word expressions that are given in an unstructured form. 
The first step is to unfold all meta-symbols. For example, unfolding the pattern ein Auto 
fährt schnell/langsam (a car runs fast/slowly) yields the patterns ein Auto fährt schnell 
and ein Auto fährt langsam. Then some very general words (such as articles) are removed  
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and the remaining words are connected with an AND function and marked as obligatory. 
The result for our example is the following set of search patterns: +Auto AND +fährt 
AND +schnell as well as +Auto AND +fährt AND +langsam. 

In Case C, different word meanings have to be considered that are described by a 
definition, such as Eine Glocke ist ein Gegenstand aus Metall, der irgendwo hängt (a bell 
is a metal device that hangs somewhere) or verb valency patterns such as jemand baut 
etwas (somebody builds something). In both cases, quite general words are frequently 
used, such as Gegenstand (thing), irgendwo (somewhere), jemand (somebody), or etwas 
(something). Moreover, in both cases, a specific word meaning is given, which should be 
matched in the retrieved example. The general words are definitely not suitable for 
building a good search expression and thus make it difficult to find appropriate examples 
for that specific word meaning. 

The solution we applied was to build our search expression based upon some specific 
words within the main lexicographic example provided by the experts. Since they chose 
these specific words, we assumed that they were appropriate usage for the meaning of the 
word in consideration: We first extract the clause, which contains the word under 
consideration. From this clause we extract all verbs as well as the first occurrence of 
nouns on the left-hand and right-hand side of that word. The resulting set of words is then 
used as a search pattern, in such cases. 

Let us have a look at an example sentence provided with the definition of house as the 
group of people in a theatre: Als die Vorstellung zu Ende war und der Vorhang zu ging, 
klatschte das ganze Haus begeistert Beifall. (When the performance was finished, the 
whole house applauded enthusiastically.) 

The main clause is klatschte das ganze Haus begeistert Beifall. The verb in this 
clause is klatscht (to applaud), there is no noun on the left-hand side of Haus, but there is 
a noun on the right-hand side of Haus, namely Beifall (applause). From this phrase, we 
generate the search patterns ‘+Haus AND +klatscht’ and ‘+Haus AND +Beifall’. 

3.2.2 Retrieve examples  

The second step is to retrieve all possible examples from the ELDIT dictionary  
by passing the search pattern obtained in Step 1 to the search engine. Our search  
engine applies NLP techniques both on the search pattern and on the learning material  
in order to retrieve results that might also occur in inflected form. The result of a  
query is a list of corresponding citation forms followed by the corresponding category 
(i.e., word class): 

query  ging 

result  gehen (Cat V). 

We have first transformed the ELDIT data to its lemmatised form. Then we have 
generated two indices. One index contains the data in the original form, the other one 
contains all data in the lemmatised form (i.e. the citation form). The two indices include 
cross-references to each other. The search engine first lemmatises the obtained search 
pattern, for instance Nest AND baut becomes Nest AND bauen, then the lemmatised 
pattern is searched in the lemmatised index, where the example sentence Der Vogel 
bauen mein Nest aus Ast, Blatt und Erde is found. Last, by using the cross-reference 
system, the corresponding original example sentence is retrieved, namely Die Vögel 
bauten ihre Nester aus kleinen Ästen, Blättern und Erde, and given back to the module.  
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3.2.3 Recognise collocations  

The third step is to recognise collocations. A sophisticated concordance tool is required to 
check whether a word combination forms a collocation in a sentence or not. Currently, 
we are using a rather simple approach based on a set of rules used to identify real 
collocations. The following are two typical rules:  

1 The words of a pattern have to occur within one main sentence or within a 
subordinate clause. 

2 There should not be more than a determined number of other words between the 
words of the pattern.  

We are currently working with three words in the case of noun-verb combinations  
and zero words in the case of noun-adjective and verb-adjective combinations. The 
application of these rules eliminates invalid sentences for a given pattern. For example, 
let us consider the pattern ein großes Haus (a big house). Among others, the search 
engine retrieves Meine Eltern zogen in ein Haus mit einem großen Garten (my parents 
moved into a house with a big garden). In this sentence the garden, not the house, is big. 
Applying the zero-words rule identifies this sentence as invalid for our specific pattern. 

3.2.4 Meaning disambiguation  

The last and most difficult step is the disambiguation of word meanings. Currently this 
step uses search patterns derived from nouns and verbs in the original example sentences 
(see Case C) in Section 3.2.1, above). This is a first step in the creation of a programme 
that is able to perform meaning disambiguation. Further steps are possible: Meaning 
disambiguation programmes include context vectors, which are lists of words that are 
semantically related to the specific meaning of a word. Such context vectors can be 
generated, e.g., by listing the nouns, verbs, and adjectives of the collocations collected 
for a specific word meaning. In ELDIT the general context vector of the word house  
as a place to live and work would be {bauen, renovieren, wohnen, kaufen, mieten, 
vermieten…}, and the general context vector of the word house as a group of people  
in a theatre would be {Theater, Vorstellung, Beifall, toben, klatschen, Begeisterung, …}. 
On the other hand, the context vector of the example sentence Als die Vorstellung  
zu Ende war und der Vorhang zu ging, klatschte das ganze Haus begeistert Beifall. 
(When the performance was finished, the whole house applauded enthusiastically.) Could 
be the list of words used within this example sentence, namely {Vorstellung, Ende, 
Vorhang, zugehen, klatschen, Haus, begeistert, Beifall}. The context vectors of the 
obtained example sentences could be compared with the general context vector of the 
word meaning in consideration, and in this way a better indication would be obtained as 
to whether an example sentence really matches that meaning or not.  

3.3 The use of multiple examples 

Figure 3 displays the new version of the ELDIT interface, which has multiple examples 
per case. The interface distinguishes the primary example, provided by expert linguists, 
from additional examples automatically extracted from educational content. For the 
Italian word casa shown in Figure 3 the first collocation is andare a casa (to go home) 
with the primary example Vado a casa a preparare la cena (I will go home to prepare 
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dinner). In the additional examples, the expressions ‘I will go home to sleep…’ and ‘…let 
us go home’ can be found. For the word combination casa in affitto (rented flat) not only 
the primary example Vivo in una casa in affitto (I am living in a flat), but also the 
additional example Mio fratello ha preso una casa in affitto ed è andato a vivere per 
conto suo (My brother has rented a flat and is now living there on his own) can be found. 
In the first list of additional examples, the word testa (head) was unknown to the  
user. Since all words in the example sentences are linked to the dictionary entry, a click 
on the unknown word shows its definition and translation. Once our example-selection 
mechanism can be used to extract relevant examples from teacher-provided texts, a  
range of sentences from a teacher’s favourite texts will also be available as illustrative 
examples, naturally tuning the system to the needs of a specific class. 

Figure 3 Access to primary and additional (extracted) illustrative examples in ELDIT 

4 Authoring of educational texts in ELDIT 

4.1 The challenge of authoring educational texts 

Educational texts are an important component of the vocabulary acquisition approach, as 
implemented in ELDIT (Gamper and Knapp, 2002). As we mentioned above, the system 
alternates between word study directly related to the ELDIT glossary and work with text. 
Each text unit includes a text to study and several questions, which the learner must 
answer by producing complete sentences in the target language. The text units allow the 
learner to apply new words and to produce target language output, which is very 
important for retaining the acquired vocabulary. As we stressed above, texts in ELDIT 
play the same role as educational problems in algebra tutors. 

The first version of the text corpus in ELDIT included about 400 texts for each 
language. They were provided by the core development team. While selecting or creating 
the text is not a complicated task, integrating a new text into the ELDIT structure requires 
that each word used in the text is annotated with lemma and word class and is linked to 
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the corresponding dictionary entry. This metadata and links are important for both the 
students and ELDIT’s adaptation mechanisms. Students need links to dictionary entries to 
check the meaning of new or forgotten words. The adaptation mechanisms need to know 
about every word used in the text in order to select the most appropriate text to study  
(i.e., a text that includes a good number of target words and some optimal mixture of 
already learned and unknown words). As a result, the integration of each text into ELDIT 
is very time consuming and requires both sophisticated computational linguistics tools 
and a professional linguist. Because of these reasons, the ELDIT’s core development 
team was only able to develop a minimal number of educational texts.  

As we argued above, the opportunity for teachers to provide educational texts is 
beneficial for at least two reasons. First, students can be offered a greater variety of texts 
to study – which is necessary, both for students (who are interested in choosing texts that 
are closer to their interests) and for the adaptation mechanism. Second, by contributing 
their favourite texts, teachers can adapt the system to their needs and their established 
methods of teaching. To support our ‘teacher as authors’ paradigm, we have implemented 
an automated tool to enable teachers to contribute new educational texts.  

4.2 The mechanisms to support assisted authoring of educational texts 

In designing a tool to support content authors, our intention was to use computational 
linguistics techniques to automate both the routine parts of text authoring (such as word 
annotation) as well as the knowledge-demanding portions of it (such as word sense 
identification). We wanted to leave only the pedagogical side of text authoring in the 
author’s hand, by presenting the text and associated questions in a simple form-based 
interface that could easily be used by any language teacher. Figure 4 shows the overall 
architecture of the authoring tool. 

Figure 4 Architecture of the ELDIT text authoring tool 
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To insert a new text into the ELDIT vocabulary acquisition system, the author starts with 
a simple form-based interface (Figure 5), which requests the following information: the 
text, the name of the author, the reference, the title, and up to six associated questions. 
Once filled, the HTML form is forwarded to a dedicated servlet, which then passes it to a 
chain of text processing tools. The overall text processing is composed of a sequence of 
steps, in which the author-provided data is transformed into the final format, to be used 
by ELDIT. We can distinguish between two groups of processing operations:  

1 Segmentation and lexical analysis – texts are annotated with basic  
linguistic information. 

2 Linking to other resources – texts are integrated into ELDIT and linked to already 
available resources, most often the learner’s dictionary. 

Figure 5 Form-based interface for authoring educational texts 

At the time of this writing, the core processing operations have been fully implemented 
and tested. The authoring tool works and has already been used for authoring new  
texts. The focus of our current work is the implementation and testing of a few advanced 
steps, which will increase the educational power of the educational texts and the precision 
of the adaptation algorithm. These steps are marked grey in Figure 4, and are still  
under development. 

In the following section, we will briefly describe the various text processing steps. 
While we omit some low-level detail, which would be of interest only to linguists, we 
provide sufficient information to allow experts in other domains to appreciate the 
complexity of the process. Our goal is to demonstrate one good example of how to create 
sophisticated, intelligent authoring support, required to allow the authoring of content by 
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teachers within the richer domains. While assisted authoring in other domains will 
certainly require different steps (Arroyo et al., 2001; Ritter et al., 1998a), the overall 
complexity of the process and the need to involve several intelligent and non-intelligent 
processing techniques are probably quite typical for a range of domains. 

4.2.1 Segmentation and lexical analysis 

The first group of operations includes rather standard lexical analyses and generates some 
additional metadata, which is required specifically for ELDIT. 

The TTagger is the first module that is invoked by the TextAuthor. This is a kind of 
segmentation tool that encodes the data in XML, where the different parts of a text 
including the title, the body, question elements, etc. are explicitly encoded. Apart from 
these macro-structure divisions, which are already separated in the input form, the 
segmentation tool splits all text elements into smaller units, namely paragraphs, sentences 
and words. 

Then the Classifier is invoked, adding some metadata to the texts, including the 
language, the difficulty level and the domain. This information is obtained dynamically 
by applying a text classification algorithm. Such a classifier has been implemented and 
tested in two projects at the European Academy Bozen/Bolzano: BISTRO4 and MIRIS,5 
and is now being adapted for use in ELDIT. 

Next, the IdsGenerator generates a unique ID for each XML element. The ID consists 
of the path along which the element can be found in the XML tree and a number, which 
indicates the placement of the element in a list of equal elements. 

The Part-of-Speech (POS) Tagger adds lemma and word class information to each 
word of the text. This is done in several sub-steps. Lemma and word class are obtained 
from Word Manager, which is a lexical analysis tool that has recently been added  
to ELDIT through a collaboration with the ‘Scuola Universitaria Professionale della 
Svizzera Italiana – SUPSI’. Since the Word Manager is operating on a word level, not all 
ambiguities can be resolved. For example, for the Italian word posto, two lemmas and 
word classes are assigned, namely ‘il posto/noun’ and ‘porre/verb’. To improve this 
situation, we implemented a simple, rule-based POS Disambiguator that eliminates many 
ambiguities. An example of a disambiguation rule is that an article must be followed by a 
noun or adjective. 

The last step in this first group of text processing operations is to invoke the 
SpellChecker, which provides feedback about common spelling errors in the text. Again, 
the Word Manager will be used since it contains information about old German spelling 
rules that were valid until 1998. Also, word forms that cannot be found in the Word 
Manager database are marked as critical by this module. 

4.2.2 Linking to other resources 

The second group of text processing operations is devoted to the integration of the text 
into ELDIT, i.e., to link the words of the text to already available resources, such as 
dictionary entries. Several tools have been implemented to create these links to the 
various resources. Direct lexical references to main entries in the learner’s dictionary are 
set by the class lexicalRef. For example, the word Bank is linked to the corresponding 
dictionary entry, which contains different lexical meanings for this word.  
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Counting the main entries and words collected into word groups, the dictionary 

provides about 20.000 words per language. For words that are not (directly) included in 
the learner’s dictionary we have already planned and partially implemented other ways to 
provide descriptive information. Proper nouns, such as Judith, are linked to the dictionary 
entry ‘name’. Compound words such as Schatzinsel (treasure island), and derivations 
such as Beherrschbarkeit (controllability) can be analysed by Word Manager and links 
can be set to the composing entities (i.e., to Schatz and Insel or to beherrschen). 

A number of other resources can be imagined to provide useful word meaning 
descriptions if a certain word is not included in the ELDIT dictionary. For instance, in  
the EuroWordNet project6 German and Italian word nets have been developed. In these 
lexical reference systems, words are organised into synonym sets, each of which 
represents one underlying lexical concept. Different relations link the synonym sets. 
Including such word nets in ELDIT, we can link a word to a synonym if the word itself is 
not included in learner’s dictionary.  

Last but not least, meaning disambiguation is performed. An ELDIT dictionary entry 
contains several meanings of a word. A computational linguistics technology called 
‘context vectors’ is now being explored in the context of text authoring in order to 
disambiguate different meanings of a word and to link directly to the correct word 
meaning. This technology has already been used and tested in the context of illustrative 
example re-use (presented above in Section 3.2.4.) and has already demonstrated good 
results in this new context. Until a reliable disambiguation component is fully developed, 
ELDIT simply collects and shows all ambiguous meanings to the learner.  

Figure 6 shows an excerpt from an XML encoded text sample after it has been 
processed by the authoring tool. The excerpt shows the title of the text, namely Bio-Eis: 
die kleinere Sünde. Note that each word is annotated with various pieces of information, 
including a unique ID, lemma information, and a link to the corresponding entry in the 
ELDIT core dictionary, e.g., the value of the ‘lexRef’-attribute of the last word Sünde is 
the ID of the dictionary entry of the word Sünde. The explicit annotation of the texts with 
all these informative tags is necessary in order to provide advanced and adaptive learning 
support in an efficient way. 

Figure 6 XML encoding of a piece of text 

5 Automatic versus automated authoring support 

While we report our experience with implementing example extraction and educational 
text authoring, we would like to discuss an important additional issue: the level of the 
author’s involvement in the process of authoring intelligent content. During the first stage 
of our work on authoring support, we attempted to automate the authoring process to the 
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fullest degree. Our approach to extracting illustrative examples left the authors entirely 
out of the explicit process of adding new examples (although the authors could influence 
this process implicitly by providing text content for example extraction). Our approach to 
authoring educational texts has so far permitted authors to provide pedagogical content 
only, such as choice of text, accompanying questions and source citations. However, our 
experience now pushes us to reconsider our original intentions. Should we really strive to 
fully automate the intelligent part of authoring, leaving the author only the pedagogical 
input into this process? Traditionally, there have been two ways to support humans in 
performing complicated tasks: the AI approach (i.e., make an intelligent system that will 
do this task for the user) and an HCI approach (i.e., provide a better interface for the 
humans to accomplish the task). While both approaches are feasible, we are now 
becoming more interested in a hybrid approach – a ‘cooperative’ intelligent authoring 
system that splits the work between a human author and an intelligent authoring support 
tool, so that both human and AI agents are able to cooperate.  

This system can be called automated rather than automatic. Automated or 
‘cooperative’ authoring is now emerging as the main focus of our work on the authoring 
of intelligent content. We have recently explored some approaches to automated 
authoring in the fields of computer programming education (Sosnovsky et al., 2004) and 
the automated authoring of educational texts in ELDIT. The following is a scenario for 
the type of automated authoring that we are currently exploring. 

In the case of text authoring, the challenge for the intelligent support component is 
POS and meaning disambiguation. Even with an elaborate ‘context vectors’ technology, 
we expect the system to be able to disambiguate correctly only up to a certain degree. 
The rest of the links will lead to ambiguous word meaning descriptions. Humans, 
however, can easily tell which one of several possible meanings of the word should be 
used in a text. With a proper interface, teachers will be able to assist the system in the 
remaining ambiguous circumstances. 

The manual disambiguation interface that we are developing consists of two frames. 
The text to be revised is shown in the left frame. Links in the text are shown in different 
colours. Words with unambiguous links will be presented in black. Words with 
ambiguous links will be shown with coloured links. When the author clicks onto a word 
on the left-hand side, information, which is linked to the clicked word appears on the 
right-hand side. 

Ambiguous information (e.g., two different lemmas for an inflected word form) or 
ambiguous links (e.g., different meanings of one word) are listed. The author can  
choose the correct option and record the choice. Moreover, we will give the author an 
opportunity to correct automatically determined information. For instance, the results of 
the text classification step can be inspected and are malleable. Finally, misspelled words 
may be corrected in a simple edit field. 

The manual disambiguation interface we are developing provides a good example of 
cooperative intelligent authoring that we believe will be usable in multiple domains, 
although in different forms. While we expect that this step will be easy for teachers to 
perform, we plan to keep it as an optional one. Our goal is to support teachers who are 
ready to invest more time in order to improve the quality of the material. For more 
complacent teachers, as well as for those who may be confused with disambiguation or 
have other reasons to not participate, the system will continue to perform automatic 
disambiguation the best that it can. 
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6 Summary and future challenges 

In this paper, we advocated a new paradigm for authoring practical, intelligent 
educational systems. It suggests that the core authoring of an IES should stay in the hands 
of well-prepared design teams, while the majority of ‘intelligent educational content’ 
should be developed by teachers who use the system in their classes. The new design 
paradigm offers teachers an expanded place in the process of IES authoring by providing 
a chance to extend the system and to fine tune it to their local needs. We argue that the 
current bottleneck is the lack of intelligent authoring support tools that would allow 
regular teachers (who are not IES experts) to contribute content along with all the 
necessary knowledge that an IES needs to use this content. Extending the pioneer stream 
of work on authoring support in the field of algebra, we have explored the challenges and 
the opportunities of intelligent authoring support in the field of language learning.  

The main body of the paper presented two implemented examples of intelligent 
authoring support in the Vocabulary Acquisition System, ELDIT (Gamper and Knapp, 
2003). The examples demonstrate that a combination of several intelligent and  
non-intelligent techniques is required to provide a sufficient level of support. While it is 
clear that different domains will require different authoring support techniques, we think 
our description of the overall complexity of the process and the need to involve a range of 
techniques will be quite typical for a range of domain areas. We hope that our paper will 
be helpful for development teams in several domains by offering a good example of the 
elaborate intelligent authoring support that is required to open up the authoring of 
‘intelligent content’ to teachers in relatively rich domains. 

The work that we have already completed implements a fully automatic approach to 
authoring support. After providing the pedagogical content itself, authors do not 
participate in further knowledge extraction. At this time, we think that one of the  
future challenges of developing an intelligent authoring tool should be to split the work 
between a human author and the tool so that both ‘agents’ are able to do their share of  
the workload. It is desirable for an authoring system to perform most of the routine 
operations, leaving the creative part for a teacher. However, our experience shows that in 
some cases, a teacher may be required to do some routine part of the necessary work, 
simply because the underlying AI technology is not able to do it. However, the AI 
technology can dramatically narrow down the amount of necessary manual work. In the 
ELDIT text authoring tool the problems of automatic meaning disambiguation caused us 
to start work on manual teacher-assisted disambiguation. Similarly, in the Algebra Tutor 
authoring tool (Ritter et al., 1998a) a teacher is expected to provide a set of variable 
labels because with the current level of natural language processing technology, it is too 
expensive to produce an authoring tool that can generate a reasonable set of labels 
directly from a natural language problem statement. We think that a ‘cooperative’ 
approach to content authoring may offer the ‘best of both worlds’, aiding performance in 
many domain areas. 

One anticipated challenge of this new paradigm is quality control. If the author of 
intelligent content is the only teacher who uses it in his/her class, the problem of quality 
is quite small. However, if all contributed content is stored in a central repository and 
used by multiple teachers, it becomes necessary to establish some kind of quality control 
mechanism. Since adaptive and intelligent systems are often able to pick out the most 
appropriate content from the repository ‘on the fly’ without consulting a teacher, it is 
necessary to prevent some pedagogically poor content from entering a shared repository. 
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Some interesting suggestions concerning quality control in an intelligent authoring tool 
are offered in (Arroyo et al., 2001). However, the problem of quality control is not 
limited to intelligent authoring, for it occurs in any shared repository where authors  
can contribute their content, such as in pools of educational objects (Verhoeven et al., 
2001) and in educational digital libraries (Zia, 2004). Modern research on Educational 
Digital Libraries (EDL) pays a lot of attention to quality control (Sumner et al., 2003)  
and has explored a range of useful methods that could also be applied to intelligent 
authoring systems. 

Another challenge to intelligent authoring that has already been explored in the field 
of EDL, is the need to broaden the range of content metadata. Unlike EDL, which focuses 
on ‘simple’ metadata, such as author, institution and language (Duval and Hodgins, 
2003), intelligent authoring tools are focused mainly on knowledge-level metadata. 
However, the availability of ‘simple’ metadata could be very useful in practical IESs. For 
example, if the proper metadata is provided, a teacher who uses an IES with a shared 
content repository can restrict the selection of content by the adaptive engine to a specific 
set of authors, institutions or languages.  

The final challenge of intelligent authoring research is the evaluation process. 
Currently, an empirical evaluation is considered to be an important part of a research 
contribution in the field of IES. The problem is that evaluating an authoring system 
developed for teachers is a real challenge. It is usually possible to solicit a sufficient 
number of students to work with an IES for the 1–2 hours that is often sufficient to 
evaluate a system. However, when the target user of an intelligent authoring system is a 
teacher, any serious evaluation will need to find teachers to use the system for some 
considerable amount of time. The need to involve a good number of teachers for a 
reasonable amount of time provides a serious obstacle for any empirical study. Only 
when the authoring system is released for practical use may one expect to collect 
sufficient data! Unfortunately, our team is far from this stage. Even a team that manages 
to collect some data from teachers using the system faces a complete lack of rubrics or 
evaluation guidelines. What should be considered a success for an intelligent authoring 
system? The ability for teachers to use the system? The quality of developed content? 
The success of students who work with this content? We think that the problem  
of evaluating intelligent authoring systems should be in the focus of our research 
community and we hope that this will lead to the establishment of commonly acceptable 
evaluation guidelines similar to the guidelines that are used for the evaluation of adaptive 
systems (Chin, 2001).  
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Notes 
1 By core content we mean content that is essential for the functionality of the system. Core 

content is quite common in adaptive hypermedia systems. For example, presenting a concept 
in a canonical way is part of the core content. Removal of a core content fragment may break 
some functionality of the system. In contrast, multiple problems related to a concept are  
non-core content. The availability of many problems makes a system richer; however, any 
problem can be removed from the system without affecting its core functionality. 

    
 
 

   

   
 

   

   

 

   

       
 



   

 

   

   
 

   

   

 

   

    Supporting teachers as content authors in intelligent educational systems 215    
 

 
2 http://www.eurac.edu/eldit 

3 False friends are pairs of words in two languages that look or sound similar but differ in 
meaning. For instance, the word ‘stipendium’ means ‘grant’ in German, while ‘stipendio’ 
means ‘salary’ in Italian. 

4 http://www.eurac.edu/bistro 

5 http://www.eurac.edu/miris 

6 http://www.illc.uva.nl/EuroWordNet/ 

 

    
 
 

   

   
 

   

   

 

   

       
 


