
Djordjevic et al. VOL. 1, NO. 6 /NOVEMBER 2009/J. OPT. COMMUN. NETW. 555
Suppression of Fiber Nonlinearities
and PMD in Coded-Modulation

Schemes With Coherent Detection
by Using Turbo Equalization

Ivan B. Djordjevic, Lyubomir L. Minkov, Lei Xu, and Ting Wang
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Abstract—We propose a maximum a posteriori
probability (MAP) turbo equalizer based on the
sliding-window multilevel Bahl–Cocke–Jelinek–Raviv
algorithm. This scheme is suitable for simultaneous
nonlinear and linear impairment mitigation in multi-
level coded-modulation schemes with coherent detec-
tion. The proposed scheme employs large-girth quasi-
cyclic LDPC codes as channel codes. We demonstrate
the efficiency of this method in dealing with fiber
nonlinearities by performing Monte Carlo simula-
tions. In addition, we provide the experimental re-
sults that demonstrate the efficiency of this method
in dealing with polarization mode dispersion. We also
study the ultimate channel capacity limits, assuming
an independent identically distributed source.

Index Terms—Coherent detection; Fiber-optics
communications; Fiber nonlinearities; LDPC codes;
Multilevel coded modulation; Multilevel MAP
detection; Turbo equalization.

I. INTRODUCTION

I n order to adapt to the ever-increasing demands of
telecommunication needs, network operators al-

ready consider 100 Gb/s per dense wavelength divi-
sion multiplexing (DWDM) channel transmission. At
those data rates, the performance of fiber-optic com-
munication systems is degraded significantly due to
intrachannel and interchannel fiber nonlinearities,
polarization-mode dispersion (PMD), and chromatic
dispersion [1–8]. To deal with those channel impair-
ments, novel advanced techniques in modulation and
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etection and coding and signal processing should be
eveloped. To deal with chromatic dispersion and
MD, a number of channel equalization techniques
ave been proposed recently including the digital fil-
ering approach [1], maximum likelihood sequence de-
ection (MLSD) [2], turbo equalization (see [3] and ref-
rences therein), and the backpropagation method
4,5]. To simultaneously suppress chromatic disper-
ion and the PMD, orthogonal frequency division mul-
iplexing (OFDM) has been proposed [6,7]. On the
ther hand, to deal with intrachannel nonlinearities
ne may use constrained coding [8], turbo equaliza-
ion [3,8], and backpropagation [4,5]. Moreover, it has
een shown in [3] that fiber nonlinearities, chromatic
ispersion, and PMD can be compensated for simulta-
eously by using low-density parity-check (LDPC)
oded turbo equalization. This scheme so far has been
tudied only for binary transmission with direct detec-
ion (see [3] and references therein).

In this paper, we propose the sliding-window multi-
evel �M�2� maximum a posteriori probability (MAP)
urbo equalization scheme based on the multilevel
ahl–Cocke–Jelinek–Raviv (BCJR) algorithm-based
qualizer (called here the multilevel BCJR equalizer).
hen used in combination with large-girth LDPC

odes [3,9] as channel codes, this scheme represents a
niversal equalizer scheme for simultaneous suppres-
ion of fiber nonlinearities, for chromatic dispersion
ompensation, and for PMD compensation. The BCJR
lgorithm [10,11] is the MAP algorithm that can be
sed not only to decode different convolutional and
lock codes, but also as a MAP detector. On the other
and, the use of large-girth LDPC codes is essential
ecause the large girth increases the minimum dis-
ance and decorrelates the extrinsic info in the LDPC
ecoding process. To further improve the overall bit-
rror ratio (BER) performance, we perform the itera-
ion of extrinsic log-likelihood ratios (LLRs) between
he LDPC decoder and the multilevel BCJR equalizer.
e use the extrinsic information transfer (EXIT)

hart approach attributed to ten Brink [12,13] to
2009 Optical Society of America
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match the LDPC decoders, for large-girth quasi-cyclic
LDPC codes, and the multilevel BCJR equalizer. We
further show how to combine this scheme with multi-
level coded-modulation schemes with coherent detec-
tion.

Given the fact that an LDPC-coded turbo equalizer,
based on the multilevel BCJR algorithm, is an excel-
lent nonlinear intersymbol interference (ISI) equal-
izer candidate, the question about fundamental limits
on the channel capacity of coded-modulation schemes
naturally arises [3,4,14–19]. For completeness of pre-
sentation we also provide the independent identically
distributed (IID) channel capacity study.

The contributions of the paper can be summarized
as follows: (i) the first demonstration to our knowledge
of the efficiency of turbo equalization for nonbinary
modulation schemes with coherent detection in the
context of fiber-optic communication, (ii) demonstra-
tion of the possibility of fiber nonlinearity mitigation
by simulation, (iii) demonstration of PMD compensa-
tion by experiments, (iv) the IID information capacity
evaluation, and (v) demonstration of the possibility for
100 Gb/s upgrade using the existing 10 Gb/s infra-
structure.

The paper is organized as follows. The LDPC-coded
turbo equalization scheme, based on the multilevel
BCJR algorithm, is described in Section II. The design
of large-girth LDPC codes used in the turbo equalizer
is given in Section III. In Section IV we study the ef-
ficiency of the LDPC-coded turbo equalizer in suppres-
sion of fiber nonlinearities. In Section V we provide a
channel capacity study. In Section VI we study the ef-
ficiency of this method for PMD compensation and
provide experimental validation. Finally, in Section
VII, some important concluding remarks are given.

II. MULTILEVEL BCJR EQUALIZER AND LDPC-CODED
TURBO EQUALIZER DESCRIPTION

As mentioned in Section I, we propose a multilevel
BCJR equalizer suitable for simultaneous suppression
of both nonlinear and linear impairments in multi-
level coded-modulation schemes with coherent detec-
tion.

The sliding-window multilevel BCJR equalizer
operates on a discrete dynamical trellis description
of the optical channel. This dynamical trellis is
uniquely defined by the following triplet: the previous
state, the next state, and the channel output.
The state in the trellis is defined as
sj = �xj−m ,xj−m+1 , . . . ,xj ,xj+1 , . . . ,xj+m� = x � j−m , j+m�,
where xk denotes the index of the symbol from the set
of possible indices X= �0,1, . . . ,M−1�, with M being
the number of points in the corresponding M-ary sig-
nal constellation such as M-ary phase-shift keying
PSK), M-ary quadrature-amplitude modulation
QAM), or M-ary polarization-shift keying (Po1SK).
very symbol carries l=log2 M bits, using the appro-
riate mapping rule (natural, Gray, anti-Gray, etc.)
or example, for QPSK and Gray mapping, the se-
uences of bits 00, 01, 11, and 10 are mapped to the
ignal constellation points QPSK�0�= �1,0�, QPSK�1�
�0,1�, QPSK�2�= �−1,0�, and QPSK�3�= �0,−1�, re-
pectively. The memory of the state is equal to 2m+1,
ith 2m being the number of symbols that influence

he observed symbol from both sides. An example trel-
is of memory 2m+1=3 for 4-ary modulation formats
such as QPSK) is shown in Fig. 1. The trellis has

2m+1=64 states �s0 ,s1 , . . . ,s63�, each of which corre-
ponds to a different 3-symbol pattern (configuration).
he state index is determined by considering �2m+1�
ymbols as digits in the numerical system with the
ase M. For example, in Fig. 1, the quaternary nu-
erical system (with the base 4) is used. [In this sys-

em, 18 is represented by �102�4.] The left column in
he dynamic trellis represents the current states and
he right column denotes the terminal states. The
ranches are labeled by two symbols, the input sym-
ol (denoted as the blue symbol) and the output sym-
ol, which is the central symbol of the terminal state
the red symbol). The multilevel BCJR equalizer oper-
tes on a trellis with a depth of 128 symbols. The win-
ow of 128 symbols includes m symbols from the pre-
ious window and m symbols from the incoming
indow. For the complete description of the dynamical

rellis, the transition probability density functions
PDFs) p�yj �xj�=p�yj �s�, s�S are needed, where S is
he set of states in the trellis and yj is the complex
umber (corresponding to the transmitted symbol in-
ex xj) with its real part being the in-phase channel
ample and its imaginary part being the quadrature
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ig. 1. (Color online) A portion of the trellis for the four-level BCJR
qualizer with memory 2m+1=3.
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channel sample. The conditional PDFs can be deter-
mined from collected histograms or by using the
instanton–Edgeworth expansion method [20]. The
number of edges originating in any of the left-column
states is M, and the number of merging edges in the
arbitrary terminal state is also M. Notice that
samples yj �j=1, . . . ,n� are correlated, and to de-
correlate them we perform symbol-level interleaving
as shown in Fig. 2.

The transmitter configuration, for multilevel coding
(MLC) with parallel independent decoding (PID) [21],
is shown in Fig. 2(a). The PID is chosen because it per-
forms comparable with multistage decoding as shown
in [21], while having lower complexity and latency.
The bit streams originating from l different informa-
tion sources are encoded using different �n ,ki� LDPC
codes of code rate Ri=ki /n. ki denotes the number of
information bits of the ith �i=1,2, . . . , l� component
LDPC code, and n denotes the codeword length, which
is the same for all LDPC codes. The outputs of l LDPC
encoders are written row-wise into a block-interleaver
block. The mapper accepts l bits at time instance j
from the �l�n� interleaver column-wise and deter-
mines the corresponding M-ary �M=2l� signal constel-
lation point sj= ��1,j ,�2,j�= �sj�exp�jfj�. The coordinates
correspond to in-phase and quadrature components of
M-ary QAM constellation, after appropriate mapping.
The bit-interleaved coded modulation (BICM) scheme
[22], as pointed out in [21], can be considered as a spe-
cial MLC scheme in which all of the component codes
are of the same rate. Notice that in conventional
BICM only one decoder is used, with the operating
speed of encoders/decoders being Rs log2 M, where Rs
is the symbol rate and M is the constellation size. In
our coded-modulation scheme, however, the operating
speed of encoders/decoders is Rs, and as such is more
suitable for high-speed implementation. The receiver
configuration is shown in Fig. 2(b). The received elec-
trical field at the ith transmission interval is denoted
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Fig. 2. (Color online) Proposed coded-modulation and turbo equali
ration. PM, phase modulator; DFB, distributed-feedback laser.
y Si= �Si�exp�j�Si�, �Si=�i+�S,PN, where �i denotes
he data phasor and �S,PN denotes the laser phase
oise process of the transmitting laser. The local laser
lectrical field is denoted by L= �L�exp�j�L�, where �L
enotes the laser phase noise process of the local laser.
he outputs of upper- and lower-balanced branches,
roportional to Re�SiL*� and Im�SiL*�, respectively,
re used as inputs of the multilevel BCJR equalizer.

Before we explain how the symbol LLRs are calcu-
ated in the multilevel BCJR equalizer block, let us in-
roduce the following notation, which is adopted from
n excellent tutorial paper by Ryan [11] (see also [13]).
otice that in [11] the BCJR decoder for binary turbo

odes is described. Since in most textbooks (e.g., [13])
he multilevel turbo equalization is not considered at
ll, for the completeness of presentation we provide its
escription here.

The forward metric is defined as �j�s�=log�p�sj
s ,y�1, j��� �j=1,2, . . . ,n�, the backward metric is de-
ned as �j�s�=log�p�y�j+1,n� �sj=s��, and the branch
etric is defined as �j�s� ,s�=log�p�sj=s ,yj ,sj−1=s���.
he corresponding metrics can be calculated itera-

ively as follows:

�j�s� = max*

s�

��j−1�s�� + �j�s�,s��,

�j−1�s�� = max*
s

��j�s� + �j�s�,s��,

�j�s�,s� = log�p�yj�x�j − m,j + m��P�xj��. �1�

he max* operator is defined by max*�x ,y�=log�ex

ey�, and it is efficiently calculated by max*�x ,y�
max�x ,y�+cf�x ,y�, where cf�x ,y� is the correction fac-

or, defined as cf�x ,y�=log�1+exp�−�x−y���, which is
ommonly approximated or implemented using a
ookup table. p�yj �x�j−m , j+m�� is obtained, as al-
eady explained above, by either collecting the histo-
rams or by the instanton–Edgeworth expansion

r

evel
ing

to SMF
DFB

PM

PM �/2

iI

iQ

r

evel
ing

to SMF
DFB

PM

PM �/2

iI

iQ

BitLLR
s

C
alculation

LDPC Decoder 1 1

lLDPC Decoder l

.

.

.

Symbol-level
de-interleaving

+
Multilevel
BCJR
Equalizer

Extrinsic Symbol LLRs
Calculation

…

.

.

.

BitLLR
s

C
alculation

LDPC Decoder 1 1

lLDPC Decoder l

.

.

.

Symbol-level
de-interleaving

+
Multilevel
BCJR
Equalizer

Extrinsic Symbol LLRs
Calculation

…

.

.

.

on schemes: (a) transmitter configuration and (b) receiver configu-
appe
+
bol-l
rleav

appe
+
bol-l
rleav

�*i L

�*iS L

�*i L

�*iS L

zati



d
L

w
o
t
a

f
m
t
o
i
t
e
e
d

w
w
a
E
[
w
l

F
e
s

558 J. OPT. COMMUN. NETW./VOL. 1, NO. 6 /NOVEMBER 2009 Djordjevic et al.
method, and P�xj� represents the a priori probability
of transmitted symbol xj. In the first outer iteration,
P�xj� is set to either 1/M (because equally probable
transmission is observed) for an existing transition
from the trellis given in Fig. 1 or to zero for a nonex-
isting transition.

The outer iteration is defined as the calculation of
symbol LLRs in the multilevel BCJR equalizer block,
the calculation of corresponding bit LLRs needed for
LDPC decoding, the LDPC decoding, and the calcula-
tion of extrinsic symbol LLRs needed for the next it-
eration. The iterations within the LDPC decoder,
which are based on the min-sum-with-correction-term
algorithm [23], are called inner iterations. The initial
forward and backward metrics values are set to

�0�s� = � 0, s = s0

− �, s � s0
	 and �n�s� = � 0, s = s0

− �, s � s0
	 ,

�2�

where s0 is an initial state.

Let s�=x�j−m−1, j+m−1� represent the previous
state, s=x�j−m , j+m� represent the present state, x
= �x1 ,x2 , . . . ,xn� represent the transmitted word of
symbols, and y= �y1 ,y2 , . . . ,yn� represent the received
sequence of samples. The LLR, denoting the reliabil-
ity, of symbol xj=	 �j=1,2, . . . ,n� can be calculated by


�xj = 	� = max*

�s�,s�:xj=	

��j−1�s�� + �j�s�,s� + �j�s��

− max*

�s�,s�:xj=	0

��j−1�s�� + �j�s�,s� + �j�s��, �3�

where 	 represents the observed symbol �	
� �0,1, . . . ,M−1�− �	0�� and 	0 is the reference symbol.
The forward and backward metric is calculated using
Eq. (1). The forward and backward recursion steps of
the four-level BCJR MAP detector are illustrated in
Figs. 3(a) and 3(b), respectively. In Fig. 3(a) s denotes
an arbitrary terminal state, which has M=4 edges
originating from corresponding initial states, denoted
as s�1, s�2, s�3, and s�4. Notice that the first term in
the branch metric [see Eq. (1)] is calculated only once,
before the detection/decoding takes place, and stored.
The second term, log�P�xj��, is recalculated in every
outer iteration. The forward metric of state s in the
jth step �j=1,2, . . . ,n� is updated by preserving the
maximum term (in max* sense) �j−1�s�k�+�j�s ,s�k� �k
=1,2,3,4�. The procedure is repeated for every state
in the column of terminal states of the jth step. A simi-
lar procedure is used to calculate the backward metric
of state s�, �j−1�s��, [in the �j−1�th step], as shown in
Fig. 3(b), but now proceeding backward �j=n ,n
−1, . . . ,1�.

Let the ck denote the kth bit carried by the symbol
denoted by index x . The bit LLRs c �k=1,2, . . . , l� are
j k
etermined from the symbol LLRs of Eq. (3), in the bit
LR calculation block, as follows:

L�ĉk� = log

xj:ck=0

exp�
�xj��


xj:ck=1
exp�
�xj��

, �4�

here the summation in the numerator is performed
ver all symbol indices xj having 0 at position k, while
he summation in the denominator is performed over
ll symbol indices xj having 1 at the same position.

The bit LLR calculation block forwards the bit LLRs
rom Eq. (4) to the soft-decoding LDPC decoder imple-
ented based on the sum-product-with-correction-

erm algorithm, as mentioned above. To improve the
verall performance of the LDPC-coded turbo equal-
zer we perform the iteration of extrinsic LLRs be-
ween the LDPC decoder and the multilevel BCJR
qualizer. The extrinsic bit LLRs at the input of the
xtrinsic symbol calculation block, in tth iteration, are
etermined by

LLDPC,e�ck
�t�� = LLDPC�ck

�t�� − LLDPC�ck
�t−1��, �5�

here LLDPC�ck� is the corresponding LLR of bit ck,
hile indices t and t−1 are used to denote the current
nd previous iterations. The extrinsic bit LLRs from
q. (5) are used to calculate the extrinsic symbol LLRs

in the extrinsic symbol calculation block of Fig. 2(b)],
hich are used as a priori symbol LLRs, in the third

ine of Eq. (1) by

,
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ig. 3. Forward/backward recursion steps for M=4-level BCJR
qualizer: (a) the forward recursion step, (b) the backward recursion
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LBCJR,a�xj� = log�P�xj�� = 

k=0

l−1

�1 − ck�LD,e�ck�. �6�

The use of large-girth LDPC codes is essential be-
cause the large girth in addition to increasing the
minimum distance also decorrelates the extrinsic bit
LLRs. To facilitate the implementation at high speed,
we prefer the use of quasi-cyclic codes [3,9] rather
than random LDPC codes; the corresponding design is
briefly given in Section III (please refer to [9] for more
details on large-girth LDPC codes). To optimally
match the multilevel BCJR equalizer and LDPC de-
coder, quasi-cyclic LDPC codes are selected using the
concept of EXIT charts as explained in [12].

Notice that the complexity of the dynamic trellis
grows exponentially because the number of states is
determined by M2m+1, so that the increase in signal
constellation leads to an increase of the base, while
the increase in the state memory assumption �2m
+1� leads to an increase of exponent. We will show in
the case of QPSK transmission that even a small state
memory assumption �2m+1=3� leads to significant
performance improvement with respect to the case
m=0. For larger constellations and/or larger memo-
ries the reduced-state BCJR algorithm [24] is to be
used instead. Moreover, we have shown in [25] that
approximating max*�x ,y� by max�x ,y� in the regime
when intrachannel nonlinearities dominate leads to
insignificant performance degradation, while the for-
ward and the backward steps in the BCJR equalizer
become the forward and the backward Viterbi equal-
izers, respectively, which are already implemented at
10 Gb/s. Another interesting approach to reduce the
channel memory, introduced recently [4,5], is the
backpropagation method. Namely, in point-to-point
links, the receiver knows the dispersion map configu-
ration and can propagate the received signal through
the dispersion map with fiber parameters [group ve-
locity dispersion (GVD), second-order GVD, and non-
linearity coefficient] of opposite signs to that used in
the original map. However, the nonlinear interaction
of the amplified spontaneous emission (ASE) noise
and Kerr nonlinearities cannot be compensated for.
Moreover, the complexity of this approach is about 2
orders of magnitude higher than that of the linear
equalizer, as shown in [5]. The best strategy would be
to use the coarse backpropagation (with a reasonably
small number of coefficients) to reduce the channel
memory and compensate for the remaining channel
distortions by the turbo equalization scheme intro-
duced in this section. Another advantage of turbo
equalization is that it can operate even when the con-
ditional estimates obtained from the instanton–
Edgeworth expansion method [20] are not perfect be-
cause we iterate extrinsic information between soft
decoders and the BCJR equalizer until the valid code-
ords are obtained (or a predetermined number of it-
rations has been reached), which improves the sys-
em performance.

III. LARGE-GIRTH QUASI-CYCLIC LDPC CODES

The parity-check matrix H of quasi-cyclic LDPC
odes considered in this paper can be represented by

H = �
I I I . . . I

I PS�1� PS�2� . . . PS�c−1�

I P2S�1� P2S�2� . . . P2S�c−1�

. . . . . . . . . . . . . . .

I P�r−1�S�1� P�r−1�S�2� . . . P�r−1�S�c−1�
� , �7�

here I is a p�p (p is a prime number) identity ma-
rix, P is a p�p permutation matrix (pi,i+1=pp,1=1, i
1,2, . . . ,p−1; other elements of P are zeros), and r
nd c represent the number of rows and columns in
q. (7), respectively. The set of integers S are to be

arefully chosen from the set �0,1, . . . ,p−1� so that
he cycles of short length, in the corresponding Tanner
bipartite) graph representation of Eq. (7), are
voided. (The Tanner graph of a code is created ac-
ording to the following rule: check (function) node c is
onnected to variable (bit) node v whenever element
cv in the corresponding parity-check matrix H is a 1.)
e have shown in [3] that large-girth (the shortest

ycle in the bipartite graph), g�10, LDPC codes pro-
ide excellent improvement in coding gain over the
orresponding turbo-product codes (TPCs). At the
ame time, the complexity of the LDPC decoders de-
cribed in [23] is lower than that of TPCs, selecting
DPC codes as excellent candidates for application to
ystems for 40 and 100 Gb/s transmission. For ex-
mple, by selecting p=1123 and S= �0,2,5,13,20,
7,58,91,135,160,220,292,354,712,830�, an LDPC
ode of rate 0.8, girth g=10, column weight 3, and
ength N=16,845 is obtained, which is used later in
ection IV.

IV. MITIGATION OF INTRACHANNEL NONLINEARITIES VIA
LDPC-CODED TURBO EQUALIZATION BASED ON

THE MULTILEVEL BCJR ALGORITHM

We are turning our attention to the evaluation of
he proposed scheme in suppression of intrachannel
onlinearities, which are the most challenging impair-
ents to mitigate. For this purpose we developed a re-

listic fiber-optic communication system model based
n the nonlinear Schrödinger equation that was
olved using the split-step Fourier method. This
odel takes into account Kerr nonlinearities, nonlin-

ar phase noise, stimulated Raman scattering, disper-
ion effects, ASE noise, linear filtering effects, in-
ersymbol interference, and linear cross-talk effects.
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The submarinelike dispersion map under study is
shown in Fig. 4, which is chosen in such a way that
the presence of intrachannel nonlinearities is pre-
dominant. The span length is set to L=120 km, and
each span consists of 2L /3 km of D+ fiber followed by
L /3 km of D− fiber. Precompensation of −1600 ps/nm
and the corresponding postcompensation are also ap-
plied. The parameters of D+ and D− fibers, used in
simulations, are given in Table I. The QPSK modula-
tion format is observed with return-to-zero (RZ)
pulses having a duty cycle of 33%
�
�Pp�cos��� /2�sin��Rs�t−0.5/Rs���, Rs is the symbol
rate, and Pp is the peak power), and the averaged
launched power being set to 0 dBm. Erbium-doped fi-
ber amplifiers (EDFAs) with a noise figure of 5 dB are
deployed after every fiber section, the bandwidth of
the optical filter is set to 3Rl and the bandwidth of the
electrical filter to 0.7Rl, with Rl being the line rate
that is defined as the symbol rate of 50 gigasymbols/s
(the notation gigasymbol/s is shortened in the rest of
the paper to GS/s) divided by a code rate. The line rate
is appropriately chosen so that the effective aggregate
information rate is 100 Gb/s. The scheme is therefore
evaluated for use in 100 Gb/s transmission and 100 G
Ethernet.

The results of Monte Carlo simulations (performed
by parallel computing on several Dual Intel Quad-
Core Xeon CPUs) for a single-channel single-
polarization optical QPSK transmission system with
Gray mapping operating at 50 GS/s, with the disper-
sion map described above, are shown in Fig. 5 for a
BCJR detector depth of 128 symbols. The number of
spans was changed from 4 to 84, the uncoded BER at
50 GS/s and BER after iterative decoding at line rate
Rl=Rs /R (Rs=50 GS/s, R is the code rate) were calcu-
lated and are given in Fig. 5 against the total trans-
mission length. The number of inner (LDPC decoder)
iterations was set to 25, and the number of outer
(multilevel BCJR–LDPC decoder) iterations was set

TABLE I
FIBER PARAMETERS

Parameters D+ Fiber D− Fiber

Dispersion [ps/(nm km)] 20 −40
Dispersion slope �ps/ �nm2 km�� 0.06 −0.12
Effective cross-sectional area �
m2� 110 50
Nonlinear refractive index �m2/W� 2.6�10−20 2.6�10−20

Attenuation coefficient [dB/km] 0.19 0.25

Transmitter Receiver

N spans

EDFA

D+ D-D- D+

EDFAEDFA EDFA

Transmitter Receiver

N spans

EDFA

D+ D-D- D+

EDFAEDFA EDFA

Fig. 4. (Color online) Dispersion map under study.
o 3. We can see that for 22 spans the 4-level BCJR
qualizer with memory 2m+1=3 provides more than
order in magnitude improvement in the BER over

he memoryless case �2m+1=1�. For the turbo equal-
zation scheme based on the four-level BCJR equalizer
f memory 2m+1=1 and the LDPC(16935,13550) code
f girth 10 and column weight 3 (described in Section
II), we achieve transmission over 55 spans �6600 km�
ithout any error. On the other hand, for the turbo
qualization scheme based on the four-level BCJR
qualizer of memory 2m+1=3 and the same LDPC
ode, we are able to achieve even 8160 km of error-
ree transmission at an aggregate rate of 100 Gb/s.
ecause we are concerned with 100 Gb/s per wave-

ength transmission, only QPSK was studied.

In Fig. 5 we also report the results obtained by
urbo equalization with backpropagation. The disper-
ion map was composed of standard single-mode fiber
SMF) only with EDFAs of noise figure 6 dB being de-
loyed every 100 km. We can see that backpropaga-
ion can indeed reduce the channel memory because
he improvement for m=1 is small compared with the
ase of m=0.

V. IID INFORMATION CAPACITY

In this section we address the problem of calculat-
ng the channel capacity for an IID information
ource, in the literature also known as the achievable
nformation rate (see [3,14,15] and references
herein). The IID channel capacity represents a lower
ound on channel capacity. To calculate the IID chan-
el capacity, similarly we model the whole transmis-
ion system as the nonlinear ISI channel, in which the

previous symbols and the next m symbols influence
he observed symbol. The optical communication sys-
em is characterized by the conditional PDF of the
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ig. 5. (Color online) BER performance of turbo equalizer based on
-level BCJR equalizer for QPSK with Gray mapping. The disper-
ion map used for backpropagation is different from that shown in
ig 4. It is based on only single-mode fiber with EDFAs deployed
very 100 km.
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output complex vector of samples y= �y1 , . . . ,yn , . . . �,
where yi= �Re�yi� , Im�yi���Y (Y represents the set of
all possible output samples), given the source se-
quence of M-ary symbols x= �x1 , . . . ,xn , . . . �, xi�X
= �0,1, . . . ,M−1�. The Re�yi� corresponds to the in-
phase channel sample, and the Im�yi� represents the
quadrature channel sample. The information rate, ex-
pressed in bits/channel use, can be calculated by
[26,27]:

I�Y;X� = H�Y� − H�Y�X�, �8�

where H�U�=E�log2P�U�� denotes the entropy of a
random variable U and E� · � denotes the mathemati-
cal expectation operator. By using the Shannon–
McMillan–Brieman theorem that states1 [26]:

E�log2 P�Y�� = limn→��1/n�log2 P�y�1,n��, �9�

the information rate can be determined by calculating
log2�P�y�1,n���, by propagating the sufficiently long
source sequence. By substituting Eq. (9) into Eq. (8)
we obtain the following expression suitable for practi-
cal calculation of IID information capacity:

I�Y;X� = lim
n→�

1

n�

i=1

n

log2 P�yi�y�1,i − 1�,x�1,n��

− 

i=1

n

log2 P�yi�y�1,i − 1��� . �10�

Based on Section II, the conditional PDF P�yi �y�1, i
−1� ,x�1,n�� is related to P�yi �x�i−m , i+m��=P�yi �s�.
Therefore, the first term in Eq. (10) can be straight-
forwardly estimated from transition PDFs P�yi �s�. To
calculate log2 P�yi �y�1, i−1�� we use the forward re-
cursion of the multilevel BCJR algorithm we de-
scribed in Section II, wherein the forward metric and
backward metric are modified as follows:

�j�s� = max*

s�

��j−1�s�� + �j�s�,s� − log2 M�,

�j�s�,s� = log�p�yj�x�j − m,j + m���. �11�

The ith term log2 P�yi �y�1, i−1�� can be calculated it-
eratively:

log2 P�yi�y�1,i − 1�� = max*
s

�i�s�, �12�

where the max* operator was applied for all s�S (S
denotes the set of states in the trellis shown in Fig. 1).

This method is applicable to both memoryless chan-
1Our model is a particular instance of McMillan’s discrete station-

ary channel model [27]. The fiber-optics channel model described in
this paper can be considered stationary for sufficiently long infor-
mation sequences and sufficiently long channel memory assump-
tions. Notice that other papers on channel capacity [4,16–19] also
consider the channel as stationary because all calculations of chan-
nel capacity assume that the corresponding transition PDFs are in-
dependent of the initial moment.
els and for channels with memory. In Fig. 6 we re-
ort the information capacities for different signal
onstellation sizes and two types of QAM constella-
ions, square QAM and star QAM [28], by observing a
inear channel model. These results are obtained by
sing Eq. (10) and are consistent with the digital com-
unication literature [29], and they are provided as

erification of the method. We can see that informa-
ion capacity can be closely approached even with the
ID source providing that constellation size is suffi-
iently large. It is interesting to notice that the star
AM outperforms the corresponding square QAM for

ow and medium signal-to-noise ratios (SNRs),
hereas for high SNRs the square QAM outperforms

he star QAM.

In Fig. 7 we show the IID channel capacity against
he total transmission length (obtained by Monte
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Carlo simulations), for the dispersion map shown in
Fig. 4 and the QPSK modulation format with an ag-
gregate data rate of 100 Gb/s for two different memo-
ries in the multilevel BCJR equalizer. We see that by
using an LDPC code (with a rate of R=0.8) longer
than that used in Fig. 5, we are able to extend the
transmission distance by 600 km for a BCJR equalizer
memory of m=0 and even by 1440 km (resulting in a
total transmission length 9600 km) for a BCJR equal-
izer memory of m=1. The transmission distance can
further be increased by observing the larger memory
channel assumptions, which requires higher computa-
tional complexity. On the other hand, we can use the
backpropagation approach [4,5] to keep the channel
memory reasonably low and then apply the method
described in this section. In Fig. 7 we also show the
IID information capacity, when the backpropagation
method is used, for a dispersion map composed of
standard SMF only with EDFAs with a noise figure of
6 dB being deployed every 100 km.

VI. PMD COMPENSATION BY MULTILEVEL TURBO
EQUALIZATION

Figure 8 shows the experimental setup for PMD
compensation study in polarization multiplexed
schemes with coherent detection. In this example, we
jointly perform detection and decoding of symbols
transmitted in two orthogonal polarizations. The two
orthogonal polarizations of a continuous-wave laser
source are separated by a polarization beam splitter
and are modulated by two phase modulators (Covega)
driven at 10 Gb/s (Anritsu MP1763C). (The symbol
rate was determined by available equipment.) A pre-
coded test pattern was loaded into the pattern genera-
tor via personal computer with a general purpose in-
terface bus (GPIB). A polarization beam combiner was
used to combine the two modulated signals, followed
by a PMD emulator (JDSU PE3), which introduced a
controlled amount of differential group delay (DGD) to
the signal. Then the signal distorted by PMD was
mixed with a controlled amount of ASE noise with a
3 dB coupler. The modulated signal level was main-
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Fig. 8. Experimental setup for the polarization multiplexed BPSK
amplified spontaneous emission noise source; 3 dB, 3 dB coupler.
ained at 0 dB while the ASE power level was changed
o obtain different optical signal-to-noise ratios (OS-
Rs). Next, the optical signal was preamplified, fil-

ered (JSDU 2 nm bandpass filter) and coherently de-
ected. The coherent detection is performed by mixing
he received signal with a signal from a local laser
ith a 3 dB coupler. The resulting signal is detected
ith a detector (Agilent 11982A) and an oscilloscope

Agilent DCA 86105A), triggered by the data pattern
hat was used to acquire the samples. To maintain a
onstant power of −6 dBm at the detector, a variable
ttenuator was used. Data was transferred via the
PIB back to the PC. The PC also served as a multi-

evel turbo equalizer with offline processing. To avoid
ny imbalance of two independent symbols transmit-
ed in two polarizations, we detect both symbols si-
ultaneously. Because the symbols transmitted in

oth polarizations are considered one supersymbol,
he BER performance of the turbo equalizer is inde-
endent of the power splitting ratio between the prin-
iple states of polarization.

The experimental results for the BER performance
f the proposed multilevel turbo equalizer are summa-
ized in Fig. 9. For the experiment, a quasi-cyclic
DPC(16935, 13550) code of girth 10 and column
eight 3 (introduced in Section III) was used as the

DETECTOR

3dB

3dB

PBSCAL
ER OSCILLOSCOPEPBS

DETECTOR

LOCAL
LASER

LDPC
DECODER

dy. CW Laser, continuous-wave laser; PM, phase modulator; ASE,

6 8 10 12 14 16 18
10-6

10-5

10-4

10-3

10-2

10-1

B
it-
er
ro
rr
at
io
,B
ER

Optical SNR, OSNR [dB] (per bit)

DGD=0 ps uncoded
DGD=0 ps LDPC-coded
DGD=100ps uncoded
DGD=100ps LDPC-coded

ig. 9. (Color online) BER performance of the multilevel turbo for
MD cpmpensation.
R

ger

OPTI
FILT

EL

ER

stu



n
n
t
s
m
d
p
s
t
e
c
m

T
e
a
N

Djordjevic et al. VOL. 1, NO. 6 /NOVEMBER 2009/J. OPT. COMMUN. NETW. 563
channel code. The number of extrinsic iterations be-
tween the LDPC decoder and the BCJR equalizer was
set to 3, and the number of the intrinsic LDPC de-
coder iterations was set to 25. The state memory of
2m+1=3 was sufficient for the compensation of the
first-order PMD with a DGD of 100 ps. The OSNR
penalty for 100 ps of DGD is 1.5 dB at a BER of 10−6.
The coding gain for a DGD of 0 ps is 7.5 dB at a BER
of 10−6, and the coding gain for a DGD of 100 ps is
8 dB. In the experiment, synchronized external-cavity
lasers were used as transmitting and local lasers, so
that PMD is a dominant effect.

VII. CONCLUSION

In this paper we have proposed the turbo equaliza-
tion scheme based on a maximum a posteriori prob-
ability (MAP) turbo equalizer implemented using the
sliding-window multilevel BJCR algorithm. The pro-
posed scheme is an excellent equalization candidate
for use in a multilevel coded-modulation scheme with
coherent detection. This scheme is suitable for simul-
taneous nonlinear and linear impairment mitigation.
The proposed scheme employs large-girth quasi-cyclic
LDPC codes as channel codes. We show that even a
transmission distance of 8160 km with an aggregate
rate of 100 Gb/s, based on QPSK modulation, can be
achieved without any countable error, when a BJCR
equalizer of memory m=1 is employed and
LDPC(16935,13550) code is used as the channel code.
With polarization multiplexing, even two channels of
aggregate rate 100 Gb/s can be transmitted using the
same wavelength channel. The IID information capac-
ity results indicate that by using longer LDPC codes
of the same code rate �R=0.8� and the same BCJR
equalizer (of memory m=1) the total transmission dis-
tance can be extended for an additional 1440 km, re-
sulting in a total of 9600 km. Notice that similar dis-
persion maps are in use in optical transmission
systems operating at 10 Gb/s. Therefore, the proposed
multilevel turbo equalizer can be used for 100 Gb/s
upgrade using the installed 10 Gb/s optical transmis-
sion systems. By using the coded-modulation scheme
proposed here not only transmission but also all sig-
nal processing related to detection and decoding are
effectively done at lower symbol rates (e.g., 50 GS/s),
where dealing with nonlinear effects and PMD is more
manageable, while keeping the aggregate rate at
100 Gb/s or above. Notice that the complexity of this
equalizer grows exponentially as the state memory
and signal constellation sizes increase. An alternative
approach to perform a nonlinear equalization is based
on backpropagation. This method, however, has com-
plexity that is about 2 orders of magnitude higher
than that of a linear equalizer as shown by Ip and
Kahn [5] and cannot account for the nonlinear ASE
oise–Kerr nonlinearities interaction. To simulta-
eously solve both problems, we proposed in Section II
he use of coarse backpropagation (with a reasonably
mall number of coefficients) to reduce the channel
emory and compensate for the remaining channel

istortions by the turbo equalization proposed in this
aper. We have also shown in Section VI that this
cheme can compensate for any imbalance in polariza-
ion and phase. Finally, we described a method to
valuate IID information capacities, which is appli-
able to both memoryless channels and channels with
emory.
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