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Abstract

Radio frequency (RF) blackout during atmospheric reentry leads to the cutoff of
communication with ground stations and/or data-relay satellites. This causes signifi-
cant problems during reentry, and thus, mitigation methods have been in high demand.
In this study, we numerically demonstrate a novel method for mitigating the RF black-
out using surface catalysis effects. Plasma flow behavior and electromagnetic wave
propagation around a reentry vehicle were investigated in detail. The approach couples
computational fluid dynamics and a frequency-dependent finite-difference time-domain
method. The computations were performed with a massive parallelization technique
using a large computer. The computed results were compared for cases imposing low
and full catalysis conditions on a surface boundary. The investigation revealed that
the surface catalysis effects reduce the RF blackout. Atomic species, dissociated across
a shock wave formed in front of the vehicle, were recombined on the vehicle surface
through surface catalysis. These molecules, flowing into a wake region at the vehi-
cle’s rear, caused recombinations of electrons, originally generated in the shock layer.
Therefore, a decrease in electrons was observed in the wake region and a wake path,
which allows the propagation of electromagnetic waves, was formed. This complicated
behavior of the molecules and electrons, induced by the surface catalysis, resulted in
mitigation of the RF blackout.

Nomenclature

C = mass fraction
Cp = pressure coefficient
D = effective diffusion coefficient, m2/s
e = elementary charge, C
E = electric field vector, V/m
f = frequency, Hz
k = Boltzmann constant, J/K
m = mass, kg
M = molar mass, kg/mol
n = number density, 1/m3, or, normal direction coordinate, m
NA = Avogadro constant, 1/mol
p = pressure, N/m2

T = temperature, K
U = velocity, m/s
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γ = catalytic recombination coefficient
ε0 = permittivity in free space, F/m
ρ = density, kg/m3

Subscripts

e = electron
s = species
fs = free space
w = wall
∞ = freestream

1 Introduction

Radio frequency (RF) blackout and the aerodynamic heating problem during the entry, de-
scent, and landing (EDL) phases of orbital and superorbital reentries are critically important
issues. Due to the high speed of reentry into the atmosphere (faster than 7.8 km/s), a strong
shock wave forms in front of the reentry vehicle. This shock waves dissociates and ionizes
the gas, forming plasma that surrounds the vehicle surface. Depending on the frequency,
the electromagnetic waves used for telecommunication are generally reflected and strongly
attenuated by electrons exceeding the number density of the criterion value Hence, the RF
blackout occurs with the development of a sufficiently ionized plasma caused by the strong
shock wave. This leads to the cutoff of communication between the reentry vehicle and the
ground station and/or data-relay satellites. Several problems in executing a reentry mission
are caused by the RF blackout. When telecommunication with the ground station becomes
impossible, it is difficult to track the location of the reentry vehicle, which can significantly
increase the uncertainty in the prediction of the landing site and the cost of recovery. Addi-
tionally, in-flight data transmitted to the ground during reentry is blocked by the RF blackout
and lost during for the duration of the blackout. These are significant problems for safe and
efficient missions that include an EDL phase.

It is important to reduce the severity of the RF blackout for future reentry missions. Thus
far, several techniques for mitigating the RF blackout have been proposed, including the use
of lasers, magnetic fields, and electrophilic substances [1–3]. Kim et al. [4] reported that the
application of an electromagnetic E×B layer to an antenna can control the plasma density
and reduce RF blackouts. Belov et al. [5] experimentally investigated an aerodynamic shaping
technique to mitigate RF blackouts by mounting slender nose-cone probes ahead of a blunt-
nosed vehicle. Takahashi et al. [6] suggested that an inflatable vehicle could passively reduce
RF blackouts with data-relay satellites during atmospheric reentry because of its low-ballistic
flight coefficient.

Jung et al. [7] found that surface catalysis effects may reduce the electron density around
a reentry vehicle based on computational fluid dynamics (CFD) and computational electro-
magnetics (CEM) simulations [8]. This can lead to mitigation of the RF blackout. Additional
shapes and active control devices are not required for this method. Therefore, it can con-
tribute to the progress of safe and efficient reentry missions. However, surface catalysis
generally increases the heating rate on the vehicle surface due to the release of thermal en-
ergy from recombination reactions. It is therefore necessary to optimize the surface catalysis,
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in order to balance both the mitigation of the RF blackout and decreases in aerodynamic
heating. In addition, the mechanism of the mitigation is not clarified.

Further research into surface catalysis effects is required in order to understand how it
mitigates the RF blackout. Detailed investigations over a wide range of surface catalytic
conditions are still necessary. In this study, we investigate the mechanism of the surface
catalysis effects and present a numerical demonstration of the mitigation. This is numerically
performed by a predictive approach, combining CFD and CEM techniques based on high-
performance computing.

2 Reentry Capsule

The atmospheric reentry demonstrator (ARD) [9] of the European Space Agency (ESA) was
chosen as the object of analysis. This capsule was launched by the Ariane-5 V503 rocket
on October 21, 1998. During the reentry phase, the ESA ARD continued to communicate
with the tracking and data relay satellite (TDRS) and the global positioning system (GPS)
satellites, despite the occurrence of the RF blackout and plasma attenuation. This reentry
flight provided a good example for the investigation of the effects of surface catalysis on RF
blackout mitigation.

The shape of the ESA ARD is shown in Fig. 1. The reentry capsule was the same shape
as an Apollo command module, scaled down 70%. This is a typical blunt-body capsule shape.
The base diameter and nose radius of the front heat shield side were 2800 mm and 3360 mm,
respectively. The half-angle for the rear was 33◦. It should be noted that an ablator material
for the thermal protection system was applied to the forebody.

Front side Lateral side Rear side

Figure 1: Shape of ESA ARD.

The ESA ARD was separated from the rocket at an altitude of 218 km and reached its
apogee at an altitude of 830 km. The reentry capsule then started to reenter the Earth’s
atmosphere. The ESA ARD started its recovery sequence after deceleration due to the aero-
dynamic force in flight, and finally, splashed down in the Pacific Ocean. Figure 2 shows
the reentry trajectory of the capsule. During reentry, the capsule’s position, velocity, and
altitude, reconstructed by acceleration measurements, were obtained using an onboard in-
ertial navigation system and GPS receiver. The reentry velocity at an altitude of 120 km
was approximately 7452 m/s. The ESA ARD was expected to be surrounded by a reentry
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plasma, due to the hypersonic strong shock layer. The reentry capsule’s terminal velocity at
splashdown was approximately 6.7 m/s. The ESA ARD employed dedicated skin antennae
for a telemetry link and telecommunication with the TDRS. The link frequencies were ap-
proximately 2.267 GHz. No RF blackout for the TDRS link was observed. However strong
plasma attenuation at the signal was measured from an altitude of 86 km to 44 km. However,
GPS telecommunications were completely cut off during the RF blackout. This is because
the link frequency of GPS is lower than that of the TDRS telecommunication.

(a) Lattitude–Longitude. (b) Altitude–Latitude. (c) Altitude–Longitude.

Figure 2: Trajectory of ESA ARD.

3 Numerical Model

In this section, we briefly explain the physical and numerical models used to simulate the
plasma flow field and electromagnetic waves analyses. The governing equations and physical
models for these simulations closely follow those used in the study by Takahashi [8]. Detailed
descriptions of the models are presented in this reference.

3.1 Plasma Flow

The numerical models employed in the present study, which are described below, were im-
plemented on a high-enthalpy flow solver, RG-FaSTAR [8]. This software incorporated real
gas effects and thermochemical nonequilibrium; it is a version of the fast, unstructured CFD
code “FaSTAR” [10], originally developed by JAXA.

For the numerical model, we assumed that the plasma flow was laminar, steady and that
the continuum approximation applied throughout the modeled flow field. Thermochemical
nonequilibrium was accounted for using Park’s two-temperature model which models both a
translational-rotational temperature and a vibrational-electron temperature. The governing
equations of the flow field included the total mass, momentum, total energy, species mass,
and vibrational-electron energy conservation, in addition to the equation of state.

For modeling chemical nonequilibrium in high-temperature air, the gas was assumed to
consist of 11 chemical species: N2, O2, NO, N+

2 , O
+
2 , NO

+, N, O, N+, O+, and e−. We assumed
the occurrence of 49 reactions listed in Table 1. The mass production rates were calculated
using both the forward and backward reaction rates. The forward reaction rate coefficients
were obtained from Park’s work [11], and the backward reaction rate was evaluated using the
corresponding equilibrium constant [12,13]. To account for the thermal nonequilibrium flow,
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Table 1: Chemical reactions [11]

r Forward Backward
1–10 N2 + M ⇀↽ N + N + M

11 N2 + e− ⇀↽ N + N + e−

12–21 O2 + M ⇀↽ O + O + M

22–31 NO + M ⇀↽ N + O + M

32 NO + O ⇀↽ N + O2

33 N2 + O ⇀↽ NO + N
34 N + N ⇀↽ N+

2 + e−

35 O + O ⇀↽ O+
2 + e−

36 N + O ⇀↽ NO+ + e−

37 N + e− ⇀↽ N+ + e− + e−

38 O + e− ⇀↽ O+ + e− + e−

39 NO+ + O ⇀↽ N+ + O2

40 O+
2 + N ⇀↽ N+ + O2

41 O+ + NO ⇀↽ N+ + O2

42 O+
2 + N2

⇀↽ N+
2 + O2

43 O+
2 + O ⇀↽ O+ + O2

44 NO+ + N ⇀↽ O+ + N2

45 NO+ + O2
⇀↽ O+

2 + NO
46 NO+ + O ⇀↽ O+

2 + N
47 O+ + N2

⇀↽ N+
2 + O

48 NO+ + N ⇀↽ N+
2 + O

49 N2 + N+ ⇀↽ N+
2 + N

M = N2, O2, NO, N+
2 , O

+
2 , NO

+, N, O, N+, O+

the analysis included energy transfer between internal energy modes: translation–vibration,
translation–electron, rotation–vibration, and rotation–electron.

Transport properties such as viscosity, thermal conductivity, and binary diffusion coeffi-
cients for a mixed gas were evaluated using Yos’ formula [14]. This model is based on the
first-order Chapman–Enskog approximation [15]. Collision cross-sections were obtained from
Gupta [13] and Fertig et al. [16, 17]. The effective diffusion coefficients are expressed using
the formula developed by Curtiss and Hirschfelder [18]. In addition, an ambipolar diffusion
was assumed for the ionized species and electrons.

The governing equations for the flow field, including the physical models mentioned above,
were solved using a cell-centered finite volume approach. Evaluation of the advection fluxes
across cell interface in the equations was performed by the AUSM+up2 scheme [19], using
the MUSCL interpolation method to maintain high spatial accuracy. The van Leer limiter
was used as a slope limiter function of the advection scheme. The viscous fluxes were calcu-
lated by obtaining an averaged value between gradients of neighboring computational cells.
The weighted Green-Gauss method was adopted for calculating spatial gradients of the flow
properties. Time integration was performed using an implicit time-marching approach. The
governing equation system was transformed into the delta form, and the solution was updated
at each time step. The matrix solver for the governing equation system was the lower-upper
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symmetric Gauss-Seidel (LU-SGS) method [20] coupled with the point-implicit method [21]
for stable computation of the source term.

In the plasma flow solver, for massive parallel computation on a high-performance com-
puter, the message-passing interface technique with a domain partition approach was in-
troduced. The computations were performed on the K computer of the Riken Center for
Computational Science (R-CCS).

3.2 Calculation Conditions

The computational domain containing boundary conditions for the plasma flow simulation is
shown in Figure 3. The boundaries were composed of the following three parts: the inflow

Inflow boundary

Outflow boundary

Surface boundary

Figure 3: Computational domain and boundary conditions for plasma flow field simulation.

boundary, outflow boundary, and surface boundary on the capsule surface. At the inflow,
the freestream conditions based on the reentry trajectory reported by Tran et al. [9] were
applied. At the outflow, a gradient-free condition for all the flow variables was imposed. At
the surface boundary, a non-slip condition for the velocity was imposed. There was also a
condition excluding a pressure gradient normal to the surface. The surface temperature Tw

was fixed at 300 K as a cooling wall condition. The surface catalysis, i.e., the finite catalytic
condition, was described as follows:

ρDs

∂Cs

∂n
= γ

√

kNATw

2πMs

ρs, (1)

where ρ, Ds, Cs, Ms, and n are the density, the effective diffusion coefficient of species s, mass
fraction, molar mass, and coordinate in the direction normal to the wall surface, respectively.
In addition, k and NA are the Boltzmann constant and the Avogadro constant, respectively.
The following two catalytic recombination reactions were considered:

N + N → N2, (2)

O + O → O2. (3)
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The catalytic recombination coefficient γ of both reactions was set to a value between 0 and
1.

The freestream parameters used herein are listed in Table 2. The chemical composition of
the freestream was assumed to be 0.765 N2 and 0.235 O2 in mass fractions. Although these
compositions differed slightly at higher altitudes, the difference did not significantly affect
the surface catalytic effects. The angle of attack of the ESA ARD was approximately −20
degrees during reentry. The flow field considered was always in a hypersonic flow regime from
the freestream Mach number. Because the global Knudsen number, based on the diameter
of the front heat shield, was less than 10−3, it is reasonable to assume a continuum flow. The
Reynolds number based on the same diameter was 104 at a higher altitude and 105 at a lower
altitude, respectively.

Table 2: Freestream parameters along the ESA ARD reentry trajectory.

Altitude Velocity Density Temperature Angle of attack Mach number
(km) (m/s) (kg/m3) (K) (degrees)
85.0 7577 8.183×10−6 191.0 −20.0 27.4
80.0 7609 1.853×10−6 195.8 −20.0 27.1
75.0 7593 4.073×10−5 201.7 −19.2 26.7
70.0 7542 8.828×10−5 210.9 −19.2 25.9
65.8 7212 1.587×10−4 224.5 −20.0 24.0
60.0 6105 3.403×10−4 242.0 −19.4 19.6
51.5 4906 9.211×10−4 266.1 −20.0 15.0

An example of computational grids used in the plasma flow simulation is shown in Fig. 4.
Almost all of the grids in the computational domain were composed of a tetrahedral mesh.
However, triangular prism meshes were carefully installed in the shock layer to resolve shock
waves in order to avoid a numerical instability called “Carbuncle” [22, 23]. In addition, thin
triangular prism meshes were also laminated to resolve the boundary layer near the capsule
surface. The number of cells and nodes of computational grids are listed in Table 3.

Table 3: Number of computational cells and nodes at various altitudes for plasma flow
simulation.

Altitude (km) Number of cells Number of nodes
85.0 5,436,384 1,366,101
80.0 10,259,624 2,193,130
75.0 25,879,726 7,967,584
70.0 25,879,726 7,967,584
65.8 25,886,808 7,968,120
60.0 31,833,038 9,537,598
51.5 31,833,038 9,537,598
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Figure 4: An example of computational grids around ESA ARD for plasma flow simulation.

3.3 Electromagnetic Waves

To evaluate surface catalysis effects on the RF blackout in communication between the reen-
try capsule and TDRS, the electromagnetic wave behavior was investigated using a numer-
ical approach based upon Maxwell’s equations. Reentry plasmas are generally a frequency-
dependent media. Therefore, dielectric constants and electrical conductivities of the plasma
can vary over a frequency range. The finite-difference time-domain (FDTD) method assumes
that these properties of the medium are independent of frequency. Hence, the FDTD method
could lead to potentially incorrect results when applied to frequency-dependent media. In
this study, the frequency-dependent finite-difference time-domain (FD2TD) method [24] was
used to simulate electromagnetic waves in a frequency-dependent medium. To calculate the
complex relative permittivity required in the FD2TD method, the first Drude dispersion was
assumed.

The computational domain for the simulation of the electromagnetic waves in the FD2TD
approach was set to rectangular dimensions of 12.5 m (x-direction), 8.5 m (y-direction), and
6.0 m (z-direction), which included the ESA ARD inside the domain. The electric field and
magnetic field vectors were staggered on the Yee’s cell [25]. The entire computational grid was
composed of hexahedral meshes as with the structured grids system. The computational grid
nodes were set to 950 (x-direction), 650 (y-direction), and 460 (z-direction), i.e., a total of
284,050,000 nodes. The same computational grid system was used for the seven altitude cases
listed in Table 2. The plasma angular frequency and electron collision frequency required
for the FD2TD method were obtained from the computational results of the plasma flow
simulations. The magnetic permeability was set to be the same as that of free space. In
coupling with the plasma flow simulation, the flow field was frozen in the electromagnetic
waves simulation (one-way coupling manner), because the electromagnetic waves are faster
than the characteristic velocity of the flow field. As a boundary condition, Mur’s first-
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order absorption boundary [26], i.e., far-field boundary, was imposed at all faces of the
computational domain. However, a conduction boundary condition was imposed on the
surface of the ESA ARD.

The telecommunication frequency was 2.267 GHz, which is the value used in telecom-
munication between the TDRS and ESA ARD during reentry. The waveform model was
assumed to be a cosine function. The antenna for the telecommunication was assumed to be
installed on the rear surface of the ESA ARD.

The physical and numerical models mentioned above were implemented in the electromag-
netic waves simulation code “Arcflow/Arcwave”. For fast computation and efficient allocation
of memory, the simulation code was parallelized using the MPI and OpenMP techniques. A
data transfer program between the electromagnetic waves and plasma flow simulation codes
was also implemented.

4 Results and Discussion

4.1 Parallel Efficiency in Computation

Because the plasma flow model included many source term computations for the chemical
reactions, a large computation resource was required. The computational cost of the elec-
tromagnetic waves analysis is significantly lower compared to that of the plasma flow. The
R-CCS K computer was used for the presented simulations, which was one of the largest
computers in the world. The K computer had 82,944 computer nodes, which include 8 cores
per node. Thus, it was possible to run 663,552 parallel computations at capacity. Figure 5
shows the wall time profile of the plasma flow simulations for parallel computations using
the K computer. The wall time in this figure was normalized by the standard computational
cells of 107 and the standard time step of 50,000 in the simulation. Good scalability was con-
firmed for less than 16,384 parallels, while the scalability deteriorated between 16,384 and
65,536 parallels. It was found that the parallel efficiency was not improved for a case of more
than 105 parallel computations. In the simulations, parallel computations from cores 2,048
to 8,192 were adopted according to the computational cases because they provided sufficient
scalability.

4.2 Comparison of Surface Pressure

The ESA ARD used pressure sensors to measure the pressure profiles on the surface during
the reentry flight. A comparison of the pressure coefficients between the flight test and the
plasma flow analysis at altitudes of 65.8 and 51.5 km are shown in Figs. 6(a) and 6(b),
respectively. In this study, the pressure coefficient, Cp, was calculated by

Cp =
p− p∞
1
2
ρ∞U2

∞

, (4)

where p, p∞, ρ∞, and U∞ are the surface pressure, the freestream pressure, the freestream
density, and the freestream velocity, respectively.

The computed pressure coefficients are in agreement with the measured data, although
there are slight differences near the stagnation point. This comparison indicates that the
plasma flow model can feasibly reproduce the flow field around the ESA ARD.

From Figs. 6(a) and 6(b), the peak pressure coefficients in the front heat shield were
approximately 1.9 at all altitudes considered herein. The pressure coefficient values exceeding
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Figure 5: Wall time profile of plasma flow simulations (RG-FaSTAR) for parallel computation
using the K computer.

1.0 were mainly due to the compressible effect at the hypersonic regime. However, the
pressure rapidly became low in the wake region. This implied that the aerodynamic drag
is mostly determined by the front pressure distribution for this type of reentry vehicle. In
the wake, the flow field became rarefied, which led to it being a strongly thermochemical,
nonequilibrium state of a gas.
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(a) Altitude of 65.8 km.
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(b) Altitude of 51.5 km.

Figure 6: Comparison of pressure coefficients at different altitudes on the surface of ESA
ARD.
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4.3 Plasma Flow in Shock Layer

Almost all of the electrons and ionic species around a reentry vehicle are generated in the
strong shock layer formed in the front of the vehicle. The reentry vehicle is surrounded by
these species advecting and diffusing from the shock layer into the rear part. Although a
portion of the electrons and ionic species dissipate through recombination reactions in this
flow process, plasma density around the reentry vehicle strongly depends on these electron
and ionic species generated in the shock layer. Figures 7(a) and 7(b) shows temperatures
profiles along the stagnation lines at altitudes of 80.0 km and 65.8 km, respectively. These
figures compare computational results for the non-catalytic wall (γ=0) and the fully catalytic
wall cases (γ=1). In addition, Figs. 8(a) and 8(b) shows the mole fraction profiles at altitudes
of 80.0 km and 65.8 km.

(a) Altitude of 80.0 km. (b) Altitude of 65.8 km.

Figure 7: Temperature profiles along the stagnation line of ESA ARD.

At a higher altitude, the temperatures were perfectly separated into the translation-
rotation and the vibration-electron temperatures. There appeared to be a strong nonequi-
librium state in the plasma flows across the shock wave. However, at a lower altitude, the
differences between the two temperature profiles near the shock wave were minimized. In
the shock layer, equilibrium regions were observed at these two altitude cases. This was
because collisions between chemical species are frequent in high-density regions behind the
shock wave, which leads to an increase in energy transfers between translation-rotation and
vibration-electron energy modes.

At an altitude of 80.0 km, the dissociation reactions of N2 and O2 across the shock wave
proceeded at a slower rate. However, the reactions were rapid for an altitude of 65.8 km. In
the equilibrium region, O2 was mostly dissociated, while N2 was partially dissociated. This
was attributed to the difference in dissociation energies of each molecule. The dominant
chemical species in the shock layer were N, O, and N2, and the secondary species was NO.
The mole fraction of the generated electrons and ionic species, such as N+, O+, and NO+

was on the order of 10−3.
It is evident from the comparisons made between mole fractions and temperature profiles

that the effects of surface catalysis had a significant impact on the behaviors of N and O
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(a) Altitude of 80.0 km. (b) Altitude of 65.8 km.

Figure 8: Mole fraction profiles along the stagnation line of ESA ARD.

near the surface. However, the effects were minor for the temperature profile. For the case of
the fully catalytic surface condition, atomic species such as N and O were recombined, and
thereafter, these molecules were formed near the surface. The chemical species NO increased
near the surface for the fully catalysis condition, because the forward reactions of the NO
exchange, which are expressed by N+O2

⇀↽NO+O and O+N2
⇀↽NO+N, promoted NO as N2

and O2 were increased by the surface catalysis. However, the surface catalysis had an only
minor impact on the number of electrons for both altitudes.

4.4 Wake Flow Behavior

The surface catalysis can affect formations of chemical species in the wake region of ESA
ARD. Figure 9 shows the streamtraces and distribution of velocity in the x-direction around
the ESA ARD at an altitude of 80.0 km for the non-catalytic case. Flows passing near the
front surface separated with vortices forming at the rear followed by recirculation regions
forming as part of the wake flow. Because the flows near the front surface were affected
by the surface catalysis, as mentioned above, its influence continued to the wake region. In
particular, the low flow velocity in the recirculation region increased the transit time in the
region. In this situation, the chemical reactions of the gases were expected to sufficiently
proceed in the wake; the chemical component in the region approaches the equilibrium.

Figure 10 shows the distributions of the mole fraction of N around the ESA ARD at
altitudes of 80, 70, and 60 km. In this figure, computed results for cases of non-catalytic
and fully catalytic surfaces are compared at each altitude. The results indicate that the
degree of dissociation is relatively high at a higher altitude and low at a lower altitude, due
to the difference of freestream velocity. Compared to the results of the non-catalysis case, N
notably decreased in the wake region for the cases of fully catalysis. This trend was similar
to the distribution of O around the reentry vehicle, although the figure is not shown here. As
mentioned above, flows passing near the surface, which are strongly affected by the surface
catalysis, formed the recirculation region at the rear. This extends the influence of surface
catalysis to the wake region.
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Figure 9: Streamtraces overlapped distribution of velocity in x-direction around ESA ARD
at an altitude of 80.0 km for the non-catalytic case.

4.5 Electron Number Density

If the plasma is sufficiently thick, electromagnetic waves with a frequency lower than a critical
value are completely reflected by the plasma layer. The critical plasma frequency fp is given
by

fp =
1

2π

√

e2ne

ε0me

, (5)

where e, ne, ε0 and me are the elementary charge, the electron number density, the permittiv-
ity in free space, and the mass of the electron, respectively. Thus, it is important to evaluate
the distribution of the electron number density to investigate RF blackout. In this study,
the link frequency is assumed to be 2.267 GHz. Therefore, from Eq. 5, the critical electron
number density is 6.4×1016 1/m3. When the electron number density of the plasma covering
above the antenna of the vehicle is greater than this critical number density, the RF blackout
can occur.

Figure 11 shows the distributions of the electron number density around the ESA ARD at
altitudes between 85.0 and 51.5 km. Results for the cases of non-catalysis and full-catalysis
are also compared for each altitude in the figure. The maximum value of the legend of the
figure corresponds to the critical number density.

The electron number densities at the front of the vehicle exceeded the critical value
for all altitudes. Thus, the electromagnetic waves cannot propagate in the front direction.
However, the wake regions were relatively less dense, due to supersonic expansion, and the
electromagnetic waves could propagate in the rear direction. In the wake region, the electron
number density tended to increase again, due to the recompression shock formed at the rear
of the vehicle. At an altitude of 85.0 km, for the non-catalytic case, the surface of the ESA
ADR was covered by a dense plasma layer. In this situation, the electromagnetic waves
cannot be emitted from the antenna on the vehicle surface.

At an altitude of 70.0 km, the ESA ARD was completely surrounded by a plasma exceed-
ing the critical number density for both the non-catalysis and full-catalysis cases. Similar

13



(a) Altitude of 80.0 km for non-catalytic case. (b) Altitude of 80.0 km for fully catalytic case.

(c) Altitude of 70.0 km for non-catalytic case. (d) Altitude of 70.0 km for fully-catalytic case.

(e) Altitude of 60.0 km for non-catalytic case. (f) Altitude of 60.0 km for fully-catalytic case.

Figure 10: Distributions of the mole fraction of N around the ESA ARD at different altitudes.
Non-catalytic cases are displayed on the left side and fully-catalytic cases are displayed on
the right side.

to the cases at an altitude of 70.0 km, the ESA ARD was surrounded by a critical number
density plasma at altitudes of 75.0 and 65.0 km, although the corresponding figures are not
presented here. This is not directly related to the surface catalysis effects. At a higher alti-
tude, the low freestream density led to a low electron number density. However, at a lower
altitude, the plasma density in the rear decreases owing to rapid recombination reactions.
This is caused by a higher freestream density, which causes the flow to attain a high chemical
equilibrium. In addition, a decrease in the reentry velocity enhanced this tendency.

The surface catalytic effects on the electron number density were observed clearly in the
wake, including the recirculation region. At altitudes of 85.0, 80.0, 60.0, and 51.5 km, the
plasma densities reduced and the wake paths, where the electromagnetic waves sufficiently
propagate, were formed at the rear of the ESA ARD. However, at altitudes between 75.0 and
65.8 km, owing to high freestream velocities and densities, numerous electrons are generated
in the shock layer. As the ESA ARD is surrounded by high density electrons, the wake
path for communications could not be formed. Despite this, a slight decrease in the electron
number was observed near the rear of the ESA ARD. Due to surface catalysis, N2 and O2

were generated in the wake region as N and O were dissipated. When the molecules increased
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(a) Altitude of 85.0 km for non-catalytic case (γ=0). (b) Altitude of 85.0 km for fully-catalytic case (γ=1).

(c) Altitude of 80.0 km for non-catalytic case (γ=0). (d) Altitude of 80.0 km for fully-catalytic case (γ=1).

(e) Altitude of 70.0 km for non-catalytic case (γ=0). (f) Altitude of 70.0 km for fully-catalytic case (γ=1).

(g) Altitude of 60.0 km for non-catalytic case (γ=0). (h) Altitude of 60.0 km for fully-catalytic case (γ=1).

(i) Altitude of 51.5 km for non-catalytic case (γ=0). (j) Altitude of 51.5 km for fully-catalytic case (γ=1).

Figure 11: Distributions of electron number density around the ESA ARD at different alti-
tudes. Non-catalytic cases are displayed on the left side and fully-catalytic cases are displayed
on the right side.
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and the atomic species decreased, the backward reactions of the electron-impact ionizations
were enhanced, expressed by

N + e− ⇀↽ N+ + e− + e−, (6)

O + e− ⇀↽ O+ + e− + e−. (7)

Because the transit time in the wake increased for the species involved with these reactions,
the reactions tended to proceed by the recirculation region. For these reasons, the electrons
in the wake decrease, despite the electrons near the front surface hardly changing, due to
the surface catalysis. The electrons did, however, increase in the recompression shock for a
fully-catalytic case, at an altitude of 60 km. By the surface catalysis, NO was also generated
by the NO exchange reactions. This led to the generation of NO+ and electrons via the
associative ionization reaction and the dissociation of NO in the recirculation region. How-
ever, this situation requires the condition of many molecules in the recirculation region and
high chemical equilibrium. Thus, the increase in electrons in the recompression shock was
observed only at limited altitudes.

In the present model for analyzing plasma flows, the laminar flow assumption was intro-
duced while the Reynolds number at a lower altitude was of the order of 105. In contrast,
at a lower altitude where the Reynolds number increases, the blackout tends to decrease
owing to a decrease in the electron density. The turbulence is expected to have only a small
influence on the RF blackout problem. In addition, the accuracy and reliability of turbulent
models, including a large eddy simulation approach at the hypersonic regime, are ongoing is-
sues that have hitherto been insufficiently resolved. With regard to conducting more detailed
simulations, these concerns remain as issues that need to be addressed in the future.

4.6 Electromagnetic Waves

Propagation behaviors of the electromagnetic waves for telecommunications between the ESA
ARD and TDRS were numerically investigated based on the computed results of plasma flows.
Figures 12(a) and 12(b) shows the electric field distributions of the electromagnetic waves
around the ESA ARD at an altitude of 85.0 km, for low catalytic and fully catalytic cases.
The distributions display the magnitudes of the electric field vector, which are described in
the logarithmic scale. The antenna for telecommunications was installed at the rear surface
of the ESA ARD. The magnitude of the electric field on the antenna was normalized to 1.0
in the present calculations.

(a) Low catalytic case (γ=0.05). (b) Fully catalytic case (γ=1).

Figure 12: Distributions of the electric field magnitude of electromagnetic waves around the
ESA ARD at an altitude of 85.0 km.
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For both cases, the electromagnetic waves emitted from the antenna were reflected and
absorbed in the high-dense plasma in front of the ESA ARD. Therefore, the electromag-
netic waves could not propagate in the front direction. However, the waves propagated into
the rear region, where the electron number density was sufficiently low. Due to reflection
and diffraction on the front shock layer and the vehicle surface, the electromagnetic waves
exhibited complicated behavior around the ESA ARD. These trends were similar for most
altitudes, excluding those between 75.0 and 65.8 km, where the RF blackout occurred. For
the fully-catalytic case, the electric field in the wake path region was enhanced, in compari-
son to the non-catalytic case. The results show that the propagation of the electromagnetic
waves was improved by the surface catalysis effect.

To evaluate the influence of the surface catalysis on plasma attenuation of the electro-
magnetic waves, the plasma attenuation gains were compared with the computed results for
the low and full catalysis cases and the measurement data obtained in the ESA ARD flight.
For the calculations, the plasma attenuation gain is obtained by the following expression:

GPA = 10 log

(

|E|2

|Efs|
2

)

, (8)

where E and Efs are the electric field vectors of the electromagnetic waves for telecommunica-
tion with the TDRS propagating in the plasma and free space, respectively. To evaluate Efs,
a simulation of the electromagnetic wave propagation around the ESA ARD located in free
space was individually performed. The electric fields in Eq. (8) are obtained for windows on
the far-field boundary in which the TDRS is visible at each altitude; the electric fields were
obtained in the same manner as that outlined in previous studies [8, 27]. Figure 13 shows a
comparison of the plasma attenuation gains between the flight test and the computed results.
The measured plasma attenuation gain, “Flight data” in the figure, was obtained by TDRS
in the ARD flight mission [9]. The computed results exhibit gains for the electromagnetic
waves attenuated by the presence of plasma around the ESA ARD for the low-catalysis and
full-catalysis cases.

The plasma gain was improved for the full-catalysis case, in comparison to the low-
catalysis case. This was notably observed at a higher altitude where the flow field around the
ESA ARD is in thermochemical nonequilibrium. The computations indicated that the plasma
attenuation gain became infinitesimally low at altitudes between 75.0 and 65.8 km for both the
low-catalysis and full-catalysis cases, i.e., at the time of the RF blackout. However, the flight
measurement data showed that the RF blackout did not occur for telecommunication with
the TDRS, although strong attenuation was confirmed. As highlighted by Jung et al. [28],
this may be due to chemical reaction models used in the computations. The associative
ionization reactions, such as N+N⇀↽N+

2 +e−, have a significant impact on the formation of
electrons and ionic species at this altitude range. The reaction models of the associative
ionization used herein include relatively large uncertainties, which led to the overestimation
of the generation of electrons in the simulation. However, this issue is independent of the
surface catalysis effects. This is one of the future issues of ionization reaction modeling to be
improved upon for electromagnetic wave predictions.

5 Conclusions

We numerically investigated surface catalysis effects on the radio frequency blackout for a
vehicle in an orbital reentry mission. Electromagnetic wave propagation in reentry plasma
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Figure 13: Comparison of plasma attenuation gains between the ESA ARD flight test and
the computed results, with regard to low and full catalysis.

was reproduced using a computational fluid dynamics coupled with the frequency-dependent
finite-difference time-domain method. Since this required a large computational resource, the
Riken center for computational science K computer, which is one of the largest computers, was
used. The good scalability of the computations under massive parallelization was confirmed.
In addition, the computational models were validated against the measured data of the
reentry vehicle.

The computed results regarding the low and full surface catalysis boundary conditions,
imposed on the vehicle surface, were compared. Atomic nitrogen and oxygen, dissociated in
a shock layer formed in the vehicle’s front, were recombined by the surface catalysis. A large
number of the recombined molecules flowed into the wake region of the vehicle. However, the
surface catalysis itself had almost no influence on the dissipation of electrons in the shock
layer. The molecules caused backward ionization reactions, i.e., recombinations of electrons,
which led to a decrease in the electron number density in the wake region. The decrease
in the electrons formed propagation paths for the electromagnetic waves in the wake of the
reentry vehicle. From the above reasons, mitigation of the RF blackout in reentry plasma by
surface catalysis was numerically demonstrated.

In general, surface catalysis results in an increase in aerodynamic heating, which is one of
the most significant problems during atmospheric reentry. Thus, a compromise between the
RF blackout mitigation and aerodynamic heating should be considered in the engineering
design of reentry vehicles. In this study, the surface catalysis effects were numerically investi-
gated but an experimental demonstration was not performed. To reliably confirm the effects,
investigations using plasma generators, such as arc-heated wind tunnels, will be considered
for the future.
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