
Surface Charge Modulates Protein–Protein Interactions in 
Physiologically Relevant Environments

Alex J. Guseman†, Shannon L. Speer†, Gerardo M. Perez Goncalves†, and Gary J. 
Pielak*,†,‡,§,||

†Department of Chemistry, University of North Carolina at Chapel Hill, Chapel Hill, North Carolina 
27599, United States

‡Department of Biochemistry and Biophysics, University of North Carolina at Chapel Hill, Chapel 
Hill, North Carolina 27599, United States

§Lineberger Comprehensive Cancer Center, University of North Carolina at Chapel Hill, Chapel 
Hill, North Carolina 27599, United States

||Integrative Program for Biological and Genome Sciences, University of North Carolina at Chapel 
Hill, Chapel Hill, North Carolina 27599, United States

Abstract

Protein–protein interactions are fundamental to biology yet are rarely studied under 

physiologically relevant conditions where the concentration of macromolecules can exceed 300 

g/L. These high concentrations cause cosolute–complex contacts that are absent in dilute buffer. 

Understanding such interactions is important because they organize the cellular interior. We used 
19F nuclear magnetic resonance, the dimer-forming A34F variant of the model protein GB1, and 

the cosolutes bovine serum albumin (BSA) and lysozyme to assess the effects of repulsive and 

attractive charge–charge dimer–cosolute interactions on dimer stability. The interactions were also 

manipulated via charge-change variants and by changing the pH. Charge–charge repulsions 

between BSA and GB1 stabilize the dimer, and the effects of lysozyme indicate a role for 

attractive interactions. The data show that chemical interactions can regulate the strength of 

protein–protein interactions under physiologically relevant crowded conditions and suggest a 

mechanism for tuning the equilibrium thermodynamics of protein–protein interactions in cells.
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The formation and dissociation of protein complexes regulate processes ranging from 

signaling to transcription and metabolism, all of which are essential to maintaining cellular 

homeostasis.1 Traditionally, these interactions were studied in a dilute buffered solution. In 

their native cellular environments, however, the concentration of macromolecules can exceed 

300 g/L.2,3 These high concentrations of macromolecules are the source of the contacts that 

organize the cytoplasm.4,5 These interactions, which define quinary structure,6–8 comprise 

two components: hard-core steric repulsions and “soft” chemical interactions.9 Their 

influence is currently being investigated in the context of protein folding and stability.9–17 

Here, we shift the emphasis to protein–protein interactions.18–20

There have been more than three decades of speculation about how crowding influences the 

stability of a test protein.21–24 Originally, crowding effects were attributed solely to hard-

core repulsions, which occur at short crowder–test protein distances, because of the large 

and unfavorable energy associated with the interpenetration of electron shells.9 Hard-core 

repulsions favor compact states. The stabilization from synthetic polymers was attributed to 

these repulsions, because the folded state occupies less space than the unfolded ensemble 

does. Results from early studies of protein dimerization under crowded conditions using 

inert polymers suggest that hard-core repulsions play but a small role in dimerization.25 The 

minor increase in stability can be explained by the small decrease in volume when two 

monomers become a dimer.

Synthetic polymers, although traditionally used to simulate the crowded cellular 

environment, are a poor representation of biology, because they do not have the same surface 

properties as biological macromolecules.26,27 These so-called “soft” interactions include 

charge–charge contacts, hydrogen bonding, and hydrophobic interactions between the 

surface of a test protein and physiologically relevant crowded environments,9,28–34 but even 

synthetic polymers have chemical interactions with test proteins.27,35,36

Nevertheless, hard-core repulsions are always present, and they are stabilizing when the 

products of a reaction occupy less space than the reactants do. The use of proteins and 

cellular lysates as cosolutes revealed the importance of chemical interactions, because 

globular proteins are destabilized in these environments despite the stabilizing effects of 

hard-core repulsions.19,30,37 In these environments, side chains and the exposed backbone 

on the surface of the test protein interact with the whole surface of the macromolecules [as 

opposed to specific (i.e., ligand) binding, which would be stabilizing]. The current model 

used to explain crowding effects predicts that chemical interactions stabilize proteins when 

repulsive and destabilize proteins when attractive. Extending this idea to protein–protein 

interactions, where hard-core repulsions are less important,25 suggested to us that soft 

interactions can tune the protein complex stability.

We used a model homodimer system, the A34F variant of the B1 domain of protein G, GB1 

(6 kDa, pI 4.5),38,39 to test this idea. Dimerization is driven by displacement of the Tyr-33 

side chain from the hydrophobic core by the phenylalanine side chain at position 34. To 

compensate, the C-terminus of the α-helix unravels, forming a hydrophobic pocket for the 

Tyr-33 from a second molecule. The interaction is stabilized by hydrogen bonding between 

antiparallel β-strands at the dimer interface. The components of the 12 kDa homodimer 

Guseman et al. Page 2

Biochemistry. Author manuscript; available in PMC 2018 May 31.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



retain the tertiary structure of the monomer, forming a dimer resembling kissing spheres. As 

a variant of a thermostable monomer, the A34F variant provides access to nearly all GB1 

variants in the Protherm database,40 allowing us to control its surface properties.

We measured dimer stability in several cosolutes using 19F nuclear magnetic resonance 

(NMR). Fluorine is easily incorporated by supplementing minimal medium with 3-

fluorotyrosine prior to inducing GB1 expression. Spectra of the purified protein show two 

resonances in slow exchange on the NMR time scale, allowing the monomer–dimer 

equilibrium to be determined from their areas.19 Dimer stability is minimally influenced by 

100 g/L concentrations of the neutral synthetic polymers, but more influenced by protein 

cosolutes, suggesting a role for charge–charge interactions. We showed previously that 

attractive electrostatic interactions can be diminished by increasing the ionic strength.30 

Here, we examine the effect of electrostatics by manipulating the charge on GB1, by 

changing the charge of the cosolute proteins, and by manipulating the pH.

The A34F monomer has a charge of −4 at pH 7.5, and there are no groups that ionize from 

pH 7.5 to 6.2, the range used here (Figure S1). The charge on GB1 was changed by altering 

aspartic acid 40, which forms part of an acid patch on the surface remote from the dimer 

interface (Figure 1A and Figure S2). The D40N and D40K variants result in a +1 and +2 

charge change with respect to the charge of the monomer. We refer to these proteins as A34F
−4, A34F;D40N−3, and A34F;D40K−2.

High concentrations of globular proteins have been used to mimic cellular conditions.
10,12,30,41 The charge on the surroundings can be altered by using bovine serum albumin 

(BSA, 66 kDa, pI 4.5) and hen egg white lysozyme (14 kDa, pI 9.7) as cosolutes. Both 

proteins are highly soluble and commercially available in pure form but have different 

surfaces. At physiologically relevant pH values, BSA is a polyanion whereas lysozyme is a 

polycation (Figure S3). We used these proteins to create repulsive and attractive interactions 

with GB1.

We altered the charge on the protein cosolutes by controlling the pH. The net charge on BSA 

changes from −18 at pH 7.5 to −12 at pH 6.8 and −4 at pH 6.2 (Table S1 and Figure S3). 

The net charge on lysozyme changes from +7 at pH 7.5 to +8 at pH 6.8 and +9 at pH 6.2.

We first examined dimer stability in buffer at pH 7.5 and 298 K. ΔGD M
o′  increases from 

5.8 to 6.4 kcal/mol for both A34F;D40N−3 and A34F;D40K−2 (Table 1 and Figure 2). NMR 

data indicate that A34F;D40N−3 and A34F;D40K−2 retain the structure of A34F−4 (Figure 

1B,C). These data are consistent with the idea that stabilization arises from the mutation-

induced decrease in intermonomer charge–charge repulsion (Figure S2), although we do not 

fully understand why the A34F;D40N−3 and A34F;D40K−2 dimers have the same stability.

We have shown that 100 g/L BSA and 50 g/L lysozyme affect A34F−4 dimer stability at pH 

7.5,19 and that under crowded conditions, charge–charge interactions become weaker at high 

ionic strengths.30 BSA has a charge of −18 at this pH. Therefore, we expected, and observed 

(Table 1 and Figure 2), stabilization via electrostatic repulsions when polyanionic A34F is 

surrounded by polyanionic BSA. The net charge on lysozyme is +7 at pH 7.5. As expected 
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(Table 1), attractive electrostatic interactions between A34F and lysozyme destabilize the 

dimer.

To elucidate further the role of electrostatics, we investigated A34F−4 dimerization in BSA 

as a function of pH (Figure 3). As discussed above, the charge on the dimer does not change 

over our pH range, but the charge on the protein cosolutes does (Table S1). If electrostatic 

interactions between A34F−4 proteins and BSA are important, then the stabilizing effect of 

BSA should diminish with a decrease in pH, because of the decrease in repulsion between 

the dimer and BSA as BSA gains protons. Supporting this prediction, the stabilization 

decreases from 0.48 ± 0.06 kcal/mol at pH 7.5 to 0.31 ± 0.04 at pH 6.8 and 0.06 ± 0.04 

kcal/mol at pH 6.2. These results and those from the charge-change variants suggest that the 

charges of both GB1 and BSA are responsible for the repulsive electrostatic interactions that 

stabilize the dimer, supporting the idea of a key role for charge–charge repulsion.

If the charge of the environment is important for dimer formation, we expect that as the 

cationic nature of lysozyme increases, the strength of attractive chemical interactions with 

GB1 will increase, resulting in destabilization. The stability of the dimer in lysozyme 

relative to its stability in buffer decreases with a decrease in pH from 7.5 to 6.8, but the value 

at pH 6.8 is within the uncertainty of that measured for lysozyme at pH 7.5. At pH 6.2, 

however, the decrease is larger (−0.31 ± 0.03 kcal/mol), showing that as the positive charge 

on lysozyme increases the strength of destabilizing attractive interactions increases.

Consistent with the results from the charge-change variants in buffer, there is no increase in 

destabilization in lysozyme with a change in the charge of GB1 from −3 to −2 (Table 1). 

Nevertheless, stability decreases when lysozyme is more cationic, suggesting an electrostatic 

role in destabilization. Other attractive interactions, e.g., hydrophobic contacts, polar 

interactions, and hydrogen bonds, likely also contribute to destabilization of the dimer, and 

the same effect is observed for the stability of an SH3 domain in lysozyme at pH 3 where 

lysozyme was destabilizing despite the existence of net charge–charge repulsion.30

The charge-change variants were then tested in protein cosolutes at pH 7.5. Given the 

polyanionic nature of the dimer, we expect the stabilization arising from polyanionic BSA to 

decrease for A34F;D40N−3 and A34F;D40K−2. The results match the predictions (Figure 2). 

Thus, decreasing the repulsion between the dimer and BSA, decreases the stabilization from 

polyanionic BSA.

If the A34F−4–lysozyme interaction is solely electrostatic, the A34F;D40N−3 and 

A34F;D40K−2 proteins should restore the stability lost in A34F−4. However, the stabilities 

of all three complexes are equal within the uncertainty of the measurements (Table 1 and 

Figure 2). This observation shows that charge is not uniquely responsible for the 

destabilizing influence of lysozyme, consistent with studies of protein stability.30,41 The 

result can be rationalized because the surfaces of GB1 and lysozyme both possess hydrogen 

bond donors and acceptors capable of forming attractive interactions. Another important 

generalization is that electrostatic repulsions may overcome other sources of destabilization, 

but electrostatic attractions can reinforce only the inherent attractive interactions that exist 

between proteins and can lead to misfolding and disease.42
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Our data highlight the importance of the protein surface in controlling the strength of 

protein–protein interactions under physiologically relevant conditions. Manipulating the 

surface interactions between macromolecules resulted in changes on the order of 0.6 kcal/

mol, the available thermal energy as defined by the product of the gas constant and the 

temperature (RT). In biology, small changes can lead to amazing effects. For instance, 

increasing the incubation temperature of alligator eggs by 4 °C, representing 0.01 kcal/mol 

of thermal energy, changes the sex of the hatchlings from 100% female to 100% male.43 

More importantly, we conducted our experiments at the highest concentration of protein 

cosolutes that provide high-quality spectra. These macromolecular concentrations are only 

one-third to one-sixth of the intracellular macromolecule concentration,2,3 and as we have 

shown,10 increasing the macromolecule concentration strengthens the influence of the 

interactions. Therefore, the charge effects we observe are probably more pronounced in 

cells. In summary, the spatial dependence of interactions based on protein charge and local 

pH suggests that manipulating chemical interactions provides a mechanism for regulating 

physiologically crucial events in the nonhomogeneous, crowded milieu of macromolecules 

that comprise the cellular interior.
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Figure 1. 
(A) Dimer structure (Protein Data Bank entry 2RMM) with the atoms of residue 40 shown 

as spheres. (B) 19F NMR spectra of A34F−4 (blue), A34F;D40N−3 (black), and A34F;D40K
−2 (red). (C) 1H–15N HSQC spectra of the proteins using the same coloring as in panel B.
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Figure 2. 

Side chains at position 40 and thermometer representations of ΔΔGD M
o′  (pH 7.5 and 298 

K).
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Figure 3. 
Graphical representations of A34F−4 dimerization in BSA and lysozyme at pH 7.5, pH 6.8, 

pH 6.2.
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Table 1

Equilibrium Dissociation Parameters at 298 K

condition KD→M (μM) ΔGD M
o′  (kcal/mol) ΔΔGD M

o′ a (kcal/mol)

A34F−4, pH 7.5b

buffer 59 ± 2 5.75 ± 0.03 N/Ac

100 g/L BSA 26 ± 2 6.23 ± 0.05 0.48 ± 0.06

50 g/L lysozyme 80 ± 5 5.57 ± 0.04 −0.18 ± 0.05

A34F−4, pH 6.8

buffer 47 ± 2 5.88 ± 0.03 N/Ac

BSA 28 ± 1 6.19 ± 0.02 0.31 ± 0.04

lysozyme 73 ± 2 5.62 ± 0.02 −0.26 ± 0.04

A34F−4, pH 6.2

buffer 39 ± 1 5.99 ± 0.02 N/Ac

BSA 35 ± 2 6.05 ± 0.03 0.06 ± 0.04

lysozyme 66 ± 2 5.68 ± 0.02 −0.31 ± 0.03

A34F;D40N−3, pH 7.5

buffer 20 ± 1 6.38 ± 0.03 N/Ac

BSA 16 ± 1 6.52 ± 0.04 0.13 ± 0.05

lysozyme 31 ± 2 6.13 ± 0.04 −0.26 ± 0.05

A34F;D40K−2, pH 7.5

buffer 21 ± 2 6.36 ± 0.03 N/Ac

BSA 18 ± 1 6.45 ± 0.03 0.09 ± 0.07

lysozyme 36 ± 3 6.04 ± 0.05 −0.32 ± 0.07

a
Positive values indicate stabilization. Uncertainties are reported as the standard deviation of the mean from triplicate analysis.

b
From ref 19.

c
Not applicable.
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