
Surface Electromyography Feature Extraction Via

Convolutional Neural Network

Hongfeng Chen · Yue Zhang · Gongfa

Li · Yinfeng Fang∗
· Honghai Liu

Received: date / Accepted: date

Abstract Although a large number of surface electromyography (sEMG) fea-
tures have been proposed to improve hand gesture recognition accuracy, it is
still hard to achieve acceptable performance in inter-session and inter-subject
tests. To promote the application of sEMG-based human machine interaction,
a convolutional neural network based feature extraction approach (CNNFeat)
is proposed to improve hand gesture recognition accuracy. A sEMG database
is recorded from eight subjects while performing ten hand gestures. Three clas-
sic classifiers, including Linear Discriminant Analysis (LDA), Support Vector
Machine (SVM) and K Nearest Neighbor (KNN), are employed to compare the
CNNFeat with 25 traditional features. This work concentrates on the analysis
of CNNFeat through accuracy, safety index and repeatability index. The ex-
perimental results show that CNNFeat outperforms all the tested traditional
features in inter-subject test and is listed as the best three features in inter-
session test. Besides, it is also found that combining CNNFeat with traditional
features can further improve the accuracy by 4.35%, 3.62% and 4.7% for SVM,
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LDA and KNN, respectively. Additionally, this work also demonstrates that
CNNFeat can be potentially enhanced with more data for model training.

Keywords Surface EMG · CNN · Traditional Classifiers · Feature Combina-
tion · Hand Motion

1 Introduction

Surface electromyography (sEMG) is a bioelectrical signal that characterizes
motor unit impulses of skeletal muscle fibers during excitation and contraction
[1]. It is closely related to the state of muscle activity and has been widely
used in auxiliary diagnostic research [2] and human-machine interaction [3,4].
The sEMG signals captured from the forearm contain sufficient information
about hand movements and the decoding of sEMG signals can be applied to
the control of external devices. However, sEMG is sensitive to a variety of
interference due to its inherent characteristics. Although sEMG-based hand
motion recognition accuracy reaches up to more than 90% in well controlled
experimental setup, it is hard to achieve the similar result in the practical
environment, where electrode shift occurs during different sessions (i.e. inter-
session scenario) and muscular structure varies among different subjects (i.e.
inter-subject scenario).

To fill the gap, machine learning technology has been widely applied in
myoelectric control system [5]. A typical machine learning system includes
three basic components: data preprocessing, feature extraction and classifi-
cation. Among them feature extraction plays a critical role to achieve high
classification accuracy. Till now, a large number of sEMG features have been
investigated for hand gesture classification. They can generally be divided into
four types: time domain (TD) feature, spectral domain or frequency domain
(FD) feature, time-scale or time-frequency domain (TFD) feature, and para-
metric model analysis based feature. Phinyomark et al. [6] compared 37 types
of sEMG features for hand gesture classification. Among them sample entropy
(SampEn) achieved the best performance. In addition, the experimental result
also demonstrated that the best three sEMG features could receive recognition
accuracy over 80%, while the accuracy of the system employing the worst three
features was below 20% [7]. Moreover, it was also found that most of the TD
features were redundant, and FD features could not achieve good performance
in their study.

In recent years, with the rapid development of computer science, Convo-
lutional Neural Network (CNN) has outperformed most traditional methods
in many fields, such as object detection [8], speech recognition and natural
language processing [9], etc. Several studies have also demonstrated the advan-
tage of CNN-based hand gesture recognition. Manfredo et al. [10] discovered
that a simple architecture CNN (four convolutional layers, one fully connect-
ed layer and a softmax function) could reach the accuracy of 66.59%±6.4%
on dataset one of the NinaPro database, which was higher than the average
result (62.06%±6.07%) by the classical classification methods. Park et al. [11]
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proposed a EMG signal decoding approach for motion intent prediction us-
ing deep feature learning method. It enhanced system robustness, receiving
the inter-subject classification accuracy over 90%. Geng et al. [12] applied a
deep CNN to high-density EMG (128 channels) based gesture recognition, and
achieved an accuracy of 89.3% with only one single frame as input and 99.0%
with over 40 frames as input.

In these works, they all use deep learning methods in the myoelectric, but
under different experimental setup, such as different data sets (even for the
same one, for NinaPro dataset, different parts are chosen), different sizes of
network input, different standards for training and testing. In this paper, we
focus on analyzing the performance of EMG feature extracted by CNN. Tradi-
tionally, the entire CNN is designed as a classifier, in which a fully connected
layer is applied at the end to generate the class label by using a softmax
function. This end-to-end CNN model is used to solve a global optimization
problem. In this paper, CNN is constructed for sEMG features extraction only,
while traditional classifiers are further applied to classify hand gestures. Relat-
ed works from Niu et al. and Bluche et al. have demonstrated the advantage
of combining CNN with traditional method in hand-written recognition [13,
14].

The rest of the paper is organised as follows: Section 2 presents the mate-
rials for experimental setup, data collection protocol, and the designed CNN.
Section 3 demonstrates the experimental results with further discussion in
Section 4. Section 5 concludes the paper.

2 MATERIAL AND METHODS

2.1 Subjects

The experiment is carried out in accordance with the Declaration of Helsin-
ki. Eight subjects (7 males, 1 female, age: 25±5, height: 175±10cm, weight:
65±10kg) volunteered in the experiment. They are all right-handed and have
no previous history of neuropathies or traumas to the upper limbs. Besides,
the acquisition of sEMG data is under the relevant guidelines during the entire
experiment.

2.2 Apparatus

A multi-channel EMG acquisition system (Elonxi Ltd, UK) designed by our
research group is used to record sEMG signals. It mainly includes an EMG
acquisition device and an electrode cuff. As demonstrated in Fig. 1, a cus-
tomised sEMG electrode cuff is fitted with 18 electrodes in Zig configuration
[15]. Each electrode is about 12mm diameters. Besides, the vertical and hor-
izontal distances between two electrodes are 25mm and 30mm, respectively.
Sixteen channels are recorded synchronously. Besides, one reference electrode
is marked as 17 and one bias electrode is marked as 18 in Fig. 1.
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Fig. 1: The electrode cuff for sEMG signal recording. Sixteen monopolar chan-
nels record the differential voltage between electrodes 1-16 and electrode 17.
Electrode 18 provides the bias voltage to eliminate DC offset.

The sEMG signals are sampled at 1kHz sampling frequency. Two Sallen-
Key filters are utilized to make up a band pass filter, which contributes to
remove low frequency motion artefact as well as the high frequecy white noise
out of the band of sEMG signal (20-500Hz). The entire device is powered by a
3.3V rechargeable lithium battery. It can somewhat reduce the influence of the
50 Hz powerline noise from the cable, but it is not able to remove the noise
caused by capacitive coupling. Therefore, we use a notch filter with center
frequency at 50Hz to suppress power line noise that is permeated into sEMG
signals through capacitive coupling. The noise of sEMG data in each channel
is less than 1µV. sEMG data obtained by the acquisition module is packaged
and transmitted to the computer through two Bluetooth modules. A software
is designed to display and record multi-channel sEMG data. Besides, off-line
analysis is provided for quick screening of the recorded data.

2.3 Acquisition Protocol

Before the experiment, every subject is familiar with the entire experimen-
tal procedure. They wear the electrode cuff and practice the intended hand
gestures. The selection of hand gestures in this experiment is based on the
NinaPro database [16] and the CSL-HDEMG database [17]. Two groups of
gestures are involved. The first group: (1) hand close (hc), (2) hand open (ho),
(3) wrist radial deviation (wrd), (4) wrist extension (we) and (5) wrist flexion
(wf), as shown in Fig. 2 (a). The second group includes five finger-related hand
gestures: (1) tip pinch, (2) flexion of ring and little finger, thumb flexed over
ring and little finger, (3) flexion of middle, (4) ring and little finger, middle
and ring flexion, and (5) thump up, as shown in Fig. 2 (b).

During data collection, each subject wears the electrode cuff on the left
forearm and sits comfortably on the chair, as depicted in Fig. 3. The gestures
are performed in sequence, and each gesture maintains for at least 12s. In order
to avoid muscle fatigue, subjects are asked to rest for at least 10s between
two gestures. The first session is implemented to collect sEMG signals while
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(a)

(b)

Fig. 2: Two groups of gestures are used in this experiment. (a) The first five
gestures. (b) The second group includes five finger-related hand gestures.

performing ten hand gestures within a short period. Large body movements
are not required during this period. Half an hour later, the second session is
held in the same way. During the period of half an hour, subjects can move
around the office to have a rest. The third session is conducted by the same
method after half an hour later of the succeeding session. After a three-day
interval, another three sessions are conducted. It is worth pointing out that no
predefined contraction force or elbow angle are applied in the experiment to
mimic the real application of a sEMG-based human machine interface (HMI),
although it is well known that muscular contract force and arm position can
influence the robustness of pattern recognition system [18].

Fig. 3: The scenes for sEMG data recording, in which the electrode sleeve was
worn on the left forearm.
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2.4 Data Preprocessing

In order to exclude the transient state between two gestures and avoid diverse
response times, only the latter 10s signals (each gesture remains for about 12s)
are labeled for classification. Consequently, ten seconds steady sEMG signals
containing 10000 frames are extracted for further analysis.

The whole database (Elonxi DB) is published in the link1, and it is organ-
ised in mat format with the architecture as described in Table 1. Besides, there
are two formats for these files: aaa-ccc.mat and aaa-bbb-ccc.mat. They indicate
the raw and preprocessed signals, respectively, where aaa is the subject ID, bbb
is the gesture ID, and ccc is the session ID. For example, 001-002.mat contains
the raw sEMG data captured from subject 1 in the second session, and 003-
004-005.mat contains the steady-state sEMG data of gesture 4, captured from
subject 3 in the fifth session. In addition, although intra-session test (same
subject, same data distribution) is out of the scope of the present study, a
basic test is carried out by SVM, LDA[19] and KNN under traditional EMG
feature set (modied mean absolute value (MAV), waveform length (WL) and
zero crossing (ZC)), and receives the accuracy at 98.51%, 99.12% and 99.64%,
respectively.

Table 1: The format of EMG database.

aaa-ccc.mat

Name Type Description

subject scalar The subject ID

group scalar Gesture group ID

data 110000×16 matrix Raw sEMG signals of five gestures

aaa-bbb-ccc.mat

Name Type Description

subject scalar The subject ID

gesture scalar The gesture ID

trial scalar The trail ID

data 10000×16 matrix sEMG data for one gesture

2.5 Convolutional Neural Network

Convolutional Neural Network has become one of the research hotspots in var-
ious scientific fields, especially in the field of pattern classification. It is capable
of processing original signal without the input of human-crafted features. In
the current study, CNN is employed to extract the EMG characteristics from

1 https://github.com/taowucheng1026/CNN-LDA-SVM-KNN-for-EMG
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raw EMG signals. In general, the basic CNN structure mainly consists of t-
wo layers. One is the feature extraction layer. It extracts the local feature,
and each input neuron is connected to the local accepted field of the previ-
ous layer. Once the features are extracted, the positional relationship with
other features is also determined. The second is the feature mapping layer.
Each computing layer of the network consists of several feature maps, and
each feature is mapped to a plane, in which all neurons have equal weights
(it greatly reduces the parameter training and the risk of overfitting). In the
feature mapping structure, the sigmoid function is generally used as the ac-
tivation function of convolution network, which makes the feature mapping
have a good advantage: shifting invariance. In general, each feature extraction
layer in CNN is closely followed by a computational layer (feature mapping)
for local average and secondary extraction. This structure makes the network
have high distortion tolerance to input samples in pattern recognition.

A CNN framework is designed for the extraction of CNNFeat in this paper.
A total of 300 continuous frames are used as the network input, and each
frame refers to an one-dimensional array (1×16). In other words, CNN input
is a 300×16 matrix. The number 16 indicates 16 channels of sEMG signal and
300 indicates 300 frames. This study takes 300 frames as the input because
of the following two reasons. On the one hand, if the number of frames is too
small, it may be unable to express the content in a short period of time. On
the other hand, it corresponds to the traditional feature extraction method,
which makes the comparison more convincing (in the traditional method, a
sliding window with 300ms length is applied), as shown in Fig. 4.

CNN

traditional feature 

extraction method

sEMG signal

(300*16)

sEMG signal

(300*16)

CNNFeat

(1*16)

traditional feature: ZC et al.

(1*16)

dimensionality

reduction
AR4 feature et al.

(1*64)

Fig. 4: The feature extraction procedure by CNN and traditional methods.

The entire network contains 11 layers, as shown in Fig. 5. The first two
layers are convolutional layers, and 64 convolution kernels are applied for each
layer. To choose proper kernel size, several combinations are tested. As illus-
trated in Fig. 6, the results indicate that the combination of 5×5 and 3×3 can
achieve better results in two scenarios. Therefore, two kernels with the size of
5×5 and 3×3, and the stride of 1 and the padding of 1 are taken in the first
two convolutional layers. Closely following, two local connection layers with 64
non-overlapping convolution kernels (1×1) are used. These layers can provide
wealth of nonlinear capabilities. The next six hidden layers are fully connected
and consists of 512, 256, 128, 64, 32 and 16 units, respectively. The network
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ends with a softmax function and a 5-way output layer. In order to keep the
same dimension for CNNFeat and traditional features, the output of the last
fully connected layer is used as the CNNFeat for evaluation. Besides, Dropout
with a probability of 0.5 [20] is applied after the third and fourth connection
layers, and the first full connection layer to prevent the model from overfitting.
In addition, batch normalization [21] and ReLU non-linearity [22] operations
are also added in the input layer and behind each hidden layer.

Feature extraction Classification 

0
1
2
3
4

SVM

LDA

KNN

.

.

.

.

.

.

.

Convolution

5×5

Convolution
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1×1

Convolution

1×1 Fully connected

Input 

300×16
Feature map 

150×8

Feature map 

75×4

Feature map 

75×4

Feature map 

75×4
Hidden Units

512

Output 

5

Hidden Units

16…
Traditional 

methods

Fig. 5: The architecture of the convolutional neural network, and its modified
version via replacing the last layer by traditional classification algorithms.
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Fig. 6: The effect of different convolution kernel size on gesture recognition.

The last layer of the current trainable classifier is a fully connected layer
with a softmax function, which is the probability estimation for the input raw
sEMG signal. It is hard to interpret the features extracted by each inter-layer
from a human’s point of view, but it is practically possible to extract these
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features as the input for other non neural network based classifiers. Therefore,
we use SVM, LDA and KNN classifiers to take the place of the last fully
connected layer to obtain a better classification effect. As shown in Fig. 5,
the original sEMG image is sent to the input layer. After four convolution
operations, we get a lot of local features. Then, after marking the second-to-
last layer, sixteen units are obtained by passing through the six fully connected
layers, and the result is sent to the output layer. The neural network is trained
until the system is convergent, and then the previously marked 16 features are
extracted and sent to three classifiers. Once the classifiers have been trained
well, identification task will be performed on the testing set. It will make new
decisions with these automatically learned features.

This work implemented the deep learning framework based on Tensorflow
[23]. It is an open source framework with good flexibility and scalability, which
supports distributed computing of heterogeneous devices. In the training pro-
cedure, stochastic gradient descent (SGD) method is applied [24]. The batch
size is set to 100 with the 40000 epoch (if the network has converged before
this value, it can stop ahead of schedule). In addition, for the multi-class SVM
classifier, the penalty coefficient c is set to 0.9 (this value is verified by the
experiment).

2.6 CNNFeat Evaluation and Qualitative Analysis

To compare with CNN-based feature extraction, 25 traditional features are
tested in this work, including TD features, FD features and parametric model
analysis based features. All of these features have been used in the analysis
of sEMG signals. Considering the proper comparison with CNNFeat obtained
from each 300×16 input, a sliding window with 300ms length and 50ms incre-
ment is applied to calculate the sEMG features.

In order to demonstrate the impact of CNNFeat for our dataset, we show
how to separate these clusters from the original high-dimensional space. The
safety index is chosen to measure the separateness between two clusters, which
is defined as

dij =
max{σi}
∥

∥Ci − Cj

∥

∥

(1)

where Ci and Cj denote two clusters, and σi is the standard deviation of
Ci. Therefore, dij is a ratio of the maximal standard deviation of cluster Ci

and the Euclidean distance between two clusters. And obviously, a small value
of dij indicates that most elements in cluster Ci are far away from cluster Cj .

Besides, repeatability index (RI) is also considered to measure the repeata-
bility of model among different trials. The RI is calculated as one-half the
average Mahalanobis distance [25] between the feature vector centroid for a
training (µTrj

) and testing (µTeij
) trial. It can be obtained from

RI =
1

M

M
∑

j=1

(

1

N

N
∑

i=1

1

2

√

(

µTrj
− µTeij

)T

C
−1

Trj

(

µTrj
− µTeij

)

)

(2)
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where N denotes testing trial, M denotes class, CTrj
is the covariance of

the training data for class j.
This work carries out four types of evaluation strategy to demonstrate the

advantages of CNNFest, as listed below. Moreover, NinaPro database is also
taken to verify the effectiveness of our method.

– Inter-subject evaluation refers to testing a classifier by a single subject’s
data, and the remaining (seven subjects’ data) as the training set [17].
Depending on the data of each subject, eight groups of experiments are
conducted. Averaged hand gesture classification accuracy is provided for
comparison, where 26 types of single sEMG feature, including CNNFeat,
are evaluated.

– Inter-session evaluation refers to using the data of the previous three ses-
sions for training and the data that collected three days later for testing.
Although the training and testing data are collected from the same subjec-
t, it can exist an enormous difference due to electrode shift, etc. Averaged
hand gesture classification accuracy across eight subjects is provided for
comparison, where 26 sEMG features are evaluated.

– Feature combination evaluation refers to evaluating the combinations of
traditional features (including feature combinations) with CNNFeat in
inter-session scenario, and only the first group of gestures is considered
in this test. The best traditional features are selected according to the
achieved classification accuracy in the mentioned inter-session and inter-
subject evaluation.

– Evaluation of training dataset for CNNFeat extraction refers to choosing
one subject’s data as testing set, and enlarging the training set from the
remaining one subject to seven subjects steadily. It is designed to check if
the performance of CNNFeat can be further enhanced with more sEMG
data.

3 Results

3.1 Inter-subject evaluation

The experimental results demonstrate that the CNNFeat outperforms 25 tradi-
tional features in inter-subject hand gesture recognition, as listed in Table 2. It
obtains an accuracy of 65.8%±5.6% and 38.1%±10.3% by using CNN for basic
and finger gesture classifications. In addition, for classifying five basic gestures,
SVM, LDA and KNN achieve the accuracy of 68.7%±4.7%, 67.4%±5.6%,
68.5%±4.1%, respectively. These accuracy results are 5.3%, 11.3% and 10.2%
higher than the second successful traditional features. They are also 2.9%,
1.6% and 2.7% higher than the accuracy of CNN for classification. While
for five finger gestures, three classifiers obtain the accuracy of 40.3%±10.3%,
39.9%±10.1%, 41.0%±9.9%, respectively, which are 1.3%, 9.2% and 0.1% high-
er than the second successful traditional features. Similarly, they are 2.2%,
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1.8% and 1.9% higher than the result of CNN. Besides, it is also found that
CNNFeat is less sensitive to the use of classifiers. The maximum deviation of
the accuracy among different classifiers is less than 2%, for both basic and
finger gesture classifications.

The best three features in each test are highlighted in Table 2, which will
be further evaluated in feature combination evaluation. In total, six traditional
features are selected: AAC, LOG, WL, AR4, DASDV and MNP.

3.2 Inter-session evaluation

As shown in Table 3, similar to the result of inter-subject test, the classification
effect of CNNFeat is better than most of the traditional features, although it is
not always the best. For example, in the classification of the first group of ges-
tures, SVM classifier with AR4 feature achieves the accuracy of 74.4%±10.8%,
which is 0.6% higher than the result of CNNFeat. However, it still belongs to
the best three features in each test. Besides, it is also noted that CNNFeat
can provide more stable accuracies across different classifiers. The maximum
accuracy deviation is less than 2.1%. In contrast, the accuracy of AR4 reaches
to 74.4% for SVM, but it falls to 62.2% for KNN. Moreover, six selected fea-
tures (AAC, LOG, WL, AR4, DASDV and MNP) obtained in inter-subject
evaluation can still attain satisfactory results.

hc 0.000 0.241 0.385 0.303 0.247 

ho 0.152 0.000 0.169 0.150 0.154 

wrd 0.371 0.258 0.000 0.230 0.384 

we 0.197 0.155 0.155 0.000 0.193 

wf 0.254 0.250 0.409 0.305 0.000 

hc ho wrd we wf 

Fig. 7: The safety matrix of CNNFeat which is calculated from data of subject
1. dij is the ratio of the maximal standard deviation of cluster Ci and the
Euclidean distance between the two clusters.

In addition, each pair of clusters (the first five gestures, as shown in Fig.
2 (a)) that used CNNFeat is computed, and a safety matrix D = {dij} is
obtained, as illustrated in Fig. 7. The results indicate that the highest value
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Table 2: A comparison of 25 traditional sEMG features with CNN-based fea-
ture in inter-subject evaluation.

Feature1 Basic gestures Finger gestures

SVM LDA KNN SVM LDA KNN

MAV 59.8±8.8 52.3±6.9 48.3±6.0 34.9±10.6 28.6±7.4 40.8±9.0

ZC 54.7±13.3 46.5±14.5 34.8±6.5 24.8±3.5 25.0±4.9 24.4±3.9

SSC 55.6±11.2 45.9±10.1 32.8±5.9 25.3±4.1 24.6±5.5 24.3±4.7

AAC 57.1±7.0 55.3±3.3 51.4±4.1 38.1±13.2 30.7±11.6 41.0±7.1

IAV 57.3±6.1 52.3±6.9 48.2±6.0 35.5±10.9 28.6±7.4 40.7±9.0

IEMG 57.2±6.4 52.3±6.9 48.2±6.0 34.6±10.1 28.6±7.4 40.7±9.0

LOG 58.3±6.9 51.7±7.6 49.7±5.7 36.2±11.6 30.6±6.4 39.8±7.5

RMS 55.3±5.1 52.1±6.5 49.1±7.2 34.1±9.4 28.2±8.0 40.7±9.1

RPcoes 53.7±3.7 50.9±4.4 50.5±5.5 32.4±8.8 29.8±6.3 33.6±9.7

TM3 27.1±2.9 40.9±6.3 40.5±8.6 28.1±5.0 22.1±6.6 30.1±6.0

VAR 56.0±4.0 52.3±6.9 48.2±6.0 35.5±8.1 28.6±7.4 40.7±9.0

WL 63.4±7.7 55.7±5.2 58.4±6.4 39.0±13.6 30.2±12.3 40.0±8.4

AR4 53.9±13.9 55.9±11.6 34.4±3.7 25.7±3.2 26.0±4.2 23.5±2.2

DASDV 60.7±8.4 56.1±4.3 52.3±3.4 35.0±9.9 30.4±11.7 40.8±7.1

MYOP 37.8±6.9 37.9±7.6 34.9±1.9 31.3±1.4 32.3±4.4 32.3±3.2

SSI 43.6±10.0 50.4±6.2 42.3±10.4 29.8±5.2 24.1±9.9 40.5±8.2

V order 57.9±5.6 51.9±6.4 49.6±8.2 37.7±9.5 27.4±8.5 40.6±9.4

WAMP 55.8±2.7 54.5±3.6 50.2±6.1 29.7±6.5 28.1±8.6 35.3±9.8

SampEn 53.2±4.0 50.0±2.8 49.0±6.8 26.9±2.9 26.5±2.3 27.5±3.5

MNF 27.4±1.5 27.5±2.6 26.4±1.7 21.2±0.5 20.6±1.1 21.7±1.1

MDF 57.0±4.3 54.6±4.6 49.6±6.6 36.2±8.6 30.0±7.9 38.7±10.7

PKF 55.1±2.5 47.9±7.7 47.9±4.9 34.2±4.8 26.5±9.6 35.4±9.1

MNP 58.9±3.5 54.6±4.6 49.6±6.5 38.6±9.8 30.0±7.9 38.7±10.7

TTP 58.5±4.5 54.6±4.6 49.6±6.5 38.3±9.1 30.0±8.0 38.5±10.4

FR 23.3±1.9 27.3±2.9 21.1±0.4 22.2±1.6 22.3±1.7 20.3±0.4

CNNFeat 68.7±4.7 67.4±5.6 68.6±4.1 40.3±10.3 39.9±10.1 41.1±9.9

Abbreviations: Modified mean absolute value(MAV), Zero crossing(ZC), Slope sign
change(SSC), Average amplitude change(AAC), Integral absolute value(IAV), Inte-
grated EMG(IEMG), Log detector(LOG), Root mean square(RMS), Absolute tem-
poral moment(TM3), Variance(VAR), Waveform length(WL), Auto-regressive coeffi-
cients(AR4), Difference absolute standard deviation value(DASDV), Myopulse per-
centage rate(MYOP), Simple square integral(SSI), Willison amplitude(WAMP), Sam-
ple entropy(SampEn), Mean frequency(MNF), Median frequency(MDF), Peak frequen-
cy(PKF), Mean power(MNP), Total power(TTP), Frequency ratio(FR), Convolutional
neural network(CNN).
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Table 3: A comparison of 25 traditional sEMG features with CNN-based fea-
ture in inter-session evaluation.

Feature Basic gestures Finger gestures

SVM LDA KNN SVM LDA KNN

MAV 66.6±7.6 62.1±13.9 65.2±8.5 35.7±7.4 45.3±8.9 35.2±7.2

ZC 66.7±9.9 67.0±7.0 51.6±5.9 31.5±5.4 39.7±9.8 34.3±8.7

SSC 65.6±8.2 69.6±4.4 50.4±9.2 36.4±4.2 46.6±1.4 36.3±5.8

AAC 68.0±8.7 65.9±8.6 68.3±5.8 41.2±9.0 37.5±2.9 47.9±8.8

IAV 47.9±5.4 41.7±5.3 45.2±10.9 22.4±3.6 21.0±8.4 22.2±9.1

IEMG 66.8±7.9 62.1±10.9 65.2±8.5 36.6±4.8 45.3±8.8 35.2±7.7

LOG 65.4±7.8 64.2±8.9 64.2±8.8 41.6±8.9 50.0±6.2 42.1±6.4

RMS 67.5±5.3 66.6±9.9 65.5±7.8 46.2±3.0 46.6±6.6 28.0±3.3

RPcoes 67.5±8.0 61.0±12.8 59.9±7.5 37.1±9.7 39.0±8.4 32.6±4.5

TM3 57.3±7.8 53.2±5.9 58.3±6.9 35.9±5.3 34.2±6.8 32.8±9.5

VAR 68.7±8.8 62.0±8.0 65.2±8.5 34.7±5.9 45.3±6.3 35.2±4.8

WL 65.7±3.1 72.2±4.0 71.8±6.1 40.1±3.9 33.6±9.9 43.0±5.1

AR4 74.4±10.8 74.1±2.1 62.2±8.2 48.4±7.8 48.8±10.7 38.8±2.3

DASDV 71.0±3.2 69.1±5.8 68.9±8.9 42.5±1.4 29.1±8.0 47.2±12.3

MYOP 47.0±2.4 40.7±10.7 34.2±8.6 37.1±3.9 35.0±7.2 30.7±7.2

SSI 46.1±6.1 68.8±8.5 64.2±9.7 35.2±9.8 33.7±6.9 23.4±6.7

V order 67.1±5.1 69.0±8.4 65.6±7.2 43.6±0.9 46.3±5.0 27.8±10.3

WAMP 57.0±4.6 56.4±7.5 56.1±6.3 39.2±3.4 38.5±5.1 39.4±9.2

SampEn 56.6±7.7 51.8±7.1 44.4±7.2 40.0±6.8 41.3±10.7 39.2±3.1

MNF 30.5±2.8 30.4±3.5 30.3±3.8 22.2±8.0 21.0±8.0 23.1±8.6

MDF 70.1±6.0 69.5±12.0 55.0±12.3 34.0±6.0 35.6±10.3 35.0±10.3

PKF 65.9±10.9 63.6±7.7 59.7±6.3 47.3±8.6 46.9±6.7 37.8±7.0

MNP 69.0±5.2 65.8±9.9 66.9±7.5 47.7±1.9 35.5±8.9 33.9±6.1

TTP 68.9±5.2 65.8±9.9 66.9±7.5 47.6±6.4 35.4±9.1 33.9±4.6

FR 20.8±0.4 32.3±3.1 22.9±1.1 20.4±3.8 25.1±4.7 22.5±9.5

CNNFeat 73.8±8.2 72.9±6.8 74.1±5.7 49.9±3.9 47.8±4.2 48.5±4.8

in the matrix is 0.409 (wf and wrd), which is lower than the same result of
features: ACC (2.144), WL (2.217), LOG (2.047), AR (3.570), DASDV (2.105)
and MNF (2.330) (for the same operation, we calculate the distance between
each cluster of these six features, and finally extract the maximum value).
Thus, the EMG data are extremely well separated in the input space and can
be effectively classified with CNNFeat. Besides, according to the formula (2),
the RI of CNNFeat is calculated: 0.359, which is higher than the results of
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ACC (0.112), WL (0.011), DASDV (0.080) and MNF (0.019), but it is lower
than the results of LOG (0.464) and AR (0.900) features.

3.3 Feature Combination Evaluation

Six traditional features (AAC, LOG, WL, AR4, DASDV and MNP) selected in
the previous experiment generally perform better than the rest of the features.
In this paper, we combine these features with CNNFeat to check whether
additional CNNFeat could enhance hand gesture classification accuracy.

Table 4 shows the experimental results of inter-session test across eight
subjects for the classification of the first group of gestures. The results indi-
cate that merging CNNFeat with every single traditional feature can further
improve the classification accuracy. In addition, this study combines AR4,
WL, DASDV features and then reduces the dimension to 16 by PCA for ad-
ditinal comparison with CNNFeat. The results indicate that CNNFeat still
has a similar effect (it can be a decent complement to traditional combination
features). In detail, when combining traditional feature with CNNFeat, the
average accuracy shows 4.35%, 3.62% and 4.7% improvement for SVM, LDA,
KNN, respectively.

Table 4: Improved gesture recognition accuracy by combining traditional fea-
ture with CNN-based feature.

Feature SVM LDA KNN

ACC RE(+CNN) ACC RE(+CNN) ACC RE(+CNN)

AAC 68.02 74.54 65.90 73.69 68.32 68.71

LOG 65.38 74.71 64.19 73.66 64.16 74.99

WL 65.74 77.81 72.23 74.09 71.75 71.84

AR4 74.42 74.95 74.10 74.24 62.23 75.44

DASDV 71.03 74.72 69.11 73.70 68.91 69.50

MNP 68.96 69.04 65.80 73.38 66.91 66.93

AR4+WL 71.64 73.27 74.01 74.55 64.25 74.55

AR4+DASDV 72.80 74.55 72.68 73.19 65.44 71.21

DASDV+WL 72.03 75.26 72.95 74.88 71.34 72.06

AR4+WL+DASDV 71.14 75.31 72.08 73.95 69.76 74.89

AVERAGE 70.07 74.42 70.31 73.93 67.31 72.01

To demonstrate the sEMG samples in different feature space, the extract-
ed 16-dimensional features (from the above-mentioned six traditional features
and CNNFeat) are dimensionally reduced to three through principal compo-
nent analysis (PCA). Among them, the contribution rate of AR4 is 62.42%,
which is lower than the predetermined value 85% (general setting, this value
depends on the tolerance of the original information). In other words, this
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three-dimensional feature can not represent the original feature information
effectively (it requires more dimensions). Therefore, for the sake of conve-
nience, three-dimensional visualization operation is not conducted on the AR
feature. The contribution rate of other five traditional features and CNNFeat
are 91.64%, 88.75%, 92.00%, 91.27%, 90.67% and 88.27%, respectively. Fig.8
demonstrates the samples of different classes in six feature spaces mentioned
above. It can be noted that cluster overlapping happens more frequently in
traditional feature space than in the CNN-based feature space. In other words,
CNNFeat can separate each class better, which is reflected in both aspects of
inter-class distance and intra-class similarity.

3.4 Evaluation of Training Dataset for CNNFeat Extraction

As illustrated in Fig. 9, the accuracy of CNNFeat and three classic classifiers is
higher than the result of CNN in both basic gesture and finger gesture classifi-
cation. Besides, classification accuracy rises steadily along with the increasing
size of training dataset. Among them, the polylines in Fig. 9 (a) represent the
recognition rates of the first group of gestures, while the lines in Fig. 9 (b) indi-
cate the recognition results of five finger gestures. In this figure, the horizontal
axis represents the amount and source of data employed in the experiment.
Number denotes the label of subjects’ data. For example, the abscissa of the
starting point of the polyline is 1, which indicates that only the data of sub-
ject 1 is used. Similarly, the abscissa of the last point of the polyline means
that all EMG data except the data of subject 5 are utilized. Although there
is a certain gap in the averaged classification accuracy between two groups of
gestures (the recognition of the first group of gestures is obviously more accu-
rate than the finger gestures), both curves show an obvious upward tendency.
However, there exists an exception in the experiment. For example, when the
training set increases the data of the sixth subject, the recognition accuracy
of the corresponding basic gestures have a descending phenomenon. Similarly,
for five finger gestures, there is a decline in accuracy when the training set
appends the data of the third subject. It seems the obvious data distribution
difference between the newly added sEMG data and the testing set results in
failing to model the testing data from the training data. In general, with the
increasing amount of data, the extracted CNNFeat can be more representative
to achieve higher classification accuracy.

The same experimental operation is performed on the traditional features,
and the results show that the change of the training data has no significant ef-
fect on the classification results. In addition, for the mixed features mentioned
in Section 3.3 (traditional features plus CNNFeat), when the amount of train-
ing data is small, the traditional feature plays a major role, and the recognition
result is similar to the result by using this traditional feature alone. As the
volume of data increases, the CNNFeat is able to learn more EMG patterns,
therefore, the classification result tends to be similar to the result of the mixed
features in Table 4.
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Fig. 8: The first three PCA components in six feature spaces.

3.5 Evaluation of Comparative Experiments

This study further takes DB1 of the NinaPor database to evaluate the proposed
method. The DB1 database is collected from 27 intacted subjects, including
20 males and 7 females, aging from 22 to 44 with different height and weight.
In order to compare with our own dataset, we select the same five actions as
the gestures of our first group. The sampling frequency of this device is 100Hz.
In order to make the input sEMG signal still represent 300ms information, the
size of the network input is set to 30×10. The experimental results demonstrate
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Fig. 9: The classification accuracy with different scale of training set.

that SVM, LDA and KNN achieve the accuracy of 46.73%, 46.78% and 46.04%
in inter-subject test, respectively. These accuracy are 1.17%, 1.22% and 0.48%
higher than the result by using a softmax function (45.56%). In inter-session
test, sEMG data is divided into training and testing sets with the ratio of 2:1.
And the accuracy of three classifiers are 84.12%, 83.57%, 84.01%, respectively.
Similar to the result in inter-subject test, the accuracy are 1.63%, 1.1%, 1.52%
higher than the result of the basic network (82.49%).

We also compare our method with other deep learning methods. The results
are shown in Table 5. For NinaPro DB1, the network structure proposed by
Park et al. [11], Manfredo et al. [10] and Geng et al. [12] can obtain the
accuracy of 60% (only 6 hand movements, non-adapation), 66.59%±6.4% (52
gestures), and 67.4% (52 gestures, input signal over 40 frames, vote to select
result), respectively. Our method achieves the average accuracy of 66.9% (52
gestures, vote to select result). Similarly, for our own EMG dataset, the first
three methods can obtain the accuracy of 62.02%, 65.72% and 67.25% for
basic gestures in the inter-subject scenario, respectively (follow our input and
output specifications). In this case, the average result of our method is 68.23%.

Table 5: The experimental results compared with related network algorithms

Database Park et al. Manfredo et al. Geng et al. Ours

NinaPro DB1 60% 66.59% 67.4% 66.9%

Elonxi DB 62.02% 65.72% 67.25% 68.23%

Besides, we also consider the computational performance of the network.
When the model training is completed (about several hours), the time to
extract CNNfeat from single EMG image (300*16) is calculated. The result is
about 1.1ms, which fully meets the real-time requirements from the point of
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view of computational performance. Therefore, the network proposed in this
paper is effective for myoelectric applications.

4 Discussion

4.1 Classifiers

As reflected in both inter-subject and inter-session scenarios, the use of tra-
ditional methods instead of the last fully connected layer in the network can
improve the accuracy by more than 1.5%. This may be benefited from the fact
that the final classifier enhances the generalization ability of the whole system.

The convolutional neural network is essentially an input-to-output map-
ping technology. Each parameter is trained by back-propagation algorithm
[26], with an intention to continuously reduce the error of the training set. Be-
sides, CNN is designed as a classifier, in which a fully connected layer is applied
at the end to generate the class label by using a softmax function. In contrast,
when traditional classifiers are used for recognition, the situation is different.
For example, SVM (based on the statistical theory of Vapnik-Chervonenkis
Dimension (VC dimension) theory [27] and structural risk minimization [28]
theory) attempts to get such a hyperplane that separates two categories and
maximize their classification interval. Therefore, when we use SVM with BRF
kernel function instead of the output layer in the network, it may exert the
generalization capability of SVM to improve the classification effect. From this
point of view, the method proposed in this paper is a two-step optimization
process. CNN is used to extract features, while traditional classifiers are used
for gesture recognition.

4.2 CNN features

CNNFeat is proposed in this paper to achieve better hand motion recognition
accuracy for both inter-subject and inter-session scenarios. CNNFeat outper-
forms all traditional features in inter-subject evaluation, and outperforms most
traditional features except AR4 in some cases in inter-session evaluation. It
is worth noting that CNN is trained by much more data in inter-subject e-
valuation than that in inter-session evaluation, which may become one reason
why CNNFeat performs better in inter-subject test. It can be partly proved in
the evaluation of training dataset for CNNFeat extraction, in which the CN-
Nfeat can perform increasingly better with more data for training. Besides, it
may also imply that CNNFeat could function better in complex classification
situation (i.e. inter-subject hand gesture classification).

It is also found that CNNFeat can be a decent complement to traditional
sEMG features, reflected by the experimental results in Table 4. Integrating
CNNFeat improves the accuracy by more than 3% for all tested classifiers.
As visualised in Fig. 8, the CNNFeat space can map the raw sEMG signals



Surface Electromyography Feature Extraction Via Convolutional Neural Network 19

into a separable state than the other features. In comparison with traditional
features that are obtained through well-designed feature extractors based on
statistical theory and extracted statistical values from time-series signals or
spectrum information, CNNFeat requires the training data set to learn the
mapping rule from the raw sEMG signals to the feature. Therefore, CNN-
Feats can be invariant to electrode shift and sudden noise, such as waveform
spikes. Moreover, CNN takes the relation between channels into account dur-
ing feature extraction, while traditional sEMG feature extraction methods do
not.

5 Conclusion

A sEMG database is constructed in this work to evaluate the performance
of CNN-based sEMG feature. A 16-channel EMG acquisition device is used
to collect the data from eight volunteers while performing ten hand gestures.
Four evaluation methods are designed to compare 25 traditional EMG features
with CNNFeat for hand gesture recognition by three classic classifiers (SVM,
LDA and KNN). The experimental results show that CNNFeat outperform-
s all the tested traditional features in inter-subject test, and is listed as the
best three features in inter-session test. Besides, with the increasing amount of
training data, the high-dimensional features extracted by the trained network
are more representative and achieve better classification results. We also find
that combining CNNFeat with traditional features (including feature combi-
nations) can further improve the recognition rate. Finally, we test our method
on NinaPro DB1. The results show that using CNNfeat and three traditional
classifiers can still improve the recognition rate of gestures in different sce-
narios. In summary, this work preliminarily demonstrates that CNN can be a
useful tool to extract sEMG feature for hand gesture recognition, and a well
trained CNN can transfer the raw sEMG into a low-dimensional sEMG feature
space with better inter-class distinguishability and intra-class similarity.
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