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T
he energy of high energy photoexci-
tation (“hot exciton”) in molecular
and semiconductor materials is rap-

idly lost in the interband relaxation due to
various mechanisms on femtosecond to
picosecond time scale.1 The most common
nonradiative dissipation channel driving
“electron cooling” is mediated by coupling
to molecular vibrations and lattice phonons
resulting in efficient conversion of an elec-
tronic energy into heat (so-called nona-
diabatic relaxation). Such phonon-assisted
energy relaxation is a key physical phenom-
enon and a limiting factor in many applica-
tions ranging from optoelectronics and
photovoltaics to medicine. In this respect,
colloidal semiconductor quantum dots
(QDs) can be considered as very promising
materials for the development of low cost
and high efficiency devices, including
lasing,2,3 fluorescent biotagging,4 quantum
computing,5 light-emitting diodes,6 and so-
lar cells.7 In QDs, quantization of the elec-
tronic energy levels near the band edge
induced by spatial confinement8 results in
a large energy splitting of electronic states
and discrete atomic-like electronic transi-
tions in contrast to continuous broad-band
spectra of bulk semiconductors. Here, con-
trolling and suppressing electron�phonon
relaxation mechanisms may put forth other
relaxation channels enabling several tech-
nological applications. For example, hot
electron injection and carrier multiplication
(CM) (or multiple exciton generation)9 pro-
cesses potentially allow for higher efficiency
of QD-based solar cells. During CM several
excitons are generated upon absorption of
a single photon, which has been observed
by femtosecond spectroscopy techniques
in CdSe,10 PbS and PbSe,11 Si,12 and InAs13

QDs. Importantly, recent studies of PbS14

and PbSe15 quantum dots demonstrated

collection of photocurrents with quantum
yields greater than one electron per photon,
thus confirming potential of CM for photo-
voltaic applications.15 Singlet fission, a pro-
cess similar to CM, was also shown to be
very efficient in a number of molecular
materials.16

In principle, in QDs with their well-sepa-
rated electronic energies,17 a large mis-
match between the electronic and vibra-
tional energy quanta promises a decrease in
the electron�phonon relaxation, known as
the phonon bottleneck.8,9 However, time-
resolved experiments have shown bulk-like
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ABSTRACT

Understanding the pathways of hot exciton relaxation in photoexcited semiconductor

nanocrystals, also called quantum dots (QDs), is of paramount importance in multiple energy,

electronics and biological applications. An important nonradiative relaxation channel

originates from the nonadiabatic (NA) coupling of electronic degrees of freedom to nuclear

vibrations, which in QDs depend on the confinement effects and complicated surface

chemistry. To elucidate the role of surface ligands in relaxation processes of nanocrystals,

we study the dynamics of the NA exciton relaxation in Cd33Se33 semiconductor quantum dots

passivated by either trimethylphosphine oxide or methylamine ligands using explicit time-

dependent modeling. The large extent of hybridization between electronic states of quantum

dot and ligand molecules is found to strongly facilitate exciton relaxation. Our computational

results for the ligand contributions to the exciton relaxation and electronic energy-loss in small

clusters are further extrapolated to larger quantum dots.

KEYWORDS: excitation relaxation . electron�phonon couplings .

phonon-bottleneck . surface effects . nanocrystals
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picosecond relaxation.18�21 Moreover, the relaxation
rates increase with decreasing QD size, even though
the electronic energy spacing becomes larger.22,23

Several origins of such fast energy relaxation in QDs
have been suggested: (i) the Auger process, when the
excited electron exchanges its energywith the coupled
hole, and the hole then relaxes fast through its denser
manifold of states24�26 and (ii) surface process, includ-
ing surface impurities, defects, and passivating ligands
leading to intermediate states with strong electron�
phonon couplings.18,21,23,27 When both types of
relaxation channels are suppressed, the energy relaxa-
tion time could be as long as 1 ns, revealing the
phonon bottleneck.28 This is achieved in QDs, where
the emitting central core (CdSe) is surrounded by
several shells of different thicknesses and composi-
tions (CdS, ZnS, or ZnSe).28 These shells protect the QD
core from a surface environment and decouple elec-
trons from holes, thus minimizing both relaxation
mechanisms.29,30

Such materials where the shells well isolate photo-
excitations, may not be suitable for applications, most
notably, for photovoltaics, where electronic couplings
between system components should be carefully en-
gineered to achieve desired energy/charge transport.
This frequently requires the use of a thin layer of
specific surface ligands.14,15Consequently understand-
ing and controlling mechanisms impacting relaxation
rates are needed to rationally design materials for
specific applications. Experimentally, only intraband
relaxation rates of relatively low-lying excited states
(near the QD's band gap) have been studied in
detail.22,23,28 However, the mechanisms of fast photo-
excited carrier relaxation in the region of higher ex-
citation energies (at three times of the band gap);
being extremely important for CMandother processes;
are still under debate. In experiment, it is very challen-
ging, if not impossible, to separate contributions of
ligands, surface defects, and Auger recombination to
the intraband relaxation.
Consequently, the current conclusion from the ex-

perimental data is of qualitative nature: ligands do
affect (enhance) relaxation of hot carriers in semicon-
ductor quantum dots. Reports19,23,27,31,32 have shown
that the hole relaxation even for low-lying states (i.e.,
near band edge) is dominated by the ligand-mediated
nonadiabatic channel. Here, the hot electron relaxation
(again near the band edge) was not strongly affected
by ligands, because the dominating channel was the
Auger-type relaxation, where an electron efficiently
transfers energy to the hole. In other experiments,
where this Auger channel was suppressed,27 the hot
electron relaxation was unambiguously demonstrated
to be affected by the presence of ligands. More quan-
titative and specific aspects of the ligand contribution
to the relaxation rates are required� in particular, why
does it happen, how does it happen, and at which

excitation energies do ligands affect the relaxation
processes. Theoretical simulations at the atomistic
level are expected to provide answers to those ques-
tions. However, despite a large body of work, a theore-
tical description of nonadiabatic relaxation channels
induced by surface and ligand's states is limited. The
challenge originates from uncertainty of the chemical
compositions and surface morphologies owning very
complicated chemistry of QD�ligand interfaces. Cur-
rent theoretical work mainly focuses on characteriza-
tion of QD structure33�38 and spectra39�48 with a few
efforts devoted to direct real-time dynamical sim-
ulations49,50 and models51 of experiments that probe
charge�phonon dynamics in QDs. On the other hand,
well-developed theories already exist for the Auger-
relaxation mechanism,24,52,53 as well as for impact
ionization rates in QDs54,55 to describe the CM process.
However, to obtain the efficiency of CM, accurately
calculated rates of impact ionization are universally
multiplied by some approximate constant (an average
intraband relaxation time) essentially annihilating all
the accuracy gained. As such, quantum-chemical cal-
culations providing energy-resolved relaxation rates in
QDs are needed. To cover the existing gap in theore-
tical descriptions of photoexcited dynamics in QDs, we
provide our investigations of pure nonadiabatic relaxa-
tionmechanisms and, specifically, of the role of surface
ligands in these processes.
Here, our direct modeling of nonadiabatic (NA)

intraband photoexcitation dynamics in the ligated
CdSe QD provides detailed theoretical description of
the electron�phonon relaxation channel at the ato-
mistic level. Using the time-dependent Kohn�Sham
(TDKS) approach,56 we study photoexcitation dy-
namics up to 1 ps in a Cd33Se33 cluster passivated by
commonly used ligands, phosphine oxides (OPMe3)
and primary amines (NH2Me), as well as the ligand-free
system. We show that ligands introduce a specific
manifold of high-energy hybridized electronic states,
where the electronic density spreads over the QD
surface and ligand atoms. Such states feature strong
electron�phonon couplings to both high frequency
vibrations of the ligand atoms and low-frequency sur-
face phonons, thus facilitating fast intraband electron�
hole (e�h) relaxation. Consequently, our simulations
reveal that at the excitation energies larger than
2.5 times of the QD's energy gap, hybridized orbitals
significantly impact the relaxation rates; that is, the
intraband photoexcitation relaxation occurs up to twice
as fast in ligated QDs as in the ligand-free (bare) cluster.
Calculated relaxation rates are further extrapolated to
different CdSe QD sizes.

RESULTS AND DISCUSSION

We start our modeling with constructing three
systems, Cd33Se33, Cd33Se33þ9OPMe3, and Cd33Se33þ
9NH2Me clusters (see Figure 1a). The ligands were
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attached to the most chemically active surface atoms
(all 2-coordinated Cd atoms on the cluster surface) as
described the previous studies.41 Recent experi-
ments57 have shown that such small “magic”-size
QDs with diameters smaller than ∼2 nm demonstrate
great stability, the controllable size and shape, and
reproducible optical properties, including a strong
blue-light emission. The Cd33Se33 “magic” structure
with diameter of 1.3 nm has been experimentally
shown to be very stable,58 while it is the smallest
cluster that supports a crystalline-like core.34,41 This
makes the Cd33Se33 cluster an excellent model for
quantum-chemical studies of electronic properties of
CdSe QDs. Even passivated with multiple ligands, the
system requires reasonable computational efforts for
atomistic modeling based on Density Functional The-
ory (DFT). Our three molecular systems have been
optimized and further equilibrated at 300 K providing
an input for NA dynamics calculations as described in
the section Computational Methodology. As shown in
Figure 1a, the obtained geometries at room tempera-
tures deviate from the initial bulk configuration,
although the rough bulk-like structure is recognizable.
Surface reconstruction is similar in both ligand-free
and passivated QDs: Significant surface reconstruction
occurs even in the presence of ligands passivating the

QD's surface. These results well correlate with X-ray
photoelectron spectroscopy measurements of CdSe59

and PbSe60QDs, revealing distinctmorphologies of the
inner (core) and outer (surface and surface-ligand) QD's
atoms. The surface reconstruction results in the satura-
tion of unsaturated valencies and removal of asso-
ciated localized surface states (self-healing).34 Con-
sequently, this opens the energy gap (here the gap
between the highest occupied (HOMO) and lowest
unoccupied (LUMO) Kohn�Sham molecular orbitals)
of CdSe clusters, which is well studied in the previous
DFT calculations.34,41

As expected, all considered clusters have pro-
nounced energy gaps of ∼1.6 to 1.8 eV (see Figure 2).
These values are underestimated, a typical feature of all
semilocal DFT functionals such as PW91 used in our
calculations. Correcting the functional with a small
portion of orbital exchange (e.g., B3LYP hybrid model),
leads to an increase of the energy gap in the same
structures (∼3 eV),41which agrees well with the lowest
absorption peak (∼3 eV) experimentally observed and
assigned to the Cd33Se33QD.

58,61 Except for the energy
gap, change of the DFT model insignificantly affects
the QD's electronic structure and the density of states
(DOS).41

Figure 2. The density of states (DOS) and its fragment
analysis providing portions of the MO density localized at
the QD (vertical gray sticks) and ligands (vertical cyan
sticks). The solid lines correspond to the DOS of the bare
Cd33Se33 (red lines in panels a and b), Cd33Se33þ9OPMe3
(black line in panel a) and Cd33Se33þ9NH2Me (black line in
panel b) clusters. Calculations are done using geometries
taken at 250 fs of the respective MD trajectories at room
temperature (solid lines) and optimal geometry of the bare
QD (dashed red line in panel a). The Fermi energy is chosen
to be in the middle of the HOMO�LUMO gap. The orbitals
near the band gap primarily have the QD-localized char-
acter, while apart from thebandgap, orbitals are hybridized
between QD and ligands.

Figure 1. (a) Structures of the bare and ligated Cd33Se33
clusters studied here. Shown snapshots are taken at 250 fs
of the respective MD trajectories at room temperature.
(b) Partial charge densities (Fn = |ψn(r)|

2) representing
typical KS states localized on ligands, on the QD, and
delocalized over the QD and ligands (hybridized state) of
the Cd33Se33þ9OPMe3 cluster. (c) The isosurfaces of the QD
(left) and ligand layer (right) defined by eqs 3 and 4 used to
calculate the fragment decomposition of the DOS in Figure 2.
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Figure 2 compares the DOS calculated using eq 1 for
the bare and ligated Cd33Se33 QDs at room tempera-
ture. The energy levels have been computed along a
1 ps molecular dynamics (MD) trajectory. For compar-
ison, Figure 2 shows the DOS of the ligand-free cluster
at the initial moment of MD and random snapshots of
both bare and ligated QDs at 250 fs. The time evolution
along the MD trajectory at 300 K for all systems results
in small fluctuations of the DOS while the overall
electronic structure is preserved. The DOS of the bare
and ligated clusters is roughly the same near the edge
of the energy gap. Inside the bands, however, the DOS
of the ligated clusters reveals a lot of additional states
resulting in more intense peaks due to passivation. To
understand the character of these additional states, we
further analyze the spatial distribution of themolecular
orbitals (MOs). For each electronic state of the passi-
vated QDs, we calculate the fraction of the Kohn�
Sham (KS) wave function norm |ψi(r)|

2 (partial charge
density) that resides in the region of the QD and in a
shell around the surface-ligand, as determined by eqs 3
and 4 and illustrated in Figure 1c. Figure 2 shows that
states near the band gap have partial charge density
mostly localized on the QD, thus, explaining why the
DOS of the bare and ligated QDs nearly coincide in this
region. In the energy regions where the DOS of the
bare QD significantly deviates from the DOS of the
passivated clusters, many of the MOs are hybridized
spreading over both QD and ligand atoms. Notably,
energies of such newbands associatedwith hybridized
states vary for different ligands (Figure 2). Conse-
quently, photoexcitation energy relaxation rates in
the passivated QD are expected to be dependent on
the chemical composition of capping ligands. Figure 1b
illustrates three different types of states found in the DOS
of capped QDs, that is, states localized on the QD,
ligand molecules, and surface atoms being hybridized
between QD and ligands. Our results obtained from the
MDsimulations agreewell with previousDFT calculations
of the electronic structure of these clusters at equili-
brium41 and recent pseudopotential modeling.62

Even though most of the hybridized states are not
optically active,41 their presence cannot be ignored
during photoexcitation dynamics. Figure 3a shows
calculated absorption spectra of the bare and passi-
vated Cd33Se33. These are computed using eqs 1�2 on
the basis of a single particle approximation, when the
transition energy is the difference between energies of
the electron and hole states (εl � εk). The distribution
of the energies and oscillator strengths for electron�
hole pairs of each QD in the ensemble allows us to
construct a realistic initial photoexcited state in a form
of the wavepacket for subsequent NA dynamics simu-
lations, as described in theComputationalMethodology
section.
Theenergyof anexcitedelectroncanbe furtherdefined

with respect to the energy of LUMO (Ee = εl� ELUMO) and

the energy of a hole with respect to the HOMO (Eh =
EHOMO � εk). Note that both symmetric (Ee ≈ Eh) and
asymmetric (Ee>EhorEe<Eh) excitationsmightpotentially
contribute to the optical absorption (inset in Figure 3a)
depending on the excitation energy (e.g., arrows in
Figure 3a). Two-dimensional plots in Figure 3b analyze
relative contributions of such symmetric and asym-
metric transitions to the absorption spectra. These
plots demonstrate that for any energy, the overall
photoexcited wavepacket is given by a complex com-
bination of symmetric and asymmetric transitions. The
dominant character of asymmetric transitions assumes
that either an electron or a hole can be excited to the
range of the DOS where hybridized states are present.
For example, for excitation at about 2.5 times of the
energy gap (2.5Eg) with the dominant contribution of
asymmetric transition Ee > Eh, the hole is excited in the

Figure 3. (a) Calculated absorption spectra of the bare and
ligated Cd33Se33 clusters averaged over 250 configurations
for each system taken along the respective 1 ps MD
trajectories at room temperature. The arrows show the
centers of the initial photoexcited wavepackets at 2, 2.5,
and 3 times the band gaps used for NAMD simulations. The
inset illustrates symmetric and asymmetric e�h transitions
that contribute to the optical spectra. (b) Two-dimensional
representation of optical absorption as a function of photo-
excited electron and hole energies calculated for the bare
Cd33Se33 (top) and Cd33Se33þ9OPMe3 (bottom) clusters. X
and Y axes span energies of hole and electron states,
respectively, while optical intensity (oscillator strength) of
every possible transition is defined by a color in a rainbow
manner from red to blue. The total excitation energy of the
e�h pair is fixed at 2, 2.5, and 3 times the respective band
gaps (columns).
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range where most of orbitals are localized on the QD,
while the electron appears at energy where the DOS is
prevailed by the hybridized states (Figure 2). Note that
for the ligated QDs, photoexcitations with energies
higher than 2.5Eg have mostly asymmetric character
with the higher energy of electrons than holes, thus,
providing significant contribution of hybridized elec-
tronic states to photoexcited dynamics.
We next discuss our NA dynamics simulations con-

stituting themain result of this study. Time evolution of
the photoexcited wavepacket with initial excitation
energy of about 3 times the energy gap for passivated
Cd33Se33 clusters is shown in Figure 4. Here, the
wavepacket is a histogram of the DOS of excited e�h
pairs with a given energy at each moment of time
during NA dynamics. Variation of this quantity as a
function of energy and time represents relaxation of
the photoexcitationmediated by coupling to phonons.
The nonequilibrium wavepackets in both cases
(Figure 4) are initially broadened by a chosen line
width (0.6 eV), spread even further due to significant
density of e�h pairs at high excitation energies, and
finally reappear as two sharp peaks close to the energy
gap. The multipeak structure of the wavepacket after
∼1 ps dynamics reflects large energy splitting (∼0.5 eV)
between the LUMO and LUMOþ1. Overall, the main
part of the relaxation is completed within a picosecond,
which agrees with experimental measurements in pas-
sivated CdSe QDs.18�21

Following the example described above, for all three
QDs we performed 1 ps NA dynamics simulations
starting from the different initial photoexcitation

energies, namely excitations at 2Eg, 2.5Eg, and 3Eg
(marked by arrows in Figure 3a). The resulting relaxa-
tion of the average energy of the photoexcited e�h
pairs is compared in Figure 5. This figure represents the
time-dependent average energy of a wavepacket
(approximately the maximum of the wavepacket at
eachmoment of time) and is obtained from Figure 4 by
averaging the energy of the wavepacket at each time
step. For the lowest energy excitation at 2Eg, relaxation
dynamics is very similar in all three clusters (Figure 5c).
This is expected, since the low-energy excitations
involve e�h pairs from the energy range where the
DOS of the bare and passivated QDs is similar, and all
orbitals are localized on the QD (see Figure 2). For
excitation energies greater than 2.5Eg, relaxation oc-
curs noticeably faster in the ligated QDs (Figure 5b,c).
Such fast relaxation in the passivated clusters origi-
nates from the strong electron�phonon couplings
provided by dense hybridized states. Even if an elec-
tron or a hole is not initially excited to the hybridized
orbital, NA coupling between electronic states forces
the charge to jump to one of the neighboring hybri-
dized states, which is coupled to both high-frequency
vibrations of the ligands, and low-frequency surface,
acoustic, and optical phonons of the cluster, thus
opening new channels for electron�phonon
relaxation.
The difference in the relaxation time between amine

and phosphine oxide ligated QDs for 2.5Eg case

Figure 4. Time evolution of the photoexcited wavepacket
in Cd33Se33þ9OPMe3 (a) and Cd33Se33þ9NH2Me (b) clus-
ters. The initial excitation energy corresponds to 3 times the
energy gap.

Figure 5. Time evolution of the averaged energy of the
photoexcited wavepacket in the ligand-free and ligated
QDs after initial excitation at 3 (a), 2.5 (b), and 2 (c) times
of the band gap.
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(Figure 5b) further emphasizes an importance of hy-
bridized states. The QD ligated with NH2Me exhibits
the fastest relaxation, while the relaxation rate in the
OPMe3 ligated QD is only slightly increased compared
to the bare cluster. This occurs because the hybridized
states of holes in the valence band of the QDþ9NH2Me
cluster are located closer to the energy gap compared
to that of QDþ9OPMe3 cluster (see Figure 2). At the
highest excitation energy 3Eg, hybridized states in both
valence and conduction bands can equally contribute
to electron�phonon couplings in both ligated QDs
and, consequently, the relaxation rates are nearly
the same in both clusters (Figure 5a). Notable, the
relaxation rate is strongly dependent not only on the
energy of photoexcitation, but also on the nature of
the initial wavepacket in term of “symmetric” and
“asymmetric” e�h pairs (see Figure 3 and Figure 1S
in Supporting Information). Overall we observe that
the initial photoexcitation at 3.0Eg (i.e., near the experi-
mentally observed threshold energy for CM)10 in the
ligated QDs relaxes almost two times faster compared
to that of the bare cluster.

It is important to emphasize that the higher DOS of
the ligatedQDs is not the sole factor that speeds up the
relaxation. For example, states with energies at∼1.5 eV
from the edges of the energy gap contribute to the
excitations at 2.5Eg (comparepanels a andb in Figure2).
The DOS at such energies of the amine- and phospine
oxides-ligated QDs is similar and much larger com-
pared to the bare cluster. Nonetheless, the relaxation
rate is faster in amine-ligated QDs compared to that
of OPMe3-ligated QDs at 2.5Eg excitation energy
(Figure 5b). States with energies at 2�2.5 eV from the
edges of the energy gap contribute to excitations at
3Eg. Here the DOS of the phospine oxides-ligated QD is
significantly higher than the DOS of the amine-ligated
QD, while the relaxation rate is slightly faster in amine-
ligated clusters (Figure 5c). These results point out that
the carrier relaxation rates are controlled by specific
electron�phonon couplings present in ligand mol-
ecules, rather than just increased DOS due to hybri-
dized states.
To analyze the exciton relaxation dynamics, we

represent the total energy-loss rate as a function of

Figure 6. (a) Calculated exciton energy-loss rates in the ligand-free Cd33Se33 cluster at various initial photoexcitation
energies. (b) Energy-loss rate in the ligand-free and ligated QDs calculated for the initial photoexcitation energy of 3Eg.
Starting points of the dynamics aremarked by the ”star” symbols. Double-sided arrows show the ligand layer contribution to
the linearly fitted intrinsic energy-loss rates in ligated QDs. (c) The size-extrapolated ligand contribution to the exciton
energy-loss rates for low (thick lines) and high (thin lines) ligand densities. The low (1.7 ligands/nm2) and high (4 ligands/nm2)
ligand densities correspond to Cd33Se33 passivated with 9 and 21 ligands, respectively. The filled symbols show the ligand
contribution to the energy-loss rate ΓL at different initial photoexcitation energy for Cd33Se33 cluster passivated with nine
ligands, as extracted from panel b. The corresponding empty symbols display the same quantities but extrapolated for high
ligand density (Cd33Se33 passivated with 21 ligands). The gray bar outlines the range of energy-loss rates in the bulk CdSe
material. (d) The size-extrapolated ligand contribution to the dephasing rates γL for low (dashed lines) and high (solid lines)
ligand densities. The filled and empty symbols show the dephasing rates obtained from Figure 5 for the ligated Cd33Se33
cluster, which are weakly dependent on the ligand nature. For comparison, calculated dephasing rates for ligand-free
Cd33Se33 QDs are shown by the half-filled symbols.

A
R
T
IC
L
E



KILINA ET AL. VOL. 6 ’ NO. 7 ’ 6515–6524 ’ 2012

www.acsnano.org

6521

energy in Figure 6a,b. These energy-loss rates are
obtained as the dependence of time derivative of the
exciton energy on the instantaneous exciton energy of
the bare and ligated QDs, normalized by the energy
gap of the system. As can be seen in Figure 5 showing
the time-dependence of exciton energies, the exciton
relaxation is hindered immediately after photoexcita-
tion, demonstrating a weak time dependence of the
exciton energy at tj 0.1 ps. This slow relaxation reveals
itself in Figure 6a,b as a vanishing energy-loss rate at
exciton energies close to the corresponding energies
of photoexcitation. This vanishing energy-loss rate at
t= 0was previously argued to be amanifestation of the
quantum Zeno effect.63 At t > 0, the electron�phonon
interaction results in dynamical decorrelation between
the phases of electronic wave functions of different
QDswithin the statistical ensemble (dephasing process).
This dephasing leads to a mixed (nonpure) electronic
state of the system resulting in a nonvanishing energy-
loss rate. Once dephasing is completed, the energy-
loss rates vary almost linearly with energy, as high-
lighted by the linear fitting shown as the gray lines in
Figure 6a,b.
Subsequently, we separate the dephasing contribu-

tion (complicated initial relaxation stage) from the
intrinsic incoherent energy-loss process (linear depen-
dence of the energy-loss rates on the exciton energy at
later times), as marked in Figure 6a,b. Taking into
account only the intrinsic energy-loss, the energy-loss
rates can be approximated as a slope of the linear
fitting shown by gray lines in Figure 6a,b. For example,
the intrinsic energy-loss rate for the bare QD at 3Eg is
about �6 eV/ps. The dephasing time is then approxi-
mately defined by a position of the inflection point of a
corresponding plot in Figure 5. Obtained pure energy-
loss rates and dephasing times for all systems we
considered are summarized in Tables 1 and 2 of
Supporting Information. For the ligated QDs the de-
phasing times are about two to three times faster than
those of the bare QD. The pure energy-loss rates are
also faster in the ligated QDs.
As shown in Figure 6b, comparison of the intrinsic

energy-loss rates of QDs photoexcited at 3Eg demon-
strates that at energies less than 1.5Eg, the effect of
ligands on the energy-loss dynamics is minor resulting
in a very similar behavior of bare and ligated QDs.
However, energy-loss rates are increased at higher
energies in ligated QDs. The difference in respective
slopes quantifies the contribution of ligands to the
pure energy-loss rates, see Table 2 in the Supporting
Information. Owing to high numerical cost, our ato-
mistic TDKS simulations allow to model NA dynamics
only in small QDs and a few cases. We further extra-
polate obtained results on the ligand role in the
photoinduced dynamics to different surface density
of ligands and different QDs sizes. We define the ligand
contribution to the intrinsic energy-loss rate ΓL, as a

difference between energy-loss rates for QDs with and
without ligands. At a constant surface density of
ligands, ΓL is expected to be inversely proportional to
the QD diameter D. Indeed, the probability of a carrier
to be near the surface of QD, and, therefore, undergo
the ligand-mediated relaxation, is proportional to S/V
∼ 1/D, where S ∼ D2 and V ∼ D3 are the surface area
and the volume of QD, respectively. Furthermore, if the
QD size remained the same, ΓL should be proportional
to the surface density of ligands σ. These scaling
relations can be combined into a single expression ΓL
= ΓL,0(σ/σ0)(D/D0)

�1 where ΓL,0, σ0, and D0 are the
ligand contribution to the exciton energy-loss rate,
the surface density of ligands, and the diameter of
the Cd33Se33 cluster studied by the TDKS approach.
The surface density of ligands for Cd33Se33, σ0, corre-
sponds to either the NH2Me or the OPMe3 ligand shell.
Figure 6c shows the expected behavior of ΓL with

the QD diameter (1�10 nm) and the low (σ0 = 1.7
ligands/nm2) and high (σ0 = 4 ligands/nm2) ligand
densities calculated using the scaling relation obtained
above. For comparison, the gray bar in Figure 6 repre-
sents the range of energy-loss rates obtained from the
Fröhlich model of carrier relaxation in bulk CdSe at
excitation energies between 4.8 and 3.2 eV, which
correspond to 3Eg and 2Eg cases for Cd33Se33, respec-
tively. Note that at the initial excitation energy of 2.5Eg
the ligand contribution to the energy-loss rate dom-
inates the relaxation dynamics only for the smallest
QDs (D < 2 nm). At the higher excitation energy (∼3Eg),
the ligand contribution is substantial over the entire
range of QD sizes considered. The same scaling anal-
ysis applied to the ligand contribution to the dephas-
ing rate, similarly shows significant ligand role at the
higher excitation energies (g3Eg) (see Figure 6d). We
note that low dephasing rates allow another relaxation
mechanism (for example, CM14,15) to take place right
after photoexcitation without significant heat losses.

CONCLUSIONS

Experimental studies of the hot carrier relaxation for
low-laying excited states18,21,23,27,31 have shown that it
is extremely dependent on the QD size/shape. Inves-
tigations of the region of higher excitation energies
(>2.5Eg), which is very important for many promising
phenomena (e.g., CM), is experimentally challenging.
Here we employ the TDKS theory56 to model nonadia-
batic photoexcitation dynamics in small QDs passi-
vated by commonly used ligands. Our results provide
detailed theoretical description of ultrafast phonon-
assisted relaxation of excited e�h pairs, explain at the
atomistic level mechanisms of this dynamics, and
determine the role of surface ligands in this process.
We have found that at the excitation energies larger
than 2.5 times the QD's energy gap, surface ligands
significantly increase electron�phonon mediated re-
laxation rates compared ligand-free small CdSe QD
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clusters. At such excitation energies the ligands intro-
duce to the electronic structure of the CdSe QD new
manifold-hybridized orbitals delocalized over surface
QD atoms and ligand molecules. Such hybridized
orbitals are characterized by increased electron�
phonon couplings to the high frequency vibrations of
the ligands, thus opening new relaxation channels
allowing for ultrafast photoexcitation relaxation rates
which are typical for small molecules. Extrapolation of
our computational results to different QD sizes and
ligand densities suggests that for commonly used in
experiment CdSe nanocrystals with 4�7 nmdiameters,

surface ligands can significantly affect phonon-assisted
relaxation rates at high photoexcitation energies,
which may become a competing mechanism
to other relaxation processes (CM14,15). Thus, our
computational work provides theoreticians with
energy-resolved relaxation rates across the broad
excitation region, clarifies the effect of ligands
(including the dependence on excitation energy)
on intraband carrier relaxation, and intends to
stimulate experimental efforts in measuring the
intraband relaxation rates in the high energy
domain.

COMPUTATIONAL METHODOLOGY

We apply time-domain Kohn�Sham (TDKS) method56 to
computationally model phonon-assisted dynamics of electrons
and holes in Cd33Se33 passivated by OPMe3 and NH2Me ligands.
Each studied cluster is initially constructed from a wurtzite
lattice with bulk Cd�Se bond lengths and then is relaxed to
its lowest energy configuration (see Figure 1). The geometry
optimization procedure is performed using DFT with a plane
wave basis set, as incorporated in the VASP code.64 The General-
ized Gradient Approximation (GGA) functional of Perdew and
Wang (PW91)65 coupledwith the Vanderbilt pseudopotentials66

was used for all electronic structure computations. The simula-
tions are carried out in a cubic cell periodically replicated in
three dimensions, as stipulated by the plane wave basis. To
prevent spurious interactions between periodic images of the
QD, each cell was constructed to have at least 8 Å of vacuum
between the QD replicas.
To model vibrational dynamics, the optimized QD struc-

tures are heated to 300 K by repeated velocity rescaling, as
implemented in the VASP software. A microcanonical MD
trajectory of 1.2 ps long has been then generated for each
cluster in the ground electronic state using 1 fs nuclear and
10�3 fs electronic time-steps. From this trajectory, 250 ran-
dom initial configurations are sampled to create an ensemble
of QDs. The obtained trajectories of each QD from the
thermodynamic ensemble have been further used to perform
simulations of the electron�phonon relaxation dynamics
based on the implementation of the fewest switching surface
hopping (FSSH) technique67,68 into the TDKS scheme within
the VASP software49,56 (see Supporting Information). The
FSSH is a nonadiabatic molecular dynamics methodology
which uses a stochastic algorithm that generates trajectory
branching67 and satisfies detailed balance.68 This approach is
currently broadly used to study relaxation processes and
decay to thermodynamic equilibrium in a variety of molecu-
lar materials.69�71

For the FSSH technique, the initial electronic state has to be
defined. For this, we construct initial photoexcited states based
on the distribution of energies and oscillator strengths for
electron�hole pairs of QDs in the ensemble (see details in
Supporting Information). At initial moment of time, for each QD
in the ensemble, a single pair of KS orbitals (one from the
valence and one from the conduction bands) is chosen so that
(i) they form an electron�hole pair of the energy no farther than
(0.3 eV from the specified excitation energy (e.g., two or three
times the energy gap of the QD), and (ii) this pair gives the
highest oscillator strength within this energy range. The initial
energy of the electron�hole pair of each QD from the ensemble
forms a finite-width distribution in the energy domain, which
allows us to construct a realistic initial photoexcited state in a
form of the wavepacket. This wavepacket undergoes time
evolution during subsequent NA dynamics simulations, as
illustrated in Figure 4.
The density of states (DOS) and optical absorption spectra

of QDs are calculated within a single-particle KS orbital

representation using the Gaussian line-broadening:

A(ω) ¼ 1
σ
ffiffiffi

π
p ∑

n

hn exp
�(ωn �ω)2

σ2
(1)

where ωn is the transition energy, hn is the oscillator strength,
and σ is an empirical line-broadening parameter. For DOS
calculations shown in Figure 2, ωn = εn (εn being the nth KS
orbital energy, and the index n runs over occupied and virtual
states), hn = 1 and σ = 80 meV. For absorption spectra calcula-
tions shown in Figure 3, ωn � ωkl = εk � εl (εk and εl being the
energies of the virtual and occupied orbitals, respectively, and
the indices k and l run over the occupied and virtual orbital
space, respectively), and hn� hkl = fkl is the oscillator strength of
the respective transition between kth (an electron) and lth (a
hole) KS states defined as

fkl ¼
2me(εk � εl)

3p2
μkl

2
(2)

where μkl = Æψk|μ̂ |ψlæ is the transition dipole moment,ψk andψl

are the respective KS wave functions, me is an electron mass,
and μ̂ is the dipole moment operator. For calculations of optical
spectra, the chosen line width σ = 30 meV is comparable to
experimental inhomogeneous spectral broadening.
The fraction of the KS wave function norm |ψn(r)|

2 (partial
charge density) that resides in the region of theQD (gray vertical
lines in Figure 2) is calculated as

Fn ¼
Z

r∈S

jψn(r)j2 (3)

Here S is the shell around the surface Cd and Se atoms that we
define by comparing the magnitude of the total electronic
density (r) of the ligated QD when ligands are removed, to a
specific tolerance parameter ε at each grid point r of the
simulation cell:

S(r) ¼ 0, Fn(r) < ε
1, Fn(r)gε:

 

(4)

The tolerance parameter ε characterizes the radius of the
isosurface for a ligand-free QD, as illustrated in Figure 1c.
Analogously, we compute the fraction of the partial charge
density localized on ligands. Here S is constructed from the total
charge density of the ligated QD with removed QD part
(Figure 1c).
The range of exciton energy-loss rates in bulk CdSe at

excitation energies between 3.2 and 4.8 eV (gray bar in
Figure 6c) is estimated from the Fröhlich model of carrier
relaxation in bulk semiconductor materials. Specifically, we
calculate the electron energy-loss rate by using the Fröhlich
expression72

dE
dt

¼ βpω2
0

pω0

E

� �1=2

ln
4E
pω0

� �

(5)
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where β = 0.46 is the polar-interaction constant in CdSe. The
optical phonon energy in bulk CdSe is pω0≈ 25meV. Using the
formula for electron energy-loss rate we then evaluate the
exciton energy-loss rate assuming that all the excitation energy
is absorbed by the electron and a hole kinetic energy is
negligible. This approximation is fairly accurate for bulkmaterial
given large difference of the hole and electron effective masses
in CdSe.73
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