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Optimisation is aimed at enhancing aircraft design by identifying the most promising wing planforms at the early stage while
discarding the least performing ones. Multiple disciplines must be taken into account when assessing new wing planforms, and
a model-based framework is proposed as a way to include mass estimation and longitudinal stability alongside aerodynamics.
Optimisation is performed with a particle swarm optimiser, statistical methods are exploited for mass estimation, and the vortex
lattice method (VLM) with empirical corrections for transonic flow provides aerodynamic performance. Three surrogates of the
aerodynamic model are investigated. The first one is based on radial basis function (RBF) interpolation, and it relies on a
precomputed database to evaluate the performance of new wing planforms. The second one is based on an artificial neural
network, and it needs precomputed data for a training step. The third one is a hybrid model which switches automatically
between VLM and RBF, and it does not need any precomputation. Its switching criterion is defined in an objective way to avoid
any arbitrariness. The investigation is reported for a test case based on the common research model (CRM). Reference results
are produced with the aerodynamic model based on VLM for two- and three-objective optimisations. Results from all surrogate
models for the same benchmark optimisation are compared so that their benefits and limitations are both highlighted. A
discussion on specific parameters, such as number of samples for example, is given for each surrogate. Overall, a model-based
implementation with a hybrid model is proposed as a compromise between versatility and an arbitrary level of accuracy for
wing early-stage design.

1. Introduction

Multidisciplinary optimisation represents the new frontier of
aircraft design [1]. It promises to reduce cost and time for
developing new products by providing better configurations
at an earlier stage [1, 2]. This can be achieved with
gradient-free techniques which do not rely on differentiable
objective functions [3] and can be applied to aircraft design
as shown in [4] by taking into account a large number
of design variables. Their main limitation is the repeated
evaluation of the objective function which can lead to high
computational cost. Regarding aircraft, an example of
gradient-free optimisation for early-stage design is available
in [5] where genetic algorithms andmultifidelity aerodynam-
ics are exploited to identify the optimal location for propellers.

Remedies have been proposed in literature to lower the
computational cost of optimisation by exploiting surrogate

models, also known as metamodels. In general, surrogate
modelling is widely employed in engineering design loops
to speed up the process since they reduce the time for perfor-
mance assessment [6]. It can be applied to any branch of
engineering [7, 8], and, for example, application to aerofoil
shape optimisation is described in [9]. A summary of sur-
rogate modelling methods for evolutionary optimisation is
available in [10, 11] while an application to aircraft con-
ceptual design is given in [12]. Regarding aerodynamics,
multiple techniques have been proposed in literature to
build surrogates for both steady and unsteady flows. They
usually rely on methods such as Kriging interpolation [13,
14], radial basis function (RBF) interpolation [15], proper
orthogonal decomposition [16], eigenvalue decomposition
[17], and artificial neural network [18, 19]. An additional
class of models, called herein hybrid models, are able to
exploit information coming from both the original model
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and its surrogate. Applications of this approach to include
multiple fidelity levels can be found in literature for wing
design optimisation [20] as well as airfoil design [9, 15]
using Kriging interpolation. In such cases, information
from the original model is employed to locate the next
sampling point which improves the prediction of the
underlying Kriging and a reduction up to one order of
magnitude in computational time is achieved [20]. Hybrid
models can exploit information in a dynamic way too by
selecting, for example, the basis function of the surrogate
during the optimisation process as proposed in [21].
Another approach is a first estimation of the error with
the surrogate model for the new point in the parametric
space, and, if the error is larger than a given threshold,
the assessment of the same new point is performed with
the original model. This approach is employed in [22] to
speed up turbomachinery design, and the threshold value
is chosen arbitrarily. It affects the number of evaluations
performed with the surrogate and, in the end, the level
of error in the final results. However, an objective way
to switch between models, which does not rely on engi-
neering experience, is still needed. In addition, a comparison
of multiple surrogates applied to the optimisation of tran-
sonic wing planforms is missing in literature. This paper
addresses both needs by suggesting an objective criterion
for the switching between the surrogate and its original
model as well as benchmarking multiple surrogates.

Besides aerodynamics, additional disciplines must be
included to perform a successful wing planform optimisation
and a summary of possible architectures is presented in [23].
An example of a multidisciplinary framework is given in [24]
where a genetic algorithm is adopted to optimise general
aviation aircraft at the conceptual design stage. In addition,
the industrial designer requires a flexible framework which
incorporates existing tools [25] and possibly interchange
them at any time. Frameworks based on model-based
principles [26] satisfy both requirements, i.e., the possibility
of multifidelity aerodynamics levels as well as software units
for distinct disciplines. Although model-based principles
have been available in literature since the beginning of the
90s, their application to aircraft design is a recent develop-
ment. For example, a model-based framework is employed
to study the performance of general aviation aircraft in
[25]. Besides aerodynamics, the system includes models for
physical parts such as engines and fuel tanks.

In this paper, surrogate modelling for multidisciplinary
optimisation of wing planform for transonic aircraft at
early-stage design is investigated. In particular, three surro-
gate models are discussed, specifically RBF interpolation,
neural network, and a hybrid approach which switches
automatically between surrogate and its original model.
Regarding the latter, a novel, objective criterion for the
switching is proposed. The investigation is made possible
by the versatile model-based framework which is suggested
as ideal architecture for multidisciplinary and multifidelity
problems. The paper proceeds with a description of frame-
work and surrogate modelling methods in Section 2. The
infrastructure is presented in detail with focus on the var-
ious models employed for this paper. Surrogate modelling

techniques, normalisation of data, and error quantification
are described in that section too. The wing planform opti-
misation problem is formulated in Section 3. A generic
transonic wing planform is employed to formulate the
problem so that the optimisation is not tied to any specific
test case. Besides the mathematical form, a graphical inter-
pretation of both parameters and constraints is provided.
Results from the surrogate modelling investigation are
given in Section 4 for the particular case of optimising
the common research model (CRM) wing. First, results
are produced with the model-based framework using the
aerodynamic model based on VLM for two- and three-
objective optimisations. Such results are the benchmark
for the performance of surrogate models. Secondly, surro-
gates based on RBF or neural network are assessed in
Section 4.1. A comparative analysis is provided between
their results and the reference solution. Thirdly, the appli-
cation of the hybrid model is described in Section 4.2
where numerical details are given about the criterion for
switching between the surrogate and its original model.
A final comparison is provided between all surrogates
and the reference. Conclusions and a description of future
developments are given in Section 5.

2. Model-Based Framework and
Surrogate Modelling

The optimisation loop is implemented using a model-based
approach [26], and the implementation is coded in an
object-oriented way [27]. Interfaces declare input and output
capabilities for each distinct class of models. In turn, a model
belonging to a given class must meet the requirements set by
the interface. Communication between models is only
allowed through channels defined by interfaces. As a result,
the software is composed of models and definitions of
their interactions. Each model can use one or more tools
to undertake its task so that multifidelity approaches and
reusing of existing data and software are possible.

The optimisation workflow is depicted in Figure 1 where
four blocks are shown, specifically a baseline configuration,
an optimiser, a performance model for the assessment of
new wing planforms, and the final set of optimal configura-
tions. The optimiser is based on the particle swarm opti-
misation (PSO) algorithm implemented in parallel [28].
It performs a search for global optimality with a gradient-
free method. Its objective function is a weighted sum of single
objectives. Specifically, any combination of drag coefficient
CD, operating empty weight (OEW), and aerodynamic effi-
ciency E can be chosen as objective function. Their values
are normalised with respect to the performance of the base-
line, as usually done in industrial practice at early-stage
design, before computing the weighted sum. Constraints
are geometric as well as related to aircraft stability. The
optimiser interrogates the performance model to compute
the objective function for new configurations. Optimal solu-
tions are returned when the maximum number of iterations
is reached or a convergence criterion is met.

In Figure 1, a close-up on the performance model is
provided which shows inputs and outputs placed on the left
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and right sides of the block, respectively. Four models
concerning geometry, aerodynamics, mass estimation, and
centre of gravity are employed by the performance model.
This represents a typical pattern for the model-based
framework since each model relies on one or more models
to compute its output. The computation starts from parame-
ters given as input by the optimiser, and a new geometry is
produced by the parametric computer-aided design (CAD)
model. It is an in-house code developed at Airbus Operations
Ltd. for the purpose of early-stage design. Based on the CAD
model, the mass estimation model provides a value for the
aircraft OEW and its spacial distribution by exploiting
semi-empirical methods discussed in [29]. Specifically,
contributions to the total aircraft mass from wing, tail,
fuselage, and engines are taken into account. Equations
linking directly the components’ masses to their geometric
properties, such as volume, height, and width, are derived
from statistical analysis of existing aircraft [29], Ch. 8. They
are employed to compute the masses for the new configura-
tions produced by the optimiser. As an example, require-
ments in terms of structural stresses for the wing are taken
into account by assuming a conventional wing structure,
i.e., made of ribs, stringers, skin, etc., and computing the
amount of material required to withstand the forces [29],
Ch. 11. The centre of gravity (CG) position is obtained from
the mass distribution by a model written on purpose since
such information is needed to compute stability derivatives
accurately. Consecutively, the aerodynamic model uses the
CAD model, the estimated OEW value, and the CG position
to trim the aircraft for the specific flight condition. The
design lift coefficient is computed by balancing the lift force
and maximum take-off weight. At the end, the aerodynamic
model provides the lift, drag, and moment coefficient,
angle of attack, horizontal tail rotation angle, lift distribu-
tion, and longitudinal stability derivative. A set of these
quantities describes the aerodynamic performance for a
given configuration.

Regarding the aerodynamic model, its reference imple-
mentation is based on the vortex lattice method (VLM)
[30]. Specifically, the open-source VLM code AVL [31] is
exploited as a tool to compute the lift distribution and
moment coefficient, evaluate the stability derivatives, and
predict the induced drag coefficient. The angle of attack
and rotation of horizontal tail are both computed with a
trimming procedure which is in charge of obtaining the
desired lift coefficient and a null pitching moment. When
the trimming procedure returns values of angle of attack
and horizontal tail rotation outside the ranges −6 5,6 5
and −4, 4 , respectively, results from AVL are considered
unreliable due to intrinsic limitations of VLM at a large angle
of attack [30] and the corresponding wing planform is
discarded. Empirical methods from ESDU [32, 33] are
employed to enhance the estimation of the drag coefficient
by taking into account transonic flow and viscous effects.
This aerodynamic model constitutes the reference for the
surrogate models which are described next.

When it comes to the implementation, models commu-
nicate using a Python infrastructure; specifically, all data is
stored in the memory belonging to the Performance model.
This is the preferred way to store data since it minimises
the time spent in transferring information. In fact, when a
new model is executed, data available in the Performance
model can be reused for further calculations. In the specific
case of external tools such as AVL, inputs and outputs are
performed using files. A Python wrapper is in charge of
writing the input file, executing the external tool, and loading
the results from files. Data is then stored in the Performance
model. Parallel execution is performed using the multipro-
cessing module, and results are stored in the Performance
model by exploiting interprocess communication.

2.1. Surrogate Modelling for Aerodynamics. Three surrogate
modelling techniques are investigated in this paper, specifi-
cally RBF interpolation, an artificial neural network, and a
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Figure 1: Workflow for the optimisation loop.
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hybrid model. A normalisation procedure is applied to input
and output data of all three surrogate models, and it is
described next. Denote u as a vector containing the same
scalar quantity u for multiple configurations. It is then
expressed as u = u + u where u is its average value and u is
the vector of fluctuations. Minimum and maximum values
of the fluctuation u are identified and denoted umin =min u

and umax =max u, respectively. The normalised vector η is
defined as

η = 2
u − umin

umax − umin

− 1 1

Its components are in the range −1, 1 . Reconstruction of
the original dataset is achieved by isolating u in equation (1)
and adding the average value u to the result.

2.1.1. Radial Basis Function Interpolation. The RBF model
implements interpolation of aerodynamic data using radial
basis function (RBF) [34, 35]. The process is based on three
steps. First, a database of output aerodynamic data corre-
sponding to input wing planform configurations is populated
with either experimental or precomputed data. Second, the
RBF coefficients are obtained by exploiting the input/output
relations in the database. Third, the actual interpolation is
performed by computing sums of RBFs. Although the pro-
cess is quite common [34], two main parameters affect
directly the quality of results and they depend on the problem
investigated, specifically number of samples and formulation
of the radial basis function (also known as RBF kernel).
Regarding the latter, three types are considered in this paper
and reported here:

TPS ϕTPS ρ = ρ2 log ρ, 2

Gaussian ϕG ρ = e−ρ
2

, 3

Mod Gaussian ϕMG ρ = e−ϵρ
2

with ϵ = 4 ln 2 4

They all assign different importance to configurations in
the parameter space according to their distance ρ from the
interpolation point. This is done on purpose to assess the
quality of RBF interpolation when only nearby configura-
tions are employed. In fact, if considering nearby configura-
tions is sufficient for an accurate interpolation, a reduction
in computational cost could be achieved by focusing on a
smaller area of the parameter space. The thin spline plate
(TPS) in equation (2) takes into account all configurations
in the database, and it assigns greatest importance to the ones
far away. Conversely, Gaussian function in equation (3)
focuses on configurations closer to the interpolation point.

Its value is 1 when ρ = 0, and it halves at ρ = ln 2 ≈ 0 832
so that almost no importance is given to far configuration.
Modified Gaussian takes into account just few configurations
around the interpolation point since its value halves exactly
at ρ = 0 5.

2.1.2. Artificial Neural Network. An artificial neural network
[36] based on multilayer perception algorithm [37] and a

logistic activation function is employed as a surrogate for
the aerodynamic model. Weights for the neurons are com-
puted with backpropagation [38]. One hidden layer is
adopted, and its number of neurons is the object of investiga-
tion. Guidelines for its estimation are given in [39] where a
value between the number of inputs and outputs is suggested.
The implementation relies on an open-source machine
learning framework implemented in Python [40].

2.1.3. Hybrid Model. A third approach to modelling for
aerodynamics is proposed as a trade-off between the surro-
gate and VLM. The method, called hybrid model, switches
automatically between the underlying VLM model and its
RBF surrogate when aerodynamic data is requested. This
avoids the precomputation of data which is needed by both
RBF and neural network. A first approximation of aerody-
namic performance is obtained with the surrogate model
based on RBF. Quality of results is assessed using a criterion,
which is discussed in the next paragraph, and two scenarios
are then possible. If the criterion is satisfied, aerodynamic
data is returned and no further action is taken. If not, a
VLM simulation is performed and its results are returned
as well as stored in a database to improve the surrogate
model. Note that only VLM solutions populate the database
for RBF interpolation. When a number of new configurations
are assessed with VLM, RBF coefficients are recomputed by
inverting the RBF matrix and stored for successive interpola-
tions. In practice, this happens at every iteration of the opti-
misation loop. Until the first iteration is complete, only VLM
aerodynamics is adopted since a database of aerodynamic
data is only available starting from the second iteration.

Regarding the criterion for switching between VLM and
RBF, it exploits information about configurations previously
assessed using VLM. The process is illustrated in Figure 2(a)
with a simplified representation of the parameter space.
Assume P is the new configuration to be assessed. At first,
its aerodynamic performance is computed with RBF interpo-
lation and stored in a vector aP. A number n of neighbours is
then identified based on their Euclidean distances. Their
aerodynamic performance are stored in vectors a1, a2,… an.
The standard deviation σ is then computed with the
differences aP − ai with i ∈ 1, n .

σ = std aP − a1 , aP − a2 , aP − an … 5

When the value of σ < σt where σt is a threshold, the
estimation from RBF interpolation is accepted and aP

returned. Otherwise, a VLM computation is performed and
aP is updated. Although other criteria can be adopted, the
standard deviation is proposed herein as a way to quantify
the variation of aerodynamic performance in a set of neigh-
bouring configurations. This approach mimics a rule of
thumb which usually relies on the engineer’s experience: if
the new data is reasonably similar to the existing one, it
can be assumed reliable.

Regarding the threshold value σt, the arbitrariness is
avoided by choosing its value based on statistical analysis
performed a priori. Specifically, when a number of configura-
tions assessed with VLM are available, each one is considered
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in turn and the standard deviation σ is computed considering
its n closest neighbours. Thus, a cumulative plot similar to
the one depicted in Figure 2(b) can be produced. It shows
the percentage of total configuration whose standard devia-
tion is smaller than the value reported on the horizontal axis.
This provides an objective way to define the threshold value.
For example, the value σt can be chosen to include 95% of
configurations as depicted in Figure 2(b). Please note that
the hybrid model presents itself to the Performance model
as one, monolithic model, i.e., using the same programming
interface of the other two surrogate models, according to
the model-based principles given in Section 2.

2.1.4. Error Quantification. In the context of optimisation,
the error resulting from using the surrogate model is
quantified by focusing on the optimal configurations only.
The objective function is computed with VLM for all
optimal configurations. The difference between the value
from the surrogate model and the one from VLM is scaled
with respect to the latter. Thus, average error and standard
deviation can be computed and they can be then expressed
as a percentage.

3. Formulation of Wing Planform
Optimisation Problem

A wing planform is unequivocally defined by a sequence of
seven parameters, which is herein called configuration, as
shown in Figure 3(a). They represent displacements from
the baseline wing planform to be optimised. Thus, when all
the parameters are zero, the baseline wing is obtained.
Precisely, parameters P1, P2, and P3 define the streamwise
displacement of the trailing edge points with P1 defining
the root chord. Note that the first, straight, part of the wing
in Figure 3(a) is assumed to be inside the fuselage and its
spanwise length is assumed to be constant. Parameters P4
and P5 define the leading-edge location so that chord lengths
at the kink and at the tip are given by P5 - P2 and P4 - P3,
respectively. Apart from the root chord P1 for which a
maximum variation of ±10% from the reference is allowed,
the parameters are not bounded. The set of geometrical

constraints are reported in Figure 3(b). They mainly avoid
planforms with negative sweep angles or M-shaped wings
by requiring a positive clockwise angle between the three
segments which define each edge. In addition, a minimum
length constraint cmin is imposed on the tip chord to avoid
pointy wings. Besides geometrical constraints, a requirement
for a stable configuration is formulated. The corresponding
inequality is based on the value of the dCm/dα stability
derivative which must be negative for longitudinally stable
aircraft. Overall, the parametrisation allows the planform to
assume a variety of shapes ranging from rectangular straight
to tapered swept wings. Regarding the objective function, it
can be chosen among OEW, aerodynamic efficiency, and
drag coefficient. Its value is normalised with respect to the
performance of the baseline geometry according to the
practice usually adopted in early-stage aircraft design. The
mathematical formulation of the problem is given in Table 1.

4. Results

The model-based software architecture was exploited to
optimise the wing planform of the common research model
(CRM) [41] flying at Mach number M = 0 85, altitude of
10000m, take-off weight of 2 472 × 105 kg, and maximum
thrust of 6 86 × 105 N. The baseline geometry is illustrated
in Figure 4 using the parametric CAD. It is composed of
wing, fuselage, and horizontal tail, and the latter can be
rotated around its mid-chord axis. The geometry of the
torsion box, size, and distribution of ribs are defined
parametrically depending on wing geometry.

Optimisations were first performed using VLM with
empirical corrections for transonic flows as a tool for the
aerodynamic model. They represent the reference solutions
for the subsequent application of surrogate modelling.
Optimisations were performed using PSO with a swarm size
of 128 for 48 iterations. Successful convergence of the optimi-
sation process is assumed when the maximum distance
between positions of swarm particles and the swarm best
particle is smaller than 1 × 10−5 at two successive iterations.
Velocity is updated for each particle every iteration by taking
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Figure 2: Criterion used by hybrid model to switch between VLM and RBF models.
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into account 50% of its velocity at the previous iteration,
50% of particle’s change of position, and 50% of swarm
best particle’s velocity.

Results for three two-objective optimisations are
discussed. The first one minimises OEW and maximises
aerodynamic efficiency, and the Pareto front is depicted

in Figure 5(a). Configuration A is chosen as a representa-
tive optimal solution. The wing planform for A is shown
in Figure 5(b) where it is compared to the baseline.
OEW is minimised by 3.7% with a reduction of wingspan.
The kink moves outward so that the trailing edge sweep
angle of the inner wing is reduced. The angle of attack

P1 P2

P3

P4

P5

P6

P7

(a) Parameters

C4

C3

C1
C2

C5

(b) Constraints

Figure 3: Geometric parameters and constraints used for the optimisation.

Figure 4: Baseline geometry of the CRM as depicted with the parametric CAD software.

Table 1: Formulation of the multidisciplinary optimisation problem.

Function/variable Description

Minimise f ∈
CD

CDref

,
OEW

OEWref

,−
E

Eref

Objective function chosen
from a set of design targets

With respect to Pi∀i ∈ 1, 7 Wing platform alterations
with respect to the baseline

Subject to

c3 ≥ c4 ≥ 0

c2 ≥ c1 ≥ 0

c5 ≥ cmin

Geometric constraints to
limit the optimisation to
wings with positive sweep
angle and a minimum
chord length at the tip

Subject to
dCm

dα
< 0

Condition for a statically
stable aircraft
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is 6.22 deg, and it can be compared with the reference
value of 4.15 deg which is obtained by trimming the base-
line geometry. Overall, the wing is more slender and this
factor improves aerodynamic efficiency by 5.2%. The
quarter-chord sweep angle is larger when compared to
the baseline. However, the drag coefficient, which is not
included in the optimisation, increases by 30%.

Regarding the second optimisation, it minimises both
OEW and drag coefficient. Configuration B is located on
the resulting Pareto front as depicted in Figure 5(c). Its wing
planform is very similar to the CRM baseline, Figure 5(d).
The kink is slightly moved outward while few changes
were found for the sweep angle, and the angle of attack
is 4.10 deg. In particular the trailing edge sweep angle does
not change significantly. Results for configuration B sug-
gest that little modifications to the baseline improve both
drag coefficient and OEW by 2.5% and 1%, respectively,
while aerodynamic efficiency decreases by only 0.25%.
Note that the baseline configuration is very close to the
Pareto front and little margin for improvement was available
to the optimiser.

A third optimisation was performed which maximises
aerodynamic efficiency and minimises drag coefficient,
and its results are reported in Figure 5(e). Configuration
C is an optimal solution on the Pareto front. The wing
planform depicted in Figure 5(f) is very slender. The
wingspan is increased by more than 5 meters while the
tip chord is kept at the minimum. The root chord is
slightly reduced, and the kink is moved outward. The
angle of attack is 4.03 deg and sweep angle for the inner
wing decreases whereas it is unaltered for the outer part.
Overall, aerodynamic efficiency increases by 4.5% and drag
coefficient is reduced by 7.3%. However, OEW is not
taken into account and it increases by 2%.

Initial values of location and velocity for swam particles
in the PSO algorithm were generated randomly. Thus, each
of the three optimisations described in Figure 5 was repeated
20 times. The Pareto front approximations were compared

using two methods, specifically the ϵ-indicator [42] and
the hypervolume (hv) indicator [43]. As an example, results
are shown for the optimisations which minimise both OEW
and drag coefficient in Figure 6. The hv indicator is com-
puted referring to the point at OEW/OEWCRM = 1 15 and
CD/CDCRM = 2 5 for all 20 approximations. An average
value of 0.34105 with a standard deviation 0.0011884 was
found as depicted in Figure 6(a). The ϵ indicator was
computed as well and its values for the 20 approximations
are shown in Figure 6(b). The average value is 0.0049434,
and the standard deviation is 0.0010499. Both indicators
suggest that Pareto front approximations are all very close
and the random initialisation of the PSO algorithm does
not affect the quality of the final results. Statistical analyses
were performed for all optimisations, but for the sake of
brevity, graphs are not included here. When OEW is mini-
mised and aerodynamic efficiency is maximised,
Figure 5(a), the hv indicator has an average value of
0.025126 with a standard deviation of 0.00069854 with
respect to the point at OEW/OEWCRM = 1 05 and E/ECRM

= 0 82. The ϵ indicator has an average value of
0.0034692 with a standard deviation of 0.00071947 for
the same case. Regarding the optimisation which maxi-
mises aerodynamic efficiency and minimises drag coeffi-
cient (Figure 5(e)), the hv indicator has an average value
of 0.090507 with a standard deviation of 0.0021697 with
respect to the point at E/ECRM = 0 75 and CD/CDCRM =
1 08. The ϵ indicator has an average value of 0.0058330
with a standard deviation of 0.0013592.

Apart from the two-objective optimisations, the frame-
work can perform multiobjective optimisations as well. In
Figure 7, results are reported for a three-objective optimisa-
tion aiming at minimising both OEW and drag coefficient
as well as maximising aerodynamic efficiency simulta-
neously. The PSO optimiser runs with a swarm size of 128
for 48 iterations. The resulting three-dimensional Pareto
front is shown in Figure 7(a). Identifying the reference con-
figuration for CRM in the plot is quite difficult. It is
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dominated and, thus, located in the cloud of points. A
configuration named D is chosen on the Pareto front
and depicted in Figure 7(b). Regarding the inner wing,
its sweep angle is smaller than the reference’s one. Con-
versely, the outer wing shows a slightly increased sweep
angle. Overall, the wing span increases by 10%, the wing
kink moves outward, and the tip chord is slightly smaller
as well. Aerodynamic efficiency is increased by 5.6%, the
drag coefficient is reduced by 4.1%, and OEW decreased
by 0.8%.

The three-objective optimisation performed with the
model-based framework is a useful tool to provide the
designer with a set of optimal configuration which improves
multidisciplinary objectives simultaneously. However, visu-
ally comparing Pareto fronts resulting from different models
is difficult since three-dimensional plots are involved. Amore
immediate comparison is available for the Pareto front
involving two objectives only. Without loss of generality,
the two-objective optimisation aiming at minimising both
OEW and drag coefficient is chosen as benchmark simula-
tion for the surrogate models which are described next.
Specifically, the Pareto front in Figure 5(c) is assumed to be
the reference solution to be reproduced. Although bench-
mark results are available for other two-objective optimisa-
tions, for example aiming at maximising aerodynamic
efficiency and minimising either OEW or drag coefficient,
they are not reported in the paper for the sake of brevity.
Please note that the test case represents an academic case
which is suitable to assessing the proposed methodology.
For example, the structural model, which is described in
Section 2, is limited to traditional wing structures (i.e., com-
posed of ribs, panels, stringers, etc.) for which it can estimate
the OEW based on considerations about structural integrity.
Reliability of the structural model for any industrial configu-
ration is not guaranteed. Inclusion of requirements which are
usually adopted for aircraft design in the industrial context is
not attempted in this paper, and as a consequence, optimal

configurations might not represent the best configurations
from an industrial point of view.

4.1. Surrogate Modelling for Aerodynamics. The capability of
the model-based framework of replacing models at any time
was exploited to replace the aerodynamic model based on
VLM with surrogate models. Results from two types of
surrogate models are presented in this section, specifically
RBF interpolation and neural network. They both rely on a
database of precomputed aerodynamic data to evaluate per-
formance of new configurations. Inputs consist in the seven
geometrical parameters which define the wing planform.
Outputs are 8, specifically lift, drag, and moment coefficient,
angle of attack, horizontal tail rotation, lift distribution,
longitudinal stability derivative, and aerodynamic efficiency.

Regarding the aerodynamic database, it can be popu-
lated with preexisting experimental data when it is avail-
able. For this paper, it will be generated using VLM
instead. The 7 parameters which define the wing planform
(Table 1) are now limited to the range pi ∈ −4, 4 ,∀i ∈ 2, 7
. An exception is made for the root chord which spans a
smaller range p1 ∈ −2, 2 . Aerodynamic data for a number
of configurations uniformly distributed in the parameter
space was computed with VLM. It is normalised in a range
of −1, 1 so that all inputs and outputs have the same order
of magnitude as described in Section 2.1. In addition, only
interpolation is allowed in order to avoid inaccuracy due to
extrapolation.

The surrogate model based on RBF is described first.
Its application is composed of three steps. First, an RBF
function is chosen. Secondly, the RBF matrix is assembled,
inverted, and stored in memory. Thirdly, the interpolation
is computed by exploiting the inverted matrix only when
aerodynamic data is requested by the performance model.
Two choices have to be made when using RBF interpola-
tion, specifically the type of function and the number of
samples. Concerning the radial basis function, it should

0.85

0.90

0.95

1.00

1.05

1.2
1.1 1.0

0.9
1.00

1.05

CRM
Pareto front
Con�g. D

CD/CDCRM
OEW/OEWCRM

E
/E

C
R

M

(a) Single-objective optimisation, max E

0

5

10

15

20

25

0 5 10 15 20 25 30

y (m)

Con�g. D
CRM

x
 (

m
)

(b) Three-objective

Figure 7: Multiobjective optimisation with the model-based framework.

9International Journal of Aerospace Engineering



be chosen according to the data to be interpolated. Three
radial functions are compared in Figure 8(a) for values
of distance ρ ∈ 0, 7 . Note that the maximum distance
ρ between any two configurations is 2 7 because of the
input data normalisation. The three functions assign dif-
ferent weights to configurations in the parameter space
as already explained in Section 2.1. In the specific case,
Gaussian function covers the half parameter space and
its modified version spans a quarter of parameter space.
Performances of the three functions were compared by
running a two-objective optimisation aiming at minimis-
ing both OEW and drag coefficient. Results are depicted
in Figure 8(b) where a comparison with VLM is included
as well. Three approximations of the Pareto front were
produced. Using the Gaussian function leads to results
which reproduce the general trend with an average error
of 10.0%. Results produced with the modified Gaussian
function match accurately the reference for configurations
located in the central region of the Pareto front, and an
average error of 11.5% is found. Conversely, TPS, which
focuses on far configurations instead, provides the best
results in any region of the Pareto front with an average
error of 7.62%.

Regarding the number of samples, the benchmark
optimisation was performed using RBF interpolation with
databases containing 5, 10, 50, 100, 200, and 300 samples
uniformly distributed in the parameter space. The average
error was computed as described in Section 2.1 for each
Pareto fronts corresponding to a different sample number.
The resulting convergence curve is presented in Figure 9(a).
Using databases with less than 400 configurations returns
an error larger than 9% with respect to the VLM reference.
The average error is smaller than 8% (precisely 7.62%) when
438 samples are employed. Although a large number of con-
figurations is impractical for industrial application, it could
be useful for academic investigation. Hence, an additional

simulation with a database containing 15220 configurations
was performed and the average error becomes 3.70%. Note
that the TPS function consistently provided the least error
regardless of the number of samples. For example, when
15220 configurations are employed, an average error of
3.70% is found with TPS whereas Gaussian and modified
Gaussian functions provide an average error of 4.0% and
9.34%, respectively. In Figure 9(b), Pareto fronts identified
using TPS for three databases are reported. Increasing the
number of samples by a factor of 43 lowers the average error
from 21.43% (obtained with 10 samples) to 7.62% (computed
for 438 samples). The optimisation based on TPS and 438
samples was repeated 20 times in order to perform a statisti-
cal analysis on the resulting Pareto front approximations.
They were compared with the ϵ indicator, whose average
value was evaluated in 0.0091440 with a standard deviation
of 0.0044769, and the hv indicator, which showed an average
value of 0.36016 with a standard deviation of 0.0022778
with respect to the point at OEW/OEWCRM = 1 15 and
CD/CDCRM = 2 5. The reference point was chosen for con-
sistency with the reference results reported in Section 4 and
summarised in Figure 6(a). Similar results were obtained
for the other optimisations involving a different number of
samples as well as RBF functions. It was found that the
variability related to the stochastic initialisation of the
PSO algorithm is smaller than the error between results
produced with VLM and RBF for any given combination
of function and number of samples.

The surrogate model based on the neural network is
described next. Note that the same database with 438 samples
and the same scaling of input and output variables employed
for the RBF model were used to train the neural network too.
A brief investigation was performed to choose the size of the
network. Regarding inner and outer layers, the amount of
neurons is defined by the number of inputs and outputs.
According to the number of inputs (7) and outputs (8),
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guidelines proposed in [39] suggest a number of hidden
neurons ranging from 7 to 20. Thus, three two-objective
simulations aiming at minimising OEW and drag coefficient
were performed with a size of the hidden layer ranging
between 4 and 16. In addition, three large values (specifi-
cally 64, 256, and 512) were included in the investigation
as well. Results are reported in Figure 10(a) and they are
compared to VLM reference. Using 4 neurons produces
configurations which dominate the VLM ones. However,
a quantification of the error showed that the neural net-
work overestimated the performance and an average error
of 10.4% was found. Increasing the number of neurons to
8 improves the results. Using neural networks, the smallest
average error of 9.6% is found for 8 neurons. Further
increasing their number to 16, 64, 256, and 512 leads
to inaccuracies, and the average error becomes 11.2%,
12.7%, 11.2%, and 14.6%, respectively. In Figure 10(b), a
comparison of Pareto fronts produced with neural net-
work and RBF using the same database of 438 samples
is presented. Both surrogate models are able to identify
the Pareto front accurately. However, a better agreement
is found near the central region of the Pareto front when
it comes to neural network.

Results from a statistical analysis are provided here for
the surrogate based on neural network and trained with 438
samples. It was performed on 20 Pareto front approxima-
tions which were produced by running the optimisation with
8 neurons. An average value of 0.0047656 and a standard
deviation of 0.0010489 were found for the ϵ indicator. The
hv indicator has an average value of 0.36429 and a standard
deviation of 0.0033477 with respect to the point at OEW/
OEWCRM = 1 15 and CD/CDCRM = 2 5. This is the same ref-
erence point which was chosen for analysing the reference
results in Section 4 as well. Similar results were obtained
for the optimisation involving a different number of
neurons and the same training set. They confirm that the
error introduced by approximating VLM with a neural

network is larger than the variability associated to the
stochastic initialisation of the PSO algorithm.

A summary concerning the computational cost of
surrogate modelling is given. Statistics is reported here for
the RBF model which uses TSP and the neural network with
8 neurons. Note that only the aerodynamic model is replaced,
and when evaluating the objective function, part of computa-
tional time is still employed to run the mass estimation
model and stability model as well as to transfer data. Compu-
tations were performed using a single core of an Intel i7
4810MQ CPU. The total computational cost is split into
two contributions. The first one is the computation of the
aerodynamic database which was used by both surrogate
models. It took 438 evaluations of the objective function
using VLM for a total of 17m 50 s which includes 1 s for each
evaluation to execute external models and transfer the data.
Regarding RBF, the matrix inversion needed to compute
RBF coefficients took roughly 5 s and it was performed only
once. Secondly, interpolation of aerodynamic data for one
configuration took 0.23 s and this task had to be repeated
for 48 iterations and a swarm size of 128. Thus, the total time
needed to run the MDO simulation with RBF model is 41m
20 s split between building the surrogate model (17m 50 s)
and using it (23m 30 s). Regarding the surrogate model based
on neural network, it needs 25m 51 s to perform the optimi-
sation for a total of 43m 41 s, which is comparable to the
amount of time needed by the RBF model. These numbers
are compared to the VLM reference. The cost of evaluating
the objective function using aerodynamics based on VLM is
1.5 s on an Intel i7 4810MQ CPU, and this task was repeated
for 48 iterations and a swarm size of 128. The total time
employed to perform the optimisation is about 2 h 33m
using a single core.

4.2. Hybrid Modelling for Aerodynamics. The computation of
the threshold for the hybrid model was performed by
applying the procedure described in Section 2.1 to the
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reference results. Specifically, two sets of results were consid-
ered. The first one is composed of all configurations assessed
with VLM during the two-objective optimisation aiming to
minimise OEW and drag coefficient. They were depicted in
Figure 5(c). The second one contains data produced with
RBF model based on the TPS function when performing
the same optimisation. Results were already shown in
Figure 8. Each set is considered in turn, and the cumulative
distribution is given in Figure 11(a). Such distribution is
shown for both databases and for three numbers of neigh-
bours, specifically 2, 4, and 8. Values of σ ranging from 0 to
0.35 are found. Note that aerodynamic data for 95% of con-
figurations has a standard deviation of less than σ < 0 225
when 2 or 4 neighbours are considered. A close-up in the
region around σ ≈ 0 225 is depicted in Figure 11(b). It is
shown that results produced with VLM and RBF converge
to σ ≈ 0 25 when the number of neighbouring configurations
is 8. Information in Figure 11 was exploited to set a threshold
σt = 0 15 and a number N = 5 of neighbours as a criterion to
switch between VLM and RBF model. It means that data
from the RBF model is considered reliable when its standard
deviation from the closest 5 neighbours σ is σ < σt.

Performing a two-objective optimisation to minimise
OEW and drag coefficient with the hybrid model using a
swarm size of 128 for 48 iterations, a threshold σt = 0 15
and a number N = 5 of neighbours took 44m 17 s on an
Intel i7 4810MQ CPU using a single core. Results are
shown in Figure 12. The ratio between the number of
evaluations of the objective function using VLM and
RBF is depicted in Figure 12(a). The first iteration is per-
formed with VLM since no database is available to per-
form RBF interpolation. The following 3 iterations show
no contribution by the surrogate model as well. This is
due to values of σ for interpolated aerodynamic data
which are above the threshold σt = 0 15. Starting from
the fifth iteration, results from the surrogate model are

considered accurate with σ < σt. The number of evalua-
tions performed with RBF increases, and by the end of
the simulation, a total of 43% of configurations was
assessed exclusively with the surrogate model. The Pareto
front obtained with the hybrid model is compared to the
ones computed with RBF and VLM in Figure 12(b). Over-
all, a very good agreement is found between the hybrid
model and the VLM reference. Results for the lower
region of the Pareto front match accurately and the upper
region, for which fewer configurations are available, are
identified too. In addition, a comparison is provided
between the hybrid model and the RBF one. The latter is
able to reproduce the upper region of the Pareto front
properly. Concerning the lower part, the hybrid model
provides more accurate results. This result was confirmed
by performing the hybrid optimisation 20 times and com-
paring the resulting Pareto fronts. The average value of the
ϵ indicator is 0.0061991 with a standard deviation of
0.0026108 whereas the hv indicator has an average value
of 0.36016 and a standard deviation of 0.002277 with
respect to the reference point at OEW/OEWCRM = 1 15
and CD/CDCRM = 2 5. This is chosen for consistency with
the reference results reported in Section 4.

A quantitative summary of the investigation concerning
surrogate modelling for aerodynamics using RBF, neural
network, and hybrid model is provided in Table 2. Results
for the same two-objective optimisation aiming at mini-
mising the OEW and drag coefficient are compared. The
surrogate model based on RBF interpolation identifies
the Pareto front with an average error of 7.62%. The com-
putational cost is reduced to almost a quarter of the VLM,
and this figure is similar for all surrogate models. The
neural network is the least performing of the surrogate
models since its error is 9.60% on average and the
corresponding computational time is decreased to 28.5%.
Conversely, the hybrid model provides the best results
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with an error smaller than 1% at the same computational
cost. The total time needed by the hybrid optimisation is
44m 17 s since evaluations took 1.5 s and 0.23 s using
VLM and RBF, respectively. A higher number of VLM
evaluations (around 1500) is performed for the hybrid

model when compared to the RBF surrogate, which used
438 VLM simulations for the sampling instead. However,
the computational time for data-transferring and execution
of external models is negligible for the hybrid optimisation
since both VLM and RBF are now part of the same model
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Table 2: Performance of surrogate models for aerodynamics. Error and its standard deviation are referred to the exact value computed with
VLM and expressed as a percentage.

Method
Average
error

Standard
deviation

Computational
time

VLM — — 100%

RBF 7.62% 14.6% 27.0%

Neural network 9.60% 17.0% 28.5%

Hybrid 0.784% 2.32% 28.9%
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and no additional overheads are needed. This is the key
element of the cost saving which is reported here. Note
also that the computational time and accuracy of the
hybrid model change as a function of the threshold. For
example, further reduction of time was obtained by
performing the same two-objective optimisation using a
threshold σt = 0 20. An average error of 1.18% was
found, and the total computational time was 27m 41 s
which is 18% of the reference.

5. Conclusions

The paper describes an investigation into surrogate model-
ling for wing planform multidisciplinary optimisation which
exploits a novel model-based framework. The workflow is
composed of a particle swarm optimiser and a performance
model which is in charge of computing the objective function
for each configuration to be assessed. It employs a mass
estimation model to estimate the mass, a stability model
for the computation of longitudinal stability derivative,
and an aerodynamic model.

Four models were exploited for the calculation of aerody-
namic performance. The original model relies on the vortex
lattice method, and it provided the reference results. Three
models provide surrogates for the calculation of aerodynamic
data. The first one is based on radial basis function interpola-
tion whereas the second one employs an artificial neural
network. They both require the precomputation of an aero-
dynamic database prior of their usage. A third, hybrid
approach based on both VLM and RBF is proposed to avoid
the precomputation. Switching between the two underlying
models is based on a novel criterion which is defined in an
objective way. When assessing a new configuration, results
provided by the surrogate model are accepted if their stan-
dard deviation with respect to neighbouring configurations
in the parameter space is below a given threshold. In turn,
the threshold value is obtained by analysing results of previ-
ous optimisations only once. Results and performance of
surrogate models were compared by performing the same
benchmark optimisation. It minimises two objectives, specif-
ically operating empty weight and drag coefficient.

Key findings are summarised as follows. Regarding the
RBF model, employing the thin plate spline function pro-
vides the most accurate results. This is valid for all numbers
of samples which were investigated. The convergence curve
is almost flat since an average error of 10% is obtained with
50 samples, but 438 are needed to go below 8%. The compu-
tational cost is reduced to a third of the original one. Regard-
ing the artificial neural network, the investigation showed
that a number of 8 neurons provide results which are compa-
rable to the ones from the RBF model when using the same
precomputed database. The computational cost is similar
too, and increasing the number of neurons does not improve
the final results in terms of average error. Regarding the
hybrid model, the results show an excellent agreement with
the original model. The threshold affects both average error
and computational cost. Modifying its value, it is possible
to act directly on the percentage of evaluations performed
with the original model or its surrogate. Thus, the level of

accuracy, and the corresponding computational cost, can be
arbitrarily decided.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors want to acknowledge the support received
from Airbus Operations Ltd., in particular from the Future
Projects Office. The research is part of the Agile Wing
Integration project sponsored by Innovate UK.

References

[1] J. Slotnick, A. Khodadoust, J. Alonso et al., “CFD vision
2030 study: a path to revolutionary computational aero-
sciences,” Technical Report NASA/CR-2014-218178, NASA
Langley Research Center, 2013, https://ntrs.nasa.gov/
archive/nasa/casi.ntrs.nasa.gov/20140003093.pdf.

[2] T. Pardessus, “Concurrent engineering development and
practices for aircraft design at Airbus,” in 24th Congress of
International Council of the Aeronautical Sciences, Yokohama,
Japan, August 2004, https://www.icas.org/ICAS_ARCHIVE/
ICAS2004/PAPERS/413.PDF.

[3] C. Audet and M. Kokkolaras, “Blackbox and derivative-free
optimization: theory, algorithms and applications,” Optimi-
zation and Engineering, vol. 17, no. 1, pp. 1-2, 2016.

[4] D. P. Raymer, Enhancing Aircraft Conceptual Design Using
Multidisciplinary Optimization, Kungliga Tekniska högskolan,
Institutionen för flygteknik, 2002, https://www.researchgate.
net/publication/35451124_Enhancing_aircraft_conceptual_
design_using_multidisciplinary_optimization.

[5] G. Ferraro, T. Kipouros, M. A. Savill, and A. Rampurawala,
“Multi-objective genetic design optimisation for early
design,” in 52nd Aerospace Sciences Meeting, AIAA SciTech
Forum, National Harbor, MD, USA, January 2014.

[6] A. I. J. Forrester, A. Sbester, and A. J. Keane, Engineering
Design via Surrogate Modelling: a Practical Guide, John Wiley
& Sons, 2008.

[7] M. Qazi and H. Linshu, “Nearly-orthogonal sampling and
neural network metamodel driven conceptual design of
multistage space launch vehicle,” Computer-Aided Design,
vol. 38, no. 6, pp. 595–607, 2006.

[8] S. Galelli and R. Soncini-Sessa, “Combining metamodelling
and stochastic dynamic programming for the design of reser-
voir release policies,” Environmental Modelling & Software,
vol. 25, no. 2, pp. 209–222, 2010.

[9] J. Demange, M. A. Savill, and T. Kipouros, “Multifidelity
optimization for high-lift airfoils,” in 54th AIAA Aerospace
Sciences Meeting, San Diego, CA, USA, January 2016.

[10] Y. Jin, “Surrogate-assisted evolutionary computation: recent
advances and future challenges,” Swarm and Evolutionary
Computation, vol. 1, no. 2, pp. 61–70, 2011.

14 International Journal of Aerospace Engineering

https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20140003093.pdf
https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20140003093.pdf
https://www.icas.org/ICAS_ARCHIVE/ICAS2004/PAPERS/413.PDF
https://www.icas.org/ICAS_ARCHIVE/ICAS2004/PAPERS/413.PDF
https://www.researchgate.net/publication/35451124_Enhancing_aircraft_conceptual_design_using_multidisciplinary_optimization
https://www.researchgate.net/publication/35451124_Enhancing_aircraft_conceptual_design_using_multidisciplinary_optimization
https://www.researchgate.net/publication/35451124_Enhancing_aircraft_conceptual_design_using_multidisciplinary_optimization


[11] G. G. Wang and S. Shan, “Review of metamodeling techniques
in support of engineering design optimization,” Journal of
Mechanical Design, vol. 129, no. 4, pp. 370–380, 2006.

[12] J. Scharl and D. Mavris, “Building parametric and probabi-
listic dynamic vehicle models using neural networks,” in
AIAA Modeling and Simulation Technologies Conference
and Exhibit, Montreal, Canada, August 2001.

[13] Y. Kuya, K. Takeda, X. Zhang, and A. I. J. Forrester,
“Multifidelity surrogate modeling of experimental and compu-
tational aerodynamic data sets,” AIAA Journal, vol. 49, no. 2,
pp. 289–298, 2011.

[14] T. W. Simpson, T. M. Mauery, J. J. Korte, and F. Mistree,
“Kriging models for global approximation in simulation-
based multidisciplinary design optimization,” AIAA Journal,
vol. 39, no. 12, pp. 2233–2241, 2001.

[15] S. Kontogiannis, M. A. Savill, and T. Kipouros, “A multi-
objective multi-fidelity framework for global optimization,” in
58th AIAA/ASCE/AHS/ASC Structures, Structural Dynamics,
and Materials Conference, Grapevine, TX, USA, January
2017.

[16] E. Iuliano and D. Quagliarella, “Proper orthogonal decomposi-
tion, surrogate modelling and evolutionary optimization in
aerodynamic design,” Computers & Fluids, vol. 84, pp. 327–
350, 2013.

[17] G. Pagliuca and S. Timme, “Model reduction for flight
dynamics simulations using computational fluid dynam-
ics,” Aerospace Science and Technology, vol. 69, pp. 15–
26, 2017.

[18] M. M. Rai and N. K. Madavan, “Aerodynamic design using
neural networks,” AIAA Journal, vol. 38, no. 1, pp. 173–
182, 2000.

[19] D. J. Linse and R. F. Stengel, “Identification of aerodynamic
coefficients using computational neural networks,” Journal of
Guidance, Control, and Dynamics, vol. 16, no. 6, pp. 1018–
1025, 1993.

[20] A. I. J. Forrester, A. Sóbester, and A. J. Keane, “Multi-fidelity
optimization via surrogate modelling,” Proceedings of the
Royal Society, vol. 463, no. 2088, pp. 3251–3269, 2007.

[21] L. Zhao, K. K. Choi, and I. Lee, “Metamodeling method using
dynamic kriging for design optimization,” AIAA Journal,
vol. 49, no. 9, pp. 2034–2046, 2011.

[22] T. Kipouros, M. Molinari, W. N. Dawes, G. T. Parks, M. A.
Savill, and K. W. Jenkins, “An investigation of the potential
for enhancing the computational turbomachinery design cycle
using surrogate models and high performance parallelisation,”
in ASME Turbo Expo 2007: Power for Land, Sea, and Air,
Montreal, Canada, May 2007.

[23] J. R. R. A. Martins and A. B. Lambe, “Multidisciplinary design
optimization: a survey of architectures,” AIAA Journal, vol. 51,
no. 9, pp. 2049–2075, 2013.

[24] J. Yoon, N. V. Nguyen, S. Choi, J. W. Lee, S. Kim, and Y. H.
Byun, “Multidisciplinary general aviation aircraft design
optimizations incorporating airworthiness constraints,” in
10th AIAA Aviation Technology, Integration, and Operations
(ATIO), Fort Worth, TX, USA, September 2010.

[25] I. Lind and H. Andersson, “Model based systems engineering
for aircraft systems - how does Modelica-based tools fit?,” in
Proceedings of the 8th International Modelica Conference,
Dresden, Germany, March 2011.

[26] J. A. Estefan, “Survey of model-based systems engineering
(MBSE) methodologies,” Incose MBSE Focus Group, vol. 25,

no. 8, pp. 1–12, 2007, http://www.omgsysml.org/MBSE_
Methodology_Survey_RevB.pdf.

[27] D. J. Armstrong, “The quarks of object-oriented develop-
ment,” Communications of the ACM, vol. 49, no. 2,
pp. 123–128, 2006.

[28] M. Reyes-Sierra and C. A. Coello Coello, “Multi-objective
particle swarm optimizers: a survey of the state-of-the-art,”
International Journal of Computational Intelligence Research,
vol. 2, no. 3, pp. 287–308, 2006.

[29] E. Torenbeek, Advanced Aircraft Design: Conceptual Design,
Analysis and Optimization of Subsonic Civil Airplanes, John
Wiley & Sons, 2013.

[30] J. Katz and A. Plotkin, Low-Speed Aerodynamics. Cambridge
Aerospace Series, Cambridge University Press, 2nd edition,
2001.

[31] M. Drela and H. Youngren, “AVL-aerodynamic analysis,
trim calculation, dynamic stability analysis, aircraft configu-
ration development,” Athena Vortex Lattice, vol. 3, p. 26,
2006.

[32] ESDU, Estimation of Airframe Drag by Summation of
Components: Principles and Examples, ESDU 97016, https://
www.esdu.com/cgi-bin/ps.pl?sess=unlicensed_119021823532
8jwst=docp=esdu_97016.

[33] ESDU, Representation of Drag in Aircraft Performance
Calculations, ESDU 81026, https://www.esdu.com/cgi-bin/ps.
pl?sess=unlicensed_1190218235407vhbt=docp=esdu_81026c.

[34] M. D. Buhmann, Radial Basis Functions: Theory and Imple-
mentations, Cambridge University Press, 2003.

[35] H. Wendland, Scattered Data Approximation. Cambridge
Monographs on Applied and Computational Mathematics,
Cambridge University Press, 2004.

[36] M. van Gerven and S. Bohte, “Editorial: artificial neural net-
works as models of neural information processing,” Frontiers
in Computational Neuroscience, vol. 11, no. 114, pp. 1-2, 2017.

[37] D. W. Ruck, S. K. Rogers, M. Kabrisky, M. E. Oxley, and
B. W. Suter, “The multilayer perceptron as an approxima-
tion to a bayes optimal discriminant function,” IEEE Trans-
actions on Neural Networks, vol. 1, no. 4, pp. 296–298,
1990.

[38] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, “Learning
representations by back-propagating errors,” Nature,
vol. 323, no. 6088, pp. 533–536, 1986.

[39] J. Heaton, Introduction to Neural Networks for Java, Heaton
Research, Inc., 2nd edition, 2008.

[40] F. Pedregosa, G. Varoquaux, A. Gramfort et al., “Scikit-
learn: machine learning in Python,” Journal of Machine
Learning Research, vol. 12, pp. 2825–2830, 2011.

[41] J. Vassberg, M. A. Dehaan, M. Rivers, and R. Wahls,
“Development of a common research model for applied
CFD validation studies,” in 26th AIAA Applied Aerody-
namics Conference, Honolulu, Hawaii, August 2008.

[42] E. Zitzler, L. Thiele, M. Laumanns, C. M. Fonseca, and V. G. da
Fonseca, “Performance assessment of multiobjective opti-
mizers: an analysis and review,” IEEE Transactions on Evolu-
tionary Computation, vol. 7, no. 2, pp. 117–132, 2003.

[43] E. Zitzler, D. Brockhoff, and L. Thiele, “The hypervolume indi-
cator revisited: on the design of pareto-compliant indicators
via weighted integration,” in Evolutionary Multi-Criterion
Optimization. EMO 2007. Lecture Notes in Computer Science,
vol 4403, S. Obayashi, K. Deb, C. Poloni, T. Hiroyasu, and T.
Murata, Eds., pp. 862–876, Springer, Berlin, Heidelberg, 2007.

15International Journal of Aerospace Engineering

http://www.omgsysml.org/MBSE_Methodology_Survey_RevB.pdf
http://www.omgsysml.org/MBSE_Methodology_Survey_RevB.pdf
https://www.esdu.com/cgi-bin/ps.pl?sess=unlicensed_1190218235328jwst=docp=esdu_97016
https://www.esdu.com/cgi-bin/ps.pl?sess=unlicensed_1190218235328jwst=docp=esdu_97016
https://www.esdu.com/cgi-bin/ps.pl?sess=unlicensed_1190218235328jwst=docp=esdu_97016
https://www.esdu.com/cgi-bin/ps.pl?sess=unlicensed_1190218235407vhbt=docp=esdu_81026c
https://www.esdu.com/cgi-bin/ps.pl?sess=unlicensed_1190218235407vhbt=docp=esdu_81026c


International Journal of

Aerospace
Engineering
Hindawi
www.hindawi.com Volume 2018

Robotics
Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

 Active and Passive  
Electronic Components

VLSI Design

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Shock and Vibration

Hindawi
www.hindawi.com Volume 2018

Civil Engineering
Advances in

Acoustics and Vibration
Advances in

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Electrical and Computer 
Engineering

Journal of

Advances in

OptoElectronics

Hindawi

www.hindawi.com

Volume 2018

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2013
Hindawi
www.hindawi.com

The Scientific 
World Journal

Volume 2018

Control Science
and Engineering

Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi

www.hindawi.com

 Journal of

Engineering
Volume 2018

Sensors
Journal of

Hindawi
www.hindawi.com Volume 2018

International Journal of

Rotating
Machinery

Hindawi

www.hindawi.com Volume 2018

Modelling &
Simulation
in Engineering
Hindawi

www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Chemical Engineering
International Journal of  Antennas and

Propagation

International Journal of

Hindawi
www.hindawi.com Volume 2018

Hindawi
www.hindawi.com Volume 2018

Navigation and 
 Observation

International Journal of

Hindawi

www.hindawi.com Volume 2018

 Advances in 

Multimedia

Submit your manuscripts at

www.hindawi.com

https://www.hindawi.com/journals/ijae/
https://www.hindawi.com/journals/jr/
https://www.hindawi.com/journals/apec/
https://www.hindawi.com/journals/vlsi/
https://www.hindawi.com/journals/sv/
https://www.hindawi.com/journals/ace/
https://www.hindawi.com/journals/aav/
https://www.hindawi.com/journals/jece/
https://www.hindawi.com/journals/aoe/
https://www.hindawi.com/journals/tswj/
https://www.hindawi.com/journals/jcse/
https://www.hindawi.com/journals/je/
https://www.hindawi.com/journals/js/
https://www.hindawi.com/journals/ijrm/
https://www.hindawi.com/journals/mse/
https://www.hindawi.com/journals/ijce/
https://www.hindawi.com/journals/ijap/
https://www.hindawi.com/journals/ijno/
https://www.hindawi.com/journals/am/
https://www.hindawi.com/
https://www.hindawi.com/

