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Abstract

This paper surveys the current state of the art in Natural Language
Generation (NLG), defined as the task of generating text or speech from
non-linguistic input. A survey of NLG is timely in view of the changes that
the field has undergone over the past decade or so, especially in relation
to new (usually data-driven) methods, as well as new applications of NLG
technology. This survey therefore aims to (a) give an up-to-date synthesis
of research on the core tasks in NLG and the architectures adopted in
which such tasks are organised; (b) highlight a number of relatively recent
research topics that have arisen partly as a result of growing synergies
between NLG and other areas of artificial intelligence; (c¢) draw attention
to the challenges in NLG evaluation, relating them to similar challenges
faced in other areas of NLP, with an emphasis on different evaluation
methods and the relationships between them.
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1 Introduction

In his intriguing story The Library of Babel (La biblioteca de Babel, 1941), Jorge
Luis Borges describes a library in which every conceivable book can be found. It
is probably the wrong question to ask, but readers cannot help wondering: who
wrote all these books? Surely, this could not be the work of human authors?
The emergence of automatic text generation techniques in recent years provides
an interesting twist to this question. Consider Philip M. Parker, who offered
more than 100.000 books for sale via Amazon.com, including for example his The
2007-2012 Outlook for Tufted Washable Scatter Rugs, Bathmats, and Sets That
Measure 6-Feet by 9-Feet or Smaller in India Obviously, Parker did not write
these 100,000 books by hand. Rather, he used a computer program that collects
publicly available information, possibly packaged in human-written texts, and
compiles these into a book. Just like the library of Babel contains many books
that are unlikely to appeal to a broad audience, Parker’s books need not find
many readers. In fact, even if only a small percentage of his books get sold a
few times, this would still make him a sizeable profit.

Parker’s algorithm can be seen to belong to a research tradition of so-called
text-to-text generation methods, applications that take existing texts as
their input, and automatically produce a new, coherent text as output. Other
example applications that generate new texts from existing (usually human-
written) text include:

e fusion and summarization of related sentences or texts to make them more
concise (e.g., Clarke & Lapata, 2010);

e simplification of complex texts, for example to make them more accessible
for low-literacy readers (e.g., Siddharthan, 2014) or for children (Macdon-
ald & Siddharthan, 2016);

e automatic spelling, grammar and text correction (e.g., Kukich, 1992; Dale
et al., 2012);

e automatic generation of peer reviews for scientific papers (Bartoli et al.,
2016);

e generation of paraphrases of input sentences (e.g., Bannard & Callison-
Burch, 2005; Kauchak & Barzilay, 2006); and

e automatic generation of questions, for educational and other purposes
(e.g., Brown et al., 2005; Rus et al., 2010).

Often, however, it is necessary to generate texts which are not grounded in
existing ones. Consider, as a case in point, the minor earthquake that took
place close to Beverly Hills, California on March 17, 2014. The Los Angeles
Times was the first newspaper to report it, within 3 minutes of the event,
providing details about the time, location and strength of the quake. This
report was automatically generated by a ‘robo-journalist’, which converted the



incoming automatically registered earthquake data into a text, by filling gaps
in a predefined template text]T]

Robo-journalism and associated practices, such as data journalism, are sim-
ple examples of what is usually referred to as data-to-text generation. They
have had a considerable impact in the fields of journalism and media studies
(van Dalen, 2012; Clerwall, 2014; Hermida, 2015). The technique used by the
Los Angeles Times was not new; many applications have been developed over
the years which automatically generate text from non-linguistic data including,
but not limited to, systems which produce:

e soccer reports (e.g., Theune et al., 2001; Chen & Mooney, 2008);
e virtual ‘newspapers’ from sensor data (Molina et al., 2011);

e textual descriptions of the day-to-day lives of birds based on satellite data
(Siddharthan et al., 2013);

e weather and financial reports (Goldberg et al., 1994; Reiter et al., 2005;
Turner et al., 2008; Ramos-Soto et al., 2015; Wanner et al., 2015; Pla-
chouras et al., 2016);

e summaries of patient information in clinical contexts (Hiiske-Kraus, 2003;
Harris, 2008; Portet et al., 2009; Gatt et al., 2009; Banaee et al., 2013);

e interactive information about cultural artefacts, for example in a museum
context (e.g., O'Donnell, 2001; Stock et al., 2007); and

o text intended to persuade (Carenini & Moore, 2006) or motivate behaviour
modification (Reiter et al., 2003).

These systems may differ considerably in the quality and variety of the texts
they produce, their commercial viability and the sophistication of the underly-
ing methods, but all are examples of data-to-text generation. Many of the
systems mentioned above focus on imparting information to user. On the other
hand, as shown by the examples cited above of systems focussed on persuasion
or behaviour change, informing need not be the exclusive goal of NLG. Nor is it
a trivial goal in itself, since in order to successfully impart information, a system
needs to select what to say, distinguishing it from what can be easily inferred
(possibly also depending on the target user), before expessing it coherently.

Generated texts need not have a large audience. There is no need to automat-
ically generate a report of, say, the Champions League European football final,
which is covered by many of the best journalists in the field anyway. However,
there are many other games, less important to the general public (but presum-
ably very important to the parties involved). Typically, all sports statistics (who
played?, who scored? etc.) for these games are stored, but such statistics are not

1See |http://www.slate.com/blogs/future_tense/2014/03/17/quakebot_los_angeles_
times_robot_journalist_writes_article_on_la_earthquake.html.


http://www.slate.com/blogs/future_tense/2014/03/17/quakebot_los_angeles_times_robot_journalist_writes_article_on_la_earthquake.html
http://www.slate.com/blogs/future_tense/2014/03/17/quakebot_los_angeles_times_robot_journalist_writes_article_on_la_earthquake.html

as a rule perused by sport-reporters. Companies like Narrative Scienceﬂ fill this
niche by automatically generating sport reports for these games. Automated
Insight&ﬂ even generates reports based on user-provided ‘fantasy football’ data.
In a similar vein, the automatic generation of weather forecasts for offshore oil
platforms (Sripada et al., 2003), or from sensors monitoring the performance of
gas turbines (Yu et al., 2006), has proven to be a fruitful application of data-to-
text techniques. Such bespoke applications are now the mainstay of companies
like Arria-NLG ]

Taking this idea one step further, data-to-text generation paves the way for
tailoring texts to specific audiences. For example, data from babies in neonatal
care can be converted into text differently, with different levels of technical
detail and explanatory language, depending on whether the intended reader is a
doctor, a nurse or a parent (Mahamood & Reiter, 2011). One could also easily
imagine that different sport reports are generated for fans of the respective
teams; the winning goal of one team is likely to be considered a lucky one from
the perspective of the losing team, irrespective of its ‘objective’ qualities. A
human journalist would not dream of writing separate reports about a sports
match (if only for lack of time), but for a computer this is not an issue and this is
likely to be appreciated by a reader who receives a more personally appropriate
report.

1.1 What is Natural Language Generation?

Both text-to-text generation and data-to-text generation are instances of Nat-
ural Language Generation (NLG). In the most widely-cited survey of NLG
methods to date (Reiter & Dale, 1997, 2000), NLG is characterized as ‘the sub-
field of artificial intelligence and computational linguistics that is concerned with
the construction of computer systems than can produce understandable texts in
English or other human languages from some underlying non-linguistic repre-
sentation of information’ (Reiter & Dale, 1997, p.1). Clearly this definition fits
data-to-text generation better than text-to-text generation, and indeed Reiter
and Dale (2000) focus exclusively on the former, helpfully and clearly describing
the rule-based approaches that dominated the field at the time.

It has been pointed out that precisely defining NLG is rather difficult (e.g.,
Evans et al., 2002): everybody seems to agree on what the output of an NLG
system should be (text), but what the exact input is can vary substantially
(McDonald, 1993). A further complication is that the boundaries between dif-
ferent approaches are themselves blurred. For example, text summarisation was
characterized above as a text-to-text application; this is clear for so called ‘ex-
tractive’ summarizers (which produce summaries using sentences from source
documents). However, ‘abstractive’ summarizers (which generate sentences not
present in any of the source documents) increasingly rely on techniques which
are also used in data-to-text, as when opinions are extracted from reviews and

%https://www.narrativescience.com
Shttps://automatedinsights.com
4http://www.arria.com
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expressed in completely new sentences (e.g., Labbé & Portet, 2012). Conversely,
a data-to-text generation system could conceivably rely on text-to-text genera-
tion techniques for learning how to express pieces of data in different or creative
ways (Mclntyre & Lapata, 2009; Gatt et al., 2009; Kondadadi et al., 2013).

Considering other applications of NLG similarly highlights how blurred bound-
aries can get. For example, the generation of spoken utterances in dialogue
systems (e.g., Walker et al., 2007a; Rieser & Lemon, 2009; Dethlefs, 2014) is
another application of NLG, but typically it is closely related to dialogue man-
agement, so that management and realisation policies are sometimes learned in
tandem (e.g., Rieser & Lemon, 2011b). Even what constitutes ‘a non-linguistic
representation of information’ in the context of data-to-text is subject to change:
traditionally, this was taken to be database or logically structured information,
but in recent times there has been an increased interest in using visual data as
input, resulting in so-called vision-to-text systems which automatically pro-
duce descriptions of static or moving images based on computer vision input
(e.g., Mitchell et al., 2012; Kulkarni et al., 2013; Thomason et al., 2014, among
many others).

1.2 Why a survey on Natural Language Generation?

Arguably Reiter and Dale (2000) is still the most complete available survey of
NLG and the most cited. However, the field of NLG has changed drastically
in the last 15 years, with the emergence of successful applications generating
tailored reports for specific audiences, and with the emergence of text-to-text
as well as vision-to-text generation applications, which also tend to rely more
on statistical methods than traditional data-to-text. None of these are covered
in Reiter and Dale (2000). Also notably absent are discussions of applications
that move beyond standard, ‘factual’ text generation, such as those that account
for personality and affect, or creative text such as metaphors and narratives.
Finally, a striking omission by Reiter and Dale (2000) is the lack of discussion
of evaluation methodology. Indeed, evaluation of NLG output has only recently
started to receive systematic attention, in part due to a number of shared tasks
that were conducted within the NLG community.

Since Reiter and Dale (2000), various other NLG overview texts have also
appeared. Bateman and Zock (2005) covers the cognitive, social and compu-
tational dimensions of NLG. McDonald (2010) offers a general characterization
of NLG as ‘the process by which thought is rendered into language’ (p. 121).
Wanner (2010) zooms in on automatic generation of reports, while Di Euge-
nio and Green (2010) looks at specific applications, especially in education and
health-care. Various specialized collections of articles have also been published,
including Krahmer and Theune (2010), which targets data-driven approaches;
and Bangalore and Stent (2014) which focusses on interactive systems. The
web offers various unpublished technical reports, such as Theune (2003), which
surveys dialogue systems, and Piwek (2003) and Belz (2003) on affective NLG.
While useful, these resources do not discuss recent developments or offer a com-
prehensive review. This indicates that a new state-of-the-art survey is highly



timely.

1.3 Goals of this survey

The goal of the current paper is to present a comprehensive overview of NLG de-
velopments since 2000, both in order to provide NLG researchers with a synthesis
and pointers to relevant research, and to introduce the field to researchers who
are less familiar with NLG. Though NLG has been a part of Al and NLP from the
early days (see e.g., Winograd, 1972; Appelt, 1985), as a field it has arguably
not been fully embraced by these broader communities, and has only recently
began to take full advantage of recent advances in data-driven, machine learning
and deep learning approaches.

As in Reiter and Dale (2000), our main focus, especially in the first part of
the survey, will be on data-to-text generation. In any case, doing full justice
to recent developments in the various text-to-text generation applications is
beyond the scope of a single survey, and many of these are covered in other
individual surveys, including Mani (2001) and Nenkova and McKeown (2011)
for summarisation; Androutsopoulos and Malakasiotis (2010) for paraphrasing;
and Piwek and Boyer (2012) for automatic question generation. However, we
will in various places discuss connections between data-to-text and text-to-text
generation, both because — as noted above — the boundaries are blurred, but
also, and perhaps more importantly, because text-to-text systems have long been
couched in the data-driven frameworks that are becoming increasingly popular
in data-to-text generation, also giving rise to some hybrid systems that combine
rule-bused and statistical techniques (e.g., Kondadadi et al., 2013).

Our review will start with an updated overview of the core NLG tasks that
were introduced in Reiter and Dale (2000), followed by a discussion of architec-
tures and approaches, where we pay special attention to those not covered in the
Reiter and Dale (2000) survey. These two sections constitute the ‘core’ part of
the survey. Beyond these, we highlight several new developments, including ap-
proaches where the input data is visual; and research aimed at generating more
varied, engaging or creative and entertaining texts, taking NLG beyond the fac-
tual, repetitive texts it is sometimes accused of producing. We believe that these
applications are not only interesting in themselves, but may also inform more
‘utility’-driven text generation application. For example, by including insights
from narrative generation we may be able to generate more engaging reports
and by including insights from metaphor generation we may be able to phrase
information in these reports in a more original manner. Finally, we will discuss
recent developments in evaluation of natural language generation applications.

In short, the goals of this survey are:

e To give an up-to-date synthesis of research on the core tasks in NLG, as
well as the architectures adopted in the field, especially in view of recent
developments exploiting data-driven techniques (Sections [2| and ;

e To highlight a number of relatively recent research issues that have arisen
partly as a result of growing synergies between NLG and other areas of



artificial intelligence, such as computer vision, stylistics and computational
creativity (Sections and @;

e To draw attention to the challenges in NLG evaluation, relating them to
similar challenges faced in other areas of NLP, with an emphasis on different
evaluation methods and the relationships between them (Section .

2 NLG Tasks

Traditionally, the NLG problem of converting input data into output text was
addressed by splitting it up into a number of subproblems. The following six
are frequently found in many NLG systems (Reiter & Dale, 1997, 2000); their
role is illustrated in Figure [T}

1. Content determination: Deciding which information to include in the text
under construction,

2. Text structuring: Determining in which order information will be pre-
sented in the text,

3. Sentence aggregation: Deciding which information to present in individual
sentences,

4. Lezicalisation: Finding the right words and phrases to express informa-
tion,

5. Referring expression generation: Selecting the words and phrases to iden-
tify domain objects,

6. Linguistic realisation: Combining all words and phrases into well-formed
sentences.

These tasks could be thought of in terms of early decision processes (which
information to convey to the reader?) to late ones (which words to use in a
particular sentence, and how to put them in their correct order?). This charac-
terization reflects a long-running distinction in NLG between strategy and tactics
(a distinction that goes back at least to Thompson, 1977). This distinction also
suggests a temporal order in which the tasks are executed, at least in systems
with a modular, pipeline architecture (discussed in Section : for example,
the system first needs to decide which input data to express in the text, before
it can order information for presentation. However, such ordering of modules
is nowadays increasingly put into question in the data-driven architectures dis-
cussed below (Section . Here, we refer to ‘early’ and ‘late’ tasks by way of
distinguishing between choices that are more oriented towards the data (such
as what to say) and choices that are of an increasingly linguistic nature (e.g.,
lexicalisation, or realisation).

In this section, we briefly describe these six tasks, illustrating them with
examples, and highlight recent developments in each case. As we shall see,
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Figure 1: Tasks in NLG, illustrated with a simplified example from the neonatal
intensive care domain. First the system has to decide what the important events
are in the data (a, content determination), in this case, occurrences of low heart
rate (bradycardias). Then it has to decide in which order it wants to present
data to the reader (b, text structuring) and how to express these in individual
sentence plans (c, aggregation, lexicalisation, reference). Finally, the resulting
sentences are generated (d, linguistic realisation).

while the ‘early’ tasks are crucial for the development of NLG systems, they are
often intimately connected to the specific application. By contrast, ‘late’ tasks
are more often investigated independently of an application, and hence have
resulted in approaches that can be shared between applications.

2.1 Content determination

As a first step in the generation process, the NLG system needs to decide which
information should be included in the text under construction, and which should
not. Typically, more information is contained in data than we want to convey
through text, or the data is more detailed than we care to express in text. This is
clear in Figure[Ta] where the input signal — a patient’s heart rate — only contains
a few patterns of interest. Selection may also depend on the target audience
(e.g. does it consist of experts or novices, for example) and on the overall
communicative intention (e.g. should the text inform the reader or convince
him to do something).

Content determination involves choice. In a soccer report, we may not want
to verbalise each pass and foul committed, even though the data may con-
tain this information. In the case of neonatal care, data might be collected
continuously from sensors measuring heart rate, blood pressure and other phys-
iological parameters. Data thus needs to be filtered and abstracted into a set
of preverbal messages, semantic representations of information which are often
expressed in a formal representation language, such as logical or database lan-
guages, attribute-value matrices or graph structures. They can express, among
other things, which relations hold between which domain entities, for example,
expressing that player X scored the first goal for team Y at time T.

Though content determination is present in most NLG systems (cf. Mellish
et al., 2006), approaches are typically closely related to the domain of applica-
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tion. A notable exception is Guhe (2007), an incremental account of content
determination based on studies of speakers’ descriptions of dynamic events as
they unfold. This work belongs to a strand of research which considers NLG
first and foremost as a methodology eminently suitable for understanding hu-
man language production.

In recent years, researchers have started exploring data-driven techniques
for content determination ((see e.g., Barzilay & Lee, 2004; Bouayad-Agha et al.,
2013; Kutlak et al., 2013; Venigalla & Di Eugenio, 2013). Barzilay and Lee
(2004), for example, used hidden markov models to model topic shifts in a par-
ticular domain of discourse (say, earthquake reports), where the hidden states
represented ‘topics’, modelled as sentences clustered together by similarity. A
clustering approach was also used by Duboue and McKeown (2003) in the biog-
raphy domain, using texts paired with a knowledge base, from which semantic
data was clustered and scored according to its occurrence in text. In a similar
vein Barzilay and Lapata (2005) use a database of American football records
and corresponding text. Their aim was not only to identify bits of information
that should be mentioned, but also dependencies between them, since mention-
ing a certain event (say, a score by a quarterback) may warrant the mention
of another (say, another scoring event by a second quarterback). The solution
proposed by Barzilay and Lapata was to compute both individual preference
scores for events, and a link preference score.

More recently, various researchers have addressed the question of how to au-
tomatically learn alignments between data and text, also in the broader context
of grounded language acquisition, i.e., modelling how we learn language by look-
ing at correspondences between objects and events in the world and the way we
refer to them in language (Roy, 2002; Yu & Ballard, 2004; Yu & Siskind, 2013).
For example, Liang et al. (2009) extended the work by Barzilay and Lapata
(2005) to multiple domains (soccer and weather), relying on weakly supervised
techniques; in a similar vein, Koncel-Kedziorski et al. (2014) presented a weakly
supervised multilevel approach, to deal with the fact that there is no one-to-one
correspondence between, for example, soccer events in data and sentences in as-
sociated soccer reports. We shall return to these methods as part of a broader
discussion of data-driven approaches below (Section .

2.2 Text structuring

Having determined what messages to convey, the NLG system needs to decide
on their order of presentation to the reader. For example, Figure shows
three events of the same type (all bradycardia events, that is, brief drops in
heart rate), selected (after abstraction) from the input signal and ordered as a
temporal sequence.

This stage is often referred to as text (or discourse or document) structuring.
In the case of the soccer domain, for example, it seems reasonable to start with
general information (where and when the game was played, how many people
attended, etc.), before the goals are described, typically in temporal order. In
the neonatal care domain, a temporal order can be imposed among specific

11



events, as in Figure but larger spans of text may reflect ordering based on
importance, and grouping of information based on relatedness (e.g. all events
related to a patient’s respiration) (Portet et al., 2009). Naturally, alternative
discourse relations may exist between separate messages, such as contrasts or
elaborations. The result of this stage is a discourse, text or document plan,
which is a structured and ordered representation of messages.

These examples again imply that the application domain imposes constraints
on ordering preferences. Farly approaches, such as McKeown (1985), often
relied on hand-crafted, domain-dependent structuring rules (which McKeown
called schemata). To account for discourse relations between messages, re-
searchers have alternatively relied on Rhetorical Structure Theory (RST; e.g.,
Mann & Thompson, 1988; Scott & Sieckenius de Souza, 1990; Hovy, 1993),
which also typically involved domain-specific rules. For example, Williams and
Reiter (2008) used RST relations to identify ordering among messages that would
maximise clarity to low-skilled readers.

Various researchers have explored the possibilities of using machine learning
techniques for document structuring (e.g., Dimitromanolaki & Androutsopou-
los, 2003), sometimes doing this in tandem with content selection (Duboue &
McKeown, 2003). General approaches for information ordering (Barzilay & Lee,
2004; Lapata, 2006) have been proposed, which automatically try to find an op-
timal ordering of ‘information-bearing items’. These approaches can be applied
to text structuring, where the items to be ordered are typically preverbal mes-
sages; however, they can also be applied in (multidocument) summarisation,
where the items to be ordered are sentences from the input documents which
are judged to be summary-worthy enough to include (e.g., Barzilay et al., 2002;
Bollegala et al., 2010).

2.3 Sentence aggregation

Not every message in the text plan needs to be expressed in a separate sen-
tence; by combining multiple messages into a single sentence, the generated
text becomes potentially more fluid and readable (e.g., Dalianis, 1999; Cheng &
Mellish, 2000), although there are also situations where it has been argued that
aggregation should be avoided (discussed in Section[5.2). For instance, the three
events selected in Figure are shown as ‘merged’ into a single pre-linguistic
representation, which will be mapped to a single sentence. The process by
which related messages are grouped together in sentences is known as sentence
aggregation.

To take another example, from the soccer domain, one (unaggregated) way
to describe the fastest hat-trick in the English Premier League would be:

(1) Sadio Mane scored for Southampton after 12 minutes and 22 seconds.
(2) Sadio Mane scored for Southampton after 13 minutes and 46 seconds.

(3) Sadio Mane scored for Southampton after 15 minutes and 18 seconds.

12



Clearly, this is rather redundant, not very concise or coherent, and generally
unpleasant to read. An aggregated alternative, such as the following, would
therefore be preferred:

(4) Sadio Mane scored three times for Southampton in less than three
minutes.

In general, aggregation is difficult to define, and has been interpreted in
various ways, ranging from redundancy elimination to linguistic structure com-
bination. Reape and Mellish (1999) offer an early survey, distinguishing between
aggregation at the semantic level (as illustrated in Figure and at the level
of syntax, illustrated in the transition from to above.

It is probably fair to say that much early work on aggregation was strongly
domain-dependent. This work focussed on domain- and application-specific
rules (e.g. ‘if a player scores two consecutive goals, describe these in the
same sentence’), that were typically hand-crafted (e.g., Hovy, 1988; Dalianis,
1999; Shaw, 1998). Once again, more recent work has evinced a turn towards
data-driven approaches, where aggregation rules are acquired from corpus data
(e.g., Walker et al., 2001; Cheng & Mellish, 2000). Barzilay and Lapata (2006)
present a system that learns how to aggregate on the basis of a parellel corpus
of sentences and corresponding database entries, by looking for similarities be-
tween entries. As was the case with the content selection method of Barzilay
and Lapata (2005), Barzilay and Lapata (2006) view the problem in terms of
global optimisation: an initial classification is done over pairs of database en-
tries which determines whether they should be aggregated or not on the basis of
their pairwise similarity. Subsequently, a globally optimal set of linked entries is
selected based on transitivity constraints (if (e;, e;) and (ej, ex) are linked, then
so should (e;,e;)) and global constraints, such as how many sentences should
be aggregated in a document. Global optimisation is cast in terms of Integer
Linear Programming, a well-known mathematical optimization technique (e.g.,
Nemhauser & Wolsey, 1988).

With syntactic aggregation, it is arguably more feasible to define domain-
independent rules to eliminate redundancy (Harbusch & Kempen, 2009; Kem-
pen, 2009). For example, converting the first example into the second below

(5) Sadio Mane scored in the 12th minute and he scored again in the 13th
minute.

(6) Sadio Mane scored in the 12th minute and again in the 13th.

could be achieved by identifying the parallel verb phrases in the two con-
joined sentences and eliding the subject and verb in the second. Recent work
has explored the possibility of acquiring such rules from corpora automatically.
For example, Stent and Molina (2009) describe an approach to the acquisition
of sentence-combining rules from a discourse treebank, which are then incorpo-
rated into the sparRKy sentence planner described by Walker et al. (2007b). A
more general approach to the same problem is discussed by White and Howcroft
(2015).
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Arguably, aggregation on the syntactic level can only account for relatively
small reductions, compared to aggregation at the level of messages. Further-
more, syntactic aggregation assumes that the sentence planning process (which
includes lexicalisation) is complete. Hence, while traditional approaches to NLG
view aggregation as part of sentence planning, which occurs prior to syntactic
realisation, the validity of this claim depends on the type of aggregation being
performed (see also Theune et al., 2006).

2.4 Lexicalisation

Once the content of the sentence has been finalised, possibly also as a result
of aggregation at the message level, the system can start converting it into
natural language. In our example (Figure , the outcome of aggregation and
lexicalisation are shown together: here, the three events have been grouped, and
mapped to a representation that includes a verb (be) and its arguments, though
the arguments themselves still have to be rendered in a referring expression (see
below). This reflects an important decision, namely, which words or phrases
to use to express the messages’ building blocks. A complication is that often
a single event can be expressed in natural language in many different ways. A
scoring event in a soccer match, for example, can be expressed as ‘to score a
goal’, ‘to have a goal noted’, ‘to put the ball in the net’, among many others.

The complexity of this lexicalisation process critically depends on the num-
ber of alternatives that the NLG system can entertain. Often, contextual con-
straints play an important role here as well: if the aim is to generate texts with
a certain amount of variation (e.g., Theune et al., 2001), the system can decide
to randomly select a lexicalisation option from a set of alternatives (perhaps
even from a set of alternatives not used earlier in the text). However, stylistic
constraints come into play: ‘to score a goal’ is an unfortunate way of expressing
an own goal, for example. In other applications, lexical choice may even be in-
formed by other considerations, such as the attitude or affective stance towards
the event in question (e.g., Fleischman & Hovy, 2002, and the discussion in Sec-
tion . Whether or not NLG systems aim for variation in their output or not
depends on the domain. For example, variation in soccer reports is presumably
more appreciated by readers than variation in weather reports (on which see
Reiter et al., 2005); it may also depend on where in a text the variation occurs
(e.g., variation in expressing timestamps may be less appreciated than variation
in referential forms, see e.g., Ferreira et al. (2016)).

One straightforward model for lexicalisation — the one assumed in Figure
— is to operate on preverbal messages, converting domain concepts directly into
lexical items. This might be feasible in well-defined domains. More often, lex-
icalisation is harder, for at least two reasons (cf. Bangalore & Rambow, 2000):
First, it can involve selection between semantically similar, near-synonymous
or taxonomically related words (e.g. animal vs dog; Stede, 2000; Edmonds &
Hirst, 2002). Second, it is not always straightforward to model lexicalisation in
terms of a crisp concept-to-word mapping. One source of difficulty is vagueness,
which arises, for example, with terms denoting properties that are gradable.
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For example, selecting the adjectives ‘wide’ or ‘tall’ based on the dimensions
of an entity requires the system to reason about the width or height of simi-
lar objects, perhaps using some standard of comparison (since a ‘tall glass’ is
shorter than a ‘short man’; cf. Kennedy & McNally, 2005; van Deemter, 2012).
A similar issue has been noted in the context of presenting numerical informa-
tion, such as timestamps and quantities (Reiter et al., 2005; Power & Williams,
2012). For example, Reiter et al. (2005) discussed time expressions in the con-
text of weather-forecast generation, pointing out that a timestamp 00:00 could
be expressed as late evening, midnight, or simply evening (Reiter et al., 2005,
p. 143). Not surprisingly, humans (including the professional forecasters that
contributed to Reiter et al.’s evaluation), show considerable variation in their
lexical choices.

It is interesting to note that many issues related to lexicalisation have also
been discussed in the psycholinguistic literature on lexical access (Levelt, 1989;
Levelt et al., 1999). Among these is the question of how speakers home in on
the right word and under what conditions they are liable to make errors, given
that the mental lexicon is a densely connected network in which lexical items are
connected at multiple levels (semantic, phonological, etc). This has also been a
fruitful topic for computational modelling (e.g., Levelt et al., 1999). In contrast
to cognitive modelling approaches, however, research in NLG increasingly views
lexicalisation as part of surface realisation (discussed below) (a similar obser-
vation is made by Mellish & Dale, 1998, p.351). A fundamental contribution
in this context is by Elhadad et al. (1997), who describe a unification-based
approach, unifying conceptual representations (i.e., preverbal messages) with
grammar rules encoding lexical as well as syntactic choices.

2.5 Referring expression generation

Referring Expression Generation (REG) is characterised by Reiter and Dale
(1997, p.11) as ‘the task of selecting words or phrases to identify domain en-
tities’. This characterisation suggests a close similarity to lexicalisation, but
Reiter and Dale (2000) point out that the essential difference is that referring
expression generation is a ‘discrimination task, where the system needs to com-
municate sufficient information to distinguish one domain entity from other
domain entities’. REG is among the tasks within the field of automated text
generation that has received most attention in recent years (Mellish et al., 2006;
Siddharthan et al., 2011). Since it can be separated relatively easily from a
specific application domain and studied in its own right, various ‘standalone’
solutions for the REG problem exist.

In our running example, the three bradycardia events shown in Figure
are later represented as a set of three entities under the THEME argument of be,
following lexicalisation (Figure . How the system refers to them will depend,
among other things, on whether they’ve already been mentioned (in which case,
a pronoun or definite description might work) and if so, whether they need to
be distinguished from any other similar entities (in which case, they might need
to be distinguished by some properties, such as the time when they occurred).
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Domain objects
Attributes | di do ds
Color blue green blue
Shape ball cube ball
Size small large large
Relation before(d2) behind(di) next_to(ds)

(a) Visual domain from the
GRE3D corpus (Viethen & (b) Tabular representation of the vi-
Dale, 2008) sual domain

Figure 2: Visual domain and tabular representation

The first choice is therefore related to referential form: whether entities
are referred to using a pronoun, a proper name or an (in)definite description,
for example. This depends partly on the extent to which the entity is ‘in fo-
cus’ or ‘salient’ (see e.g., Poesio et al., 2004) and indeed such notions underlie
many computational accounts of pronoun generation (e.g., McCoy & Strube,
1999; Callaway & Lester, 2002; Kibble & Power, 2004). Choosing referential
forms has recently been the topic of a series of shared tasks on the Genera-
tion of Referring Expressions in Context (GREC; Belz et al., 2010), using data
from Wikipedia articles, which included choices such as reflexive pronouns and
proper names. Many systems participating in this challenge framed the prob-
lem in terms of classification among these many options. Still, it is probably
fair to say that much work on referential form has focussed on when to use
pronouns. Forms such as proper names remain understudied, although recently
various researchers have highlighted the problems of proper name generation
(Siddharthan et al., 2011; van Deemter, 2016; Ferreira et al., 2017).

Determining the referential content usually comes into play when the chosen
form is a description. Typically, there are multiple entities which have the same
referential category or type in a domain (more than one player, for example, or
several bradycardias). As a result, other properties of the entity will need to be
mentioned if it is to be identified by the reader or hearer. Earlier REG research
often worked with simple visual domains, such as Figure [2a]or its corresponding
tabular representation, taken from the GRE3D corpus (Viethen & Dale, 2008).
In this example, the REG content selection problem is to find a set of properties
for a target (say dj) that singles it out from its two distractors (dz and d3).

REG content determination algorithms can be thought of as performing a
search through the known properties of the referent for the ‘right’ combination
that will distinguish it in context. What constitutes the ‘right’ combination
depends on the underlying theory. Too much information in the description (as
in the small blue ball before the large green cup) might be misleading or even
boring; too little (the ball) might hinder identification. Much work on REG has
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appealed to the Gricean maxim stating that speakers should make sure that
their contributions are sufficiently informative for the purposes of the exchange,
but not more so (Grice, 1975). How this is interpreted has been the subject of
a number of algorithmic interpretations, including:

e Conducting an exhaustive search through the space of possible descriptions
and choosing the smallest set of properties that will identify the target
referent, the strategy incorporated by the Full Brevity procedure (Dale,
1989). In our example domain, this would select size.

e Selecting properties incrementally, but choosing the one which rules out
most distractors at each step, thereby minimising the possibility of in-
cluding information that isn’t directly relevant to the identification task.
This is the underlying idea of the Greedy Heuristic algorithm (Dale, 1989,
1992), and it has more recently been revived in stochastic utility-based
models such as Frank et al. (2009). In our example scene, such an algo-
rithm would once again consider size first.

e Selecting properties incrementally, but based on domain-specific prefer-
ence or cognitive salience. This is the strategy incorporated in the Incre-
mental Algorithm (Dale & Reiter, 1995), which would predict that color
should be preferred over size in our example.

While these heuristics focus exclusively on the requirement that a referent
be unambiguously identified, research on reference in dialogue (e.g., Jordan
& Walker, 2005) has shown that under certain conditions, referring expressions
may also include ‘redundant’ properties in order to achieve other communicative
goals, such as confirmation of a previous utterance by an interlocutor. Similarly,
White et al. (2010) present a system which generates user-tailored descriptions
in spoken dialogue, arguing that, for example, a frequent flyer would prefer
different descriptions of flights than a student who only flies occasionally.

These various algorithms compute (possibly different) distinguishing descrip-
tions for target referents (more precisely: they select sets of properties that dis-
tinguish the target, but that still need to be expressed in words; see Section 2.6
below). Various strands of more recent work can be distinguished (surveyed in
Krahmer & van Deemter, 2012). Some researchers have focussed on extending
the expressivity of the ‘classical’ algorithms, to include plurals (the two balls)
and relations (the ball in front of a cube) (e.g., Horacek, 1997; Stone, 2000;
Gardent, 2002; Kelleher & Kruijff, 2006; Viethen & Dale, 2008, among many
others). Other work has cast the problem in probabilistic terms; for example,
FitzGerald et al. (2013) frame REG as a problem of estimating a log-linear distri-
bution over a space of logical forms representing expressions for sets of objects.
Other work has concentrated on evaluating the performance of different REG
algorithms, by collecting controlled human references and comparing these with
the references predicted by various algorithms (e.g., Belz, 2008; Gatt & Belz,
2010; Jordan & Walker, 2005, again among many others). In a similar vein,
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researchers have also started exploring the relevance of REG algorithms as psy-
cholinguistic models of human language production (e.g., van Deemter et al.,
2012b).

A different line of work has moved away from the separation between content
selection and form, performing these tasks jointly. For example, Engonopou-
los and Koller (2014) use a synchronous grammar that directly relates surface
strings to target referents, using a chart to compute the possible expressions
for a given target. This work bears some relationship to planning-based ap-
proaches we discuss in Section [3.2] below, which exploit grammatical formalisms
as planning operators (e.g. Stone & Webber, 1998; Koller & Stone, 2007), solv-
ing realisation and content determination problems in tandem (including REG
as a special case).

Finally, in earlier work visual information was typically ‘simplified’ into a
table (as we did above), but there has been substantial progress on REG in more
complex scenarios. For example, the GIVE challenge (Koller et al., 2010), pro-
vided impetus for the exploration of situated reference to objects in a virtual
environment (see also Stoia & Shockley, 2006; Garoufi & Koller, 2013). More
recent work has started exploring the interface between computer vision and
REG to produce descriptions of objects in complex, realistic visual scenes, in-
cluding photographs (e.g., Mitchell et al., 2013; Kazemzadeh et al., 2014; Mao
et al., 2016). This forms part of a broader set of developments focussing on the
relatonship between vision and language, which we turn to in Section

2.6 Linguistic realisation

Finally, when all the relevant words and phrases have been decided upon, these
need to be combined to form a well-formed sentence. The simple example in
Figure[Id]shows the structure underlying the sentence there were three successive
bradycardias down to 69, the linguistic message corresponding to the portion
selected from the original signal in Figure

Usually referred to as linguistic realisation, this task involves ordering con-
stituents of a sentence, as well as generating the right morphological forms
(including verb conjugations and agreement, in those languages where this is
relevant). Often, realisers also need to insert function words (such as auxiliary
verbs and prepositions) and punctuation marks. An important complication at
this stage is that the output needs to include various linguistic components that
may not be present in the input (an instance of the ‘generation gap’ discussed
in Section below); thus, this generation task can be thought of in terms
of projection between non-isomorphic structures (cf. Ballesteros et al., 2015).
Many different approaches have been proposed, of which we will discuss

1. human-crafted templates;
2. human-crafted grammar-based systems;

3. statistical approaches.
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2.6.1 Templates

When application domains are small and variation is expected to be minimal,
realisation is a relatively easy task, and outputs can be specified using templates
(e.g., Reiter et al., 1995; McRoy et al., 2003), such as the following.

(7)  $player scored for $team in the $minute minute.

This template has three variables, which can be filled with the names of a player,
a team, and the minute in which this player scored a goal. It can thus serve to
generate sentences like:

(8) Ivan Rakitic scored for Barcelona in the 4th minute.

An advantage of templates is that they allow for full control over the quality
of the output and avoid the generation of ungrammatical structures. Modern
variants of the template-based method include syntactic information in the tem-
plates, as well as sophisticated rules for filling the gaps (Theune et al., 2001),
making it difficult to distinguish templates from more sophisticated methods
(van Deemter et al., 2005). The disadvantage of templates is that they are
labour-intensive if constructed by hand (though templates have recently been
learned automatically from corpus data, see e.g., Angeli et al., 2012; Kondadadi
et al., 2013, and the discussion in Section below). They also do not scale
well to applications which require considerable linguistic variation.

2.6.2 Hand-coded grammar-based systems

An alternative to templates is provided by general-purpose, domain-independent
realisation systems. Most of these systems are grammar-based, that is, they
make some or all of their choices on the basis of a grammar of the language
under consideration. This grammar can be manually written, as in many classic
off-the-shelf realisers such as FUF/SURGE (Elhadad & Robin, 1996), MUMBLE
(Meteer et al., 1987), KPML (Bateman, 1997), NIGEL (Mann & Matthiessen,
1983), and RealPro (Lavoie & Rambow, 1997). Hand-coded grammar-based
realisers tend to require very detailed input. For example, KPML (Bateman,
1997) is based on Systemic-Functional Grammar (SFG; Halliday & Matthiessen,
2004), and realisation is modelled as a traversal of a network in which choices
depend on both grammatical and semantico-pragmatic information. This level
of detail makes these systems difficult to use as simple ‘plug-and-play’ or ‘off
the shelf” modules (e.g., Kasper, 1989), something which has motivated the
development of simple realisation engines which provide syntax and morphology
APIs, but leave choice-making up to the developer(Gatt et al., 2009; Vaudry &
Lapalme, 2013; Bollmann, 2011; de Oliveira & Sripada, 2014).

One difficulty for grammar-based systems is how to make choices among
related options, such as the following, where hand-crafted rules with the right
sensitivity to context and input are difficult to design:

(9) Ivan Rakitic scored for Barcelana in the 4th minute.
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(10) For Barcelona, Ivan Rakitic scored in minute four.

(11) Barcelona player Ivan Rakitic scored after four minutes.

2.6.3 Statistical approaches

Recent approaches have sought to acquire probabilistic grammars from large
corpora, cutting down on the amount of manual labour required, while increas-
ing coverage. Essentially, two approaches have been taken to include statistical
information in the realisation process. One approach, introduced by the semi-
nal work of Langkilde and Knight (Langkilde-Geary, 2000; Langkilde-Geary &
Knight, 2002) on the HALOGEN/NITROGEN systems, relies on a two-level ap-
proach, in which a small, hand-crafted grammar is used to generate alternative
realisations represented as a forest, from which a stochastic re-ranker selects
the optimal candidate. Langkilde and Knight rely on corpus-based statistical
knowledge in the form of n-grams, whereas others have experimented with more
sophisticated statistical models to perform reranking (e.g., Bangalore & Ram-
bow, 2000; Ratnaparkhi, 2000; Cahill et al., 2007). The second approach does
not rely on a computationally expensive generate-and-filter approach, but uses
statistical information directly at the level of generation decisions. An example
of this approach is the pCRU system developed by Belz (2008), which generates
the most likely derivation of a sentence, given a corpus, using a context-free
grammar. In this case, the statistics are exploited to control the generator’s
choice-making behaviour as it searches for the optimal solution.

In both approaches, the base generator is hand-crafted, while statistical
information is used to filter outputs. An obvious alternative would be to also
rely on statistical information for the base-generation system. Fully data-driven
grammar-based approaches have been developed by acquiring grammatical rules
from treebanks. For example, the OpenccG framework (Espinosa et al., 2008;
White & Rajkumar, 2009, 2012) presents a broad coverage English surface re-
alizer, based on Combinatory Categorial Grammar (CCG; Steedman, 2000),
relying on a corpus of CCG representations derived from the Penn Treebank
(Hockenmaier & Steedman, 2007) and using statistical language models for re-
ranking. There are several other approaches to realisation that adopt a similar
rationale, based on a variety of grammatical formalisms, including Head-Driven
Phrase Structure Grammar (HPSG; Nakanishi et al., 2005; Carroll & Oepen,
2005), Lexical-Functional Grammar (LFG; Cahill & Josef, 2006) and Tree Ad-
joining Grammar (TAG; Gardent & Narayan, 2015). In the many of these
systems, the base generator uses some variant of the chart generation algorithm
(Kay, 1996) to iteratively realise parts of an input specification and merge them
into one or more final structures, which can then be ranked (see Rajkumar &
White, 2014, for further discussion). The existence of stochastic realisers with
wide-coverage grammars has motivated a greater focus on subtle choices, such
as how to avoid structural ambiguity, or how to handle choices such as explicit
complementiser insertion in English (see e.g., Rajkumar & White, 2011).

Other approaches to realisation also rely on one or more classifiers to im-
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prove outputs. For example, Filippova and Strube describe an approach to
linearisation of constituents using a two-step approach with Maximum Entropy
classifiers, first determining which constituent should occupy sentence-initial
position, then ordering the constituents in the remainder of the sentence (Fil-
ippova & Strube, 2007, 2009). Bohnet et al. (2010) describe a realiser using
underspecified dependency structures as input, in a framework based on Sup-
port Vector Machines, where classifiers are organised in a cascade. An initial
classifier decodes semantic input into the corresponding syntactic features, while
two subsequent classifiers first linearise the syntax and then render the correct
morphological realisation for the component lexemes. This ‘deep generation’
approach was applied to four languages — Chinese, English, German and Span-
ish — and found to outperform the approach of Filippova and Strube (2009)
on English when compared to a corpus using the BLEU metric (Papineni et al.,
2002), though it falls somewhat short of the German realiser of Filippova and
Strube (2007), where the two-step classification approach does better.

Modelling choices using classifier cascades is not restricted to realisation;
indeed, in some cases, it has been adopted as a model for the NLG process as a
whole, a topic we will return to in Section[3.3.3] One outcome of this view of NLG
is that the nature of the input representation also changes: the more decisions
that are made within the statistical generation system, the less linguistic and
more abstract the input representation becomes, paving the way for integrated,
end-to-end stochastic generation systems, such as Konstas and Lapata (2013),
which we also discuss in the next section.

2.7 Discussion

This section has given an overview of some classic tasks that are found in most
NLG systems. One of the common trends that can be identified in each case
is the steady move from early, hand-crafted approaches based on rules, to the
more recent stochastic approaches that rely on corpus data, with a concomitant
move towards more domain-independent approaches. Historically, this was the
case already for tasks, such as referring expression generation or realisation,
which became topics of intensive research in their own right. However, as more
and more approaches to all NLG tasks begin to take a statistical turn, there
is increasing emphasis on learning techniques; the domain-specific aspect is, as
it were, incidental, a property of the training data itself. As we shall see in
the next section, this trend has also influenced the way different NLG tasks are
organised, that is, the architecture of systems for text generation from data.

3 NLG Architectures and Approaches

Having given an overview of the most common sub-tasks that NLG systems incor-
porate, we now turn to the way such tasks can be organised. Broadly speaking,
we can distinguish between three dominant approaches to NLG architectures:
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Figure 3: Classical three-stage NLG architecture, after Reiter and Dale (2000).
Darker segments illustrate the three main modules; lighter segments show the
outputs.

1. Modular architectures: These are often typical of systems with roots in the
classical, symbol-processing paradigm that dominated early Al research.
By design, such architectures involve fairly crisp divisions among sub-
tasks, though with significant variations among them;

2. Planning perspectives: Again with deep roots in the AI tradition, viewing
text generation as planning affords a more integrated, less modular design;

3. Data-driven, integrated approaches: Now the dominant trend in NLG (as
it is in NLP more generally), such approaches place a heavy reliance on
statistical learning of correspondences between (non-linguistic) inputs and
outputs. Such correspondences often cut across task divisions, resulting
once again in more integrated approaches to the NLG problem.

Of these three, the first, modular design is the oldest and for a long time,
following Reiter (1994), was referred to as the ‘consensus’. While we review it
in some depth below, we emphasise that its consensual status has been repeat-
edly put into question. Indeed, more recent planning-based and/or data-driven
research has strongly challenged the modular view. For this reason, in what fol-
lows, we will often explicitly contrast the encapsulated design of the older model
with these more ‘global’ approaches, with a view to highlighting computational
solutions aimed to address NLG sub-tasks jointly.

3.1 Rule-based, modular approaches

Existing surveys of NLG, including Reiter and Dale (Reiter & Dale, 1997, 2000)
and Reiter (2010) typically refer to some version of the pipeline architecture
displayed in Figure |3| as the ‘consensus’ architecture in the field. Originally
introduced by (Reiter, 1994), the pipeline was a generalisation based on actual
practice and achieved the status of a ‘de facto standard’.

Different modules in the pipeline incorporate different subsets of the tasks de-
scribed in Section |2 The first module, the Text Planner (or Document Planner,
or Macroplanner), combines content selection and text structuring (or document
planning). Thus, it is concerned mainly with strategic generation (McDonald,
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1993), the choice of ‘what to say’. The resulting text plan, a structured repre-
sentation of messages, is the input to the Sentence Planner (or microplanner),
which typically combines sentence aggregation, lexicalisation and referring ex-
pression generation (Reiter & Dale, 2000). If text planning amounts to deciding
what to say, sentence planning can be understood as deciding how to say it.
All that remains then is to actually say it, i.e., generate the final sentences in
a grammatically correct way, by applying syntactic and morphological rules.
This task is performed by the Linguistic Realiser. Together, sentence planning
and realisation encompass the set of tasks traditionally referred to as tactical
generation.

Interestingly, when Reiter (1994) proposed this three-stage architecture as
the emerging consensus architecture in NLG, he drew a parallel with human
speech production, where the most influential psycholinguistic model of lan-
guage production, proposed by Levelt (1989, 1999), makes a similar distinction
between deciding what to say and determining how to say it. Levelt’s model
allows for a limited degree of self-monitoring through feedback loops, a feature
that is absent in Reiter’s NLG pipeline, but continues to play an important role
in psycholinguistics (cf. Pickering & Garrod, 2013), though here too there has
been increasing emphasis on more integrated models.

The consensus pipeline also shares a number of characteristics with a widely-
used architecture in text summarisation (Mani, 2001; Nenkova & McKeown,
2011). Rather like the program used by Parker to generate books (see Section
1)), summarisation systems take as input one or more texts, seeking to produce
a summary for the reader. Traditionally (as discussed by Mani, 2001, among
others), summarisation can be broken down into the following steps:

1. Analysis of the source text(s), whereby information — in the form of phrases
or sentences — is selected for inclusion in the eventual summary. Since this
stage involves selection, it shares some features with the text planning
stage of a data-to-text system, where content determination is one of the
tasks;

2. Transformation of the selected input, where selected phrases or sentences
can undergo processes such as aggregation, fusion or paraphrasing to re-
duce redudnancy and make the text fluent. This stage, which is especially
important in abstractive summarisation, shares some features with the
sentence planning stage in Figure

3. Synthesis, that is, the process of generating the summary, based on the
selected information. In this case, systems are typically dealing with tex-
tual input, but the higher the level of abstraction in the summary, the
more this stage will play a role in re-generating text that might look quite
different in its essentials from the original input text(s). Hence, this task
may share some features with the realisation stage in Figure

A hallmark of the architecture in Figure [3| is that it represents clear-cut
divisions among tasks that are traditionally considered to belong to the ‘what’
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(strategic) and the ‘how’ (tactical). However, this does not imply that this di-
vision is universally accepted in practice. In a survey conducted approximately
a decade ago, Mellish et al. (2006) already concluded that while several NLG
systems incorporate many of the core tasks outlined in Section [2] their organ-
isation varies considerably from system to system. Indeed, some tasks may
be split up across modules. For example, the content determination part of
referring expression generation might be placed in the sentence planner, but
decisions about form (such as whether to use an anaphoric NP, and if so, what
kind of NP to produce) may have to wait until at least some realisation-related
decisions have been taken. Based on these observations, Mellish et al. proposed
an alternative formalism, the ‘objects-and-arrows’ framework, within which dif-
ferent types of information flow between NLG sub-tasks can be accommodated.
Rather than offering a specific architecture, this framework was intended as a
formalism within which high-level descriptions of different architectures can be
specified. However, it retains the principle that the tasks, irrespective of their
organisation, are well-defined and distinguished.

A more recent development in relation to the pipeline architecture in Figure
is a proposal by Reiter (2007) to accommodate systems in which input con-
sists of raw (often numeric) data that requires some preprocessing before it can
undergo the kind of selection and planning that the Text Planner is designed to
execute. The main characteristic of these systems is that input is unstructured,
in contrast to systems which operate over logical forms, or database entries. Ex-
amples of application domains where this is the case include weather reporting
(e.g., Goldberg et al., 1994; Busemann & Horacek, 1997; Coch, 1998; Turner
et al., 2008; Sripada et al., 2003; Ramos-Soto et al., 2015), where the input often
takes the form of numerical weather predictions; and generation of summaries
from patient data (e.g., Hueske-Kraus, 2003; Harris, 2008; Gatt et al., 2009;
Banaee et al., 2013). In such cases, NLG systems often need to perform some
form of data abstraction (for example, identifying broad trends in the data), fol-
lowed by data interpretation. The techniques used to perform these tasks range
from extensions of signal processing techniques (e.g., Portet et al., 2009) to the
application of reasoning formalisms based on fuzzy set theory (e.g., Ramos-Soto
et al., 2015). Reiter (2007)’s proposal accommodates these steps by extending
the pipeline ‘backwards’, incorporating stages prior to Text Planning.

Notwithstanding its elegance and simplicity, there are challenges associated
with a pipeline NLG architecture, of which two are particularly worth highlight-
ing:

e The generation gap (Meteer, 1991) refers to mismatches between strategic
and tactical components, so that early decisions in the pipeline have un-
foreseen consequences further downstream. To take an example from Inui
et al. (1992), a generation system might determine a particular sentence
ordering during the sentence planning stage, but this might turn out to
be ambiguous once sentences have actually been realised and orthography
has been inserted;

e (Generating under constraints: Itself perhaps an instance of the generation
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gap, this problem can occur when the output of a system has to match
certain requirements, for example, it cannot exceed a certain length (see
Reiter, 2000, for discussion). Formalising this constraint might appear
possible at the realisation stage — by stipulating the length constraint in
terms of number of words or characters, for instance — but it is much
harder at the earlier stages, where the representations are pre-linguistic
and their mapping to the final text are potentially unpredictable.

These, and related problems, motivated the development of alternative ar-
chitectures. For instance, some early NLG systems were based on an interactive
design, in which a module’s initially incomplete output could be fleshed out
based on feedback from a later module (the PAULINE system is an example of
this; Hovy, 1988). An even more flexible stance is taken in blackboard architec-
tures, in which task-specific procedures are not rigidly pre-organised, but per-
form their tasks reactively as the output, represented in a data structure shared
between tasks, evolves (e.g., Nirenburg et al., 1989). Finally, revision-based ar-
chitectures allow a limited form of feedback between modules under monitoring,
with the possibility of altering choices which prove to be unsatisfactory (e.g.,
Mann & Moore, 1981; Inui et al., 1992). This has the advantage of not requiring
‘early’ modules to be aware of the consequences of their choices for subsequent
modules, since something that goes wrong can always be revised (Inui et al.,
1992). Revision need not be carried out exclusively to rectify shortcomings.
For instance, Robin (1993) used revision in the context of sports summaries;
an initial draft was revised to add historical background information that was
made relevant by the events reported in the draft, also taking decisions as to
where to place them in relation to the main text. The price that all of these
alternatives potentially incur is, of course, a reduction in efficiency, as noted by
De Smedt et al. (1996).

Alternatives to pipelines often end up blurring the boundaries between mod-
ules in the NLG system. This is a feature that is even more evident in some
planning-based and data-driven approaches proposed in recent years. It is to
these that we now turn.

3.2 Planning-based approaches

In A1, the planning problem can be described as the process of identifying a
sequence of one or more actions to satisfy a particular goal. An initial goal
can be decomposed into sub-goals, satisfied by actions each of which has its
preconditions and effects. In the classical planning paradigm (STRIPS; Fikes
& Nilsson, 1971), actions are represented as tuples of such preconditions and
effects.

The connection between planning and NLG lies in that text generation can
be viewed as the execution of planned behaviour to achieve a communicative
goal, where each action leads to a new state, that is, a change in a context
that includes both the linguistic interaction or discourse history to date, but
also the physical or situated context and the user’s beliefs and actions (see
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Lemon, 2008; Rieser & Lemon, 2009; Dethlefs, 2014; Garoufi & Koller, 2013;
Garoufi, 2014, for some recent perspectives on this topic). This perspective
on NLG is therefore related to the view of ‘language as action’ (Clark, 1996),
itself rooted in a philosophical tradition inaugurated by the work of Austin
(1962) and Searle (1969). Indeed, some of the earliest Al work in this tradition
(especially Cohen & Perrault, 1979; Cohen & Levesque, 1985) sought an explicit
formulation of preconditions (akin to Searle’s felicity conditions) for speech acts
and their consequences.

Given that there is in principle no restriction on what types of actions can
be incorporated in a plan, it is possible for plan-based approaches to NLG to cut
across the boundaries of many of the tasks that are normally encapsulated in
the classic pipeline architecture, combining both tactical and strategic elements
by viewing the problems of what to say and how to say it as part and parcel of
the same set of operations. Indeed, thre are important precedents in early work
for a unified view of NLG as a hierarchy of goals, the KAMP system (Appelt,
1985) being among the best known examples. For instance, to generate refer-
ring expressions in KAMP, the starting point was reasoning about interlocutors’
beliefs and mutual knowledge, whereupon the system generated sub-goals that
percolated all the way down to property choice and realisation, finally produc-
ing a referential NP whose predicted effect was to alter the hearer’s belief state
about the referent (see Heeman & Hirst, 1995, for a similar approach to the
generation of referring expressions in dialogue).

One problem with these perspectives, however, is that deep reasoning about
beliefs, desires and intentions (or BDI, as it is often called following the work of
Bratman, 1987) requires highly expressive formalisms and incurs considerable
computational expense. One solution is to avoid general-purpose reasoning for-
malisms and instead adapt a linguistic framework to the planning paradigm for
NLG.

3.2.1 Planning through the grammar

The idea of interpreting linguistic formalisms in planning terms is again prefig-
ured in early NLG work. For example, some early systems (e.g. KPML, which we
briefly discussed in the context of realisation in Section 2.6} Bateman, 1997) were
based on Systemic-Functional Grammar (SFG; Halliday & Matthiessen, 2004),
which can be seen as a precursor to contemporary planning-based approaches,
since SFG models linguistic constructions as the outcome of a traversal through
a decision network that extends backwards to pragmatic intentions. In a similar
vein, both Hovy (1991) and Moore and Paris (1993) interpreted the relations of
Rhetorical Structure Theory (Mann & Thompson, 1988) as operators for text
planning.

Some recent approaches integrate much of the planning machinery into the
grammar itself, viewing linguistic structures as planning operators. This re-
quires grammar formalisms which integrate multiple levels of linguistic analysis,
from pragmatics to morpho-syntax. It is common for contemporary planning-
based approaches to NLG to be couched in the formalism of Lexicalised Tree
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Adjoining Grammar (LTAG; Joshi & Schabes, 1997), though other formalisms,
such as Combinatory Categorial Grammar (Steedman, 2000) have also been
shown to be adequate to the task (see especially Nakatsu & White, 2010, for an
approach to generation using Discourse Combinatory Categorial Grammar).

In an LTAG, pieces of linguistic structure (so-called elementary trees in a
lexicon) can be coupled with semantic and pragmatic information that specify
(a) what semantic preconditions need to obtain in order for the item to be
felicitously used; and (b) what pragmatic goals the use of that particular item
will achieve (see Stone & Webber, 1998; Garoufi & Koller, 2013; Koller &
Striegnitz, 2002, for planning-based work using LTAG). As an example of how
such a formalism could be deployed in a planning framework, let us focus on
the task of referring to a target entity. Koller and Stone (2007) formulated
the task in a way that obviates the need to distinguish between the content
determination and realisation phases (an approach already taken by Stone &
Webber, 1998). Furthermore, they do not separate sentence planning, REG and
realisation, as is done in the traditional pipeline. Consider the sentence Mary
likes the white rabbit. Simplifying the formalism for ease of presentation, we
can represent the lexical item likes as follows (this example is based on Garoufi,
2014, albeit with some simplifications):

(12) likes(u, z, y) action:
PRECONDITIONS:

e The proposition that z likes y is part of the knowledge base (i.e.
the statement is supported);

e 1 is animate;

e The current utterance u can be substituted into the derivation S
under construction;

EFFECTS:

e u is now part of S

e New NP nodes for z in agent position and y in patient position have
been set up (and need to be filled).

As in STRIPS, an operator consists of preconditions and effects. Note that
the preconditions associated with the lexical item require support in the knowl-
edge base (thus making reference to the input kB, which normally would not be
accessible to the realiser), and include semantic information (such as that the
agent needs to be animate). Having inserted likes as the sentence’s main verb,
we have two noun phrases which need to be filled by generating NPs for the
arguments x and y. Rather than deferring this task to a separate REG module,
Koller and Stone build referring expressions by associating further pragmatic
preconditions on the linguistic operators (elementary trees) that will be incor-
porated in the referential Np. First, the entity must be part of the hearer’s
knowledge state, since an identifying description (say, to x) presupposes that
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the hearer is familiar with it. Second, an effect of adding words to the NP (such
as the predicates rabbit or white) is that the phrase excludes distractors, i.e.
entities of which those properties are not true. In a scenario with one human
being and two rabbits, only one of which (the y in our example) is whit