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Survey on Multi-Access Edge Computing for

Internet of Things Realization
Pawani Porambage, Student Member, IEEE, Jude Okwuibe, Student Member, IEEE,

Madhusanka Liyanage, Member, IEEE, Mika Ylianttila, Senior Member, IEEE, and Tarik Taleb Senior

Member, IEEE

Abstract—The Internet of Things (IoT) has recently advanced
from an experimental technology to what will become the
backbone of future customer value for both product and service
sector businesses. This underscores the cardinal role of IoT on the
journey towards the fifth generation (5G) of wireless communi-
cation systems. IoT technologies augmented with intelligent and
big data analytics are expected to rapidly change the landscape
of myriads of application domains ranging from health care to
smart cities and industrial automations. The emergence of Multi-
Access Edge Computing (MEC) technology aims at extending
cloud computing capabilities to the edge of the radio access
network, hence providing real-time, high-bandwidth, low-latency
access to radio network resources. IoT is identified as a key use
case of MEC, given MEC’s ability to provide cloud platform
and gateway services at the network edge. MEC will inspire the
development of myriads of applications and services with demand
for ultra low latency and high Quality of Service (QoS) due to its
dense geographical distribution and wide support for mobility.
MEC is therefore an important enabler of IoT applications and
services which require real-time operations. In this survey, we
provide a holistic overview on the exploitation of MEC technology
for the realization of IoT applications and their synergies. We
further discuss the technical aspects of enabling MEC in IoT and
provide some insight into various other integration technologies
therein.

Index Terms—Multi-Access Edge Computing (MEC), Internet
of Things (IoT), 5G, edge computing, virtualization, network
architecture, latency, reliability.

I. INTRODUCTION

O
VER the last four decades, the Internet has evolved

from peer-to-peer networking to world-wide-web, and

mobile-Internet to the Internet of Things (IoT) (Figure 1). IoT

emerged as a huge paradigm shift by connecting a versatile and

massive collection of smart objects to the Internet. With IoT,

people and things are able to connect at any time to any place

with anything and anyone, ideally using any path or network

and any available services [1]. From the user and application

points of view, fifth generation (5G) wireless networks will

be highly capable mobile networks with high bandwidth (e.g.,

10 Gbps), very low latency (e.g., 1 ms), and low operational

cost which will lead to highly improved quality of service

and quality of experience. Another significant advancement of

the Internet will be the Tactile Internet; which is a highly
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advanced use case of human-to-machine and machine-to-

machine interaction characterized by ultra low latency with

extremely high availability, reliability and security.

Fig. 1: Evolution of the Internet.

IoT system is poised to induce a significant surge in demand

for data, computing resources, as well as networking infras-

tructures in order to accommodate the anticipated myriads of

interconnected devices. Meeting these extreme demands will

necessitate a modification to existing network infrastructures

as well as cloud computing technologies.

Mobile Edge Computing was introduced by the European

Telecommunications Standards Institute (ETSI) Industry Spec-

ification Group (ISG) as a means of extending intelligence to

the edge of the network along with higher processing and

storage capabilities [2]. From 2017, the ETSI industry group

renamed it to Multi-Access Edge Computing (MEC), since the

benefits of MEC technology reached beyond mobile and into

Wi-Fi and fixed access technologies. Nevertheless, the name

change conveniently allows ETSI to retain the MEC acronym,

which has become widely recognized among stakeholders in

the industry.

The underlying principle of MEC is to extend cloud comput-

ing capabilities to the edge of cellular networks. This will min-

imize network congestion and improve resource optimization,

user experience and the overall performance of the network.

By leveraging on the Radio Access Networks (RANs), MEC

will improve heavily on latency and bandwidth utilization,

making it easier for both application developers and content

providers to access network services. Several technologies are

identified as enabling technologies for MEC realization, these

include Software Defined Networking (SDN), Network Func-

tion Virtualization (NFV), Information Centric Networking

(ICN) and Network Slicing.



A. Role of MEC for IoT

Generally, cloud computing enables the outsourcing of

storage and processing functionalities of IoT data to a third

party in order to ease the hazel involved in self-management

and data protection. However, the centralized nature of con-

ventional cloud servers may face several challenges such as the

single point of failure, lack of location awareness, reachability,

and latencies associated with typical Wide Area Networks

(WANs). On the other hand, many IoT applications need to

be served with decentralized systems which need mobility

management, geo-distribution, location awareness, scalability,

and ultra-low latency. Mission critical communication IoT

use cases need latency as low as 1 ms and reliability as

high as 99.99 %. For instance factory automation applications

may typically require a reliability of 10−9 packet loss rate

and a latency range of 250 µs to 10 ms [3]. Therefore,

the conjugation of IoT applications and centralized cloud

servers may introduce several limitations and vulnerabilities.

In addition, the rapid growth of IoT devices and big data sets

may also create cumbersome traffic on telecommunications

networks.

Edge computing was conceived in a bid to fill the gap

between the centralized cloud and IoT devices. Apart from

MEC, there are other edge computing paradigms such as Mo-

bile Cloud Computing (MCC), fog computing, and cloudlets.

They tend to coexist with MEC in many technical contexts,

hence the tendency for a misappropriation of these technolo-

gies given that they all have similar origin. However, these

technologies are intrinsically different and each of them comes

with its unique value proposition to both existing and future

mobile networks as summarized in Table I.

ETSI has identified IoT as one of the key use cases of

MEC [2]. MEC has opened many new frontiers for network

operators, service and content providers to deploy versatile

and uninterrupted services on IoT applications. MEC and IoT

facilitate each other with mutual advantages. MEC empowers

tiny IoT devices with significant additional computational

capabilities through computation offloading. Similarly, IoT

expands MEC services to all types of smart objects ranging

from sensors and actuators to smart vehicles. As shown in

Figure 2, MEC servers can perform as gateway nodes which

can aggregate and process the small data packets generated

by IoT services before they reach the core network. As

summarized in [4], the three key benefits of the collaboration

between IoT and MEC are: 1) lowering the amount of traffic

passing through the infrastructure; 2) reducing the latency

for applications and services; and 3) scaling network services

diversely. Among these, the most significant is the low latency

introduced by MEC due the reduced physical and virtual

communication distance.

Fig. 2: IoT gateway service scenario [2].

B. Paper motivation

At present, IoT has become a fairly mature technology. As

a result, the recent decade has seen a plethora of surveys

published in multiple research areas on IoT including enabling

concepts [5], visions and challenges [6], technologies [7],

standardization [8], architecture [9], security [10], [11], pri-

vacy [12], trust [13], Social Internet of Things (SIoT) [14],

communication [15], context awareness [16], and future direc-

tions [6], [17]. Few other papers are focused on the combined

aspects of IoT research and their potential application sce-

narios [7], [18]–[20]. Some of these surveys were published

during the time when IoT was more of a visionary paradigm

than a real world platform. Many future research possibilities

discussed in those papers have already been achieved and

commercialized with high market values. However, there is yet

to be a sufficient number of publications on MEC technology,

given that is relatively a novel technology which lies at the

intersection of mobile cloud computing and wireless commu-

nication. In Table II, we summarize the recently published sur-

veys on MEC. These articles are focused on MEC taxonomy,

future research directions, and more specific MEC attributes

such as communication, computation offloading, security, and

virtualization. These studies are quite shallow in addressing

the MEC integration with IoT, they are mostly focusing on

the requirements and usability of MEC in IoT applications.

In this short magazine article [21], the authors discuss the

TABLE I: High level comparison of edge computing paradigms.

MEC Fog computing Cloudlet MCC

Initial promotion ETSI (2014) Cisco (2011) Carnegie Mellon Uni. (2013) Aepona (2010)

Objective Bring cloud computing capabilities closer to User Equipment (UE)

Infrastructure owners Telecom operator Private entities / individuals

Node location Radio network controller or
macro base station

Any strategic location between end user device and cloud

SW architecture Mobile orchestrator based Fog abstraction layer based Cloudlet agent based Service oriented

Service accessibility Direct access from the closest UE Via Internet connection

Latency and jitter Low High

Context awareness High Medium Low High

Storage capacity and
computation power

Limited High

Relevance to IoT High Low



examples of MEC deployment, with special reference to IoT

use cases.

To the best of our knowledge there is not a single survey

which addresses broader range of areas about MEC and its

influence on IoT realization. Since both MEC and IoT are

very essential to the realization of 5G, it is vital to express

their associativity in terms of application scenarios and key

technical attributes. Our goal is to broaden the horizons of

potential inter-dependencies of MEC and IoT technologies and

their related applications in future 5G and beyond.

Furthermore, in our previous survey [4], we discuss the role

of MEC in 5G network edge cloud architecture and orchestra-

tion. There we do not explicitly address the integration of MEC

for the realization of IoT and related applications. In addition

to MEC integration technologies like SDN, NFV, and network

slicing discussed in [4], we consider ICN in this work. There-

fore, this survey sets to provide a comprehensive overview

of the state-of-the-art technologies which are required for the

complementary integration of MEC with IoT. In this survey,

our contributions manifold into three main categories:

1) Providing a comprehensive survey on the exploitation

of MEC technology for the realization of different IoT

applications.

2) Presenting a holistic overview of related works and

the future research directions in areas of scalability,

communication, computation offloading, resource allo-

cation, mobility management, security, privacy, and trust

management of MEC-IoT integration.

3) Providing a concise summary of the state-of-the-art

MEC integrating technologies for IoT and related

projects.

C. Paper organization

The rest of the paper is organized as follows: Section II sum-

marizes the well-known IoT applications that require a note-

worthy assistance of MEC like edge computing technologies.

Section III is particularly focused on technological aspects of

MEC enabled IoT systems in terms of scalability, communica-

tion, computation offloading, resource management, mobility

management, security, privacy, and trust management. Each

technical aspect is described with its requirements and related

works. Section IV and V respectively summarize the related

work on different MEC integration technologies and the pro-

ceeding research projects in the respective areas. Section VI

describes the lessons learned and the future research directions.

TABLE II: Summary of important surveys on MEC.

Aspect Ref. Main contribution Relevance to IoT

Research directions

[22] An elaboration of edge-centric vision and its future re-
search challenges.

No explicit focus on IoT.

[23] A comprehensive overview on sate-of-the-art and future
research directions for MEC.

Concisely describes how MEC can improve latency
and support big data handling in different IoT deploy-
ments.

[24] A presentation of MEC related definitions, applications,
opportunities, and research challenges.

Provides no detailed description on IoT. Identifies IoT
data handling as a key use case of MEC.

[25] A concise tutorial of three edge computing technologies,
including MEC, cloudlets, and fog computing.

Describes the exploitation of edge computing tech-
nologies for IoT with respect to standardization efforts,
principles, architectures, and applications.

[26] A comprehensive survey of relevant research and techno-
logical developments in the area of MEC.

Identifies MEC services for IoT big-data analytics.

Taxonomy
[27] A taxonomy of MEC based on different aspects including

its characteristics, access technologies, applications, and
objectives.

Classifies MEC applications as computational offload-
ing, collaborative computing, memory replication in
IoT and content delivery.

[28] A classification of applications deployed in MEC systems. No explicit focus on IoT.

Architecture and
Computation
Offloading

[29] A detailed study on decision on computation offloading,
allocation of computing resources, and mobility man-
agement along with a summary of MEC use cases and
standardization efforts.

Describes MEC acting as an IoT gateway.

Virtualization
[4] A survey of 5G network edge cloud architecture and

orchestration with a summary of MEC virtualization tech-
nologies including Virtual Machines (VMs), SDN, NFV
and network slicing.

Explains how MEC platform can encompass a local
IoT gateway functionality capable of performing data
aggregation and big data analytics for application
domains.

[30] An investigation on how to exploit SDN for enabling edge
computing.

Discuses SDN scenarios based on IoT and edge Com-
puting, and the future research.

[31] An elaboration of network slicing from an E2E perspective
on principles, enabling technologies and solutions.

Describes the role of massive IoT as a key use case
of 5G and network slicing.

Communication
[32] An comprehensive survey on joint radio-and-

computational resource management in MEC systems.
Briefly introduces the role of MEC in IoT.

[33] A comprehensive survey of issues on computing, caching
and communication techniques in MEC.

Describes specific applications and use cases of MEC
in IoT including healthcare, wireless sensor systems,
smart grid, smart home, and smart city.

MEC-IoT [21] An overview about the role of MEC in IoT use cases. Provides examples of MEC deployments for IoT cases:
Security, safety, and data analytics; Vehicle to infras-
tructure communication; Computation offloading to
edge cloud.

Security [34] A discussion of the security threats and challenges in the
edge paradigms, along with the promising solution for
each specific challenge.

No explicit discussion on IoT. Briefly discusses how
IoT will benefit from edge computing and related
security threats.



TABLE III: Summary of important acronyms.

Acronym Definition Acronym Definition

3GPP Third Generation Partnership Project 5G Fifth Generation Wireless Network
AI Artifical Intelligence AR Augmented Reality
BLE Bluetooth Low Energy CaPC Cloud-aware Power Control
CPS Cyber Physical System C-RAN Cloud Radio Access Network
D2D Device-to-device DDoS Distributed Denial of Service
DoS Denial of Service E2E End-to-end
EC Edge Computing eMBB enhance Mobile Broadband
EMM Energy-aware Mobility Management eNodeB Evolved Node B
ETSI European Telecommunications Standards Institute EU European Union
FiWi Fiber-enable Wireless F-RAN Fog Radio Access Network
GDPR General Data Protection Regulation ICN Information Centric Networking
ICT Information Communication Technology IIoT Industrial Internet of Things
IoT Internet of Things ISG Industry Specification Group
KDN Knowledge-Defined Networking LPWAN Low-power Wide Area Network
LTE Long Term Evolution M2M Machine-to-machine
MANO Management and Orchestration MCC Mobile Cloud Computing
MEC Multi-Access Edge Computing MIFaaS Mobile-IoT-Federation-as-a-Service
MitM Man-in-the-Middle mmW millimeter-Wave
MR Mixed Reality NB-IoT Narrow-band IoT
NFV Network Function Virtualization PbD Privacy by Design
QoE Quality of Experience QoS Quality of Service
RAN Radio Access Networks RAT Radio Access Technology
RFID Radio-Frequency Identification RNC Radio Network Controller
SCeNB Small Cell eNodeBs SDLB Software Load Balancer
SDN Software Defined Networking SDP Software Defined Privacy
SIoT Social Internet of Things TDMA Time-division Multiple Access
UAV Unmanned Aerial Vehicles UE User Equipment
V2V Vehicle to Vehicle V2X Vehicle to Everything
VANET Vehicular Ad-hoc Network VM Virtual Machine
VNF Virtual Network Function VR Virtual Reality
VRARA Virtual Reality/Augmented Reality Association WAN Wide Area Networking
WAP Wireless Access Point WIoT Wearable Internet of Things
WLAN Wirless Local Area Networking WSN Wireless Sensor Network

Finally, Section VII concludes the paper. We provide the

definitions of frequently used acronyms in Table III.

II. IOT AND MEC APPLICATION SCENARIOS

This section focuses on how IoT can leverage MEC tech-

nology in various application scenarios. IoT itself is a classic

application of MEC where the key value proposition of MEC

is exemplified in a variety of application scenarios (Figure 3).

These values become evident in the utility factor measured by

the end user experience while using such IoT related services.

Table IV and V respectively show the characteristics of dif-

ferent IoT applications and how each application benefits from

MEC-IoT integration. In addition, Table VI summarizes the

reviewed state-of-the-art applications in MEC-IoT domains.

A. Smart home and Smart city

One of the pioneering applications of the IoT technology

has been in the areas of home automation and consumer

electronics [39]. Several smart home applications that are built

on the basis of IoT concept are already available in most

consumer markets. These range from the simple thermostat

sensors to other more sophisticated automation systems like

smart metering, smart heating and lighting, cleaning services,

and home entertainment systems. That notwithstanding, the

amount of data that would be generated on a typical IoT

network like the smart home is expected to be huge. Hence

transferring such data to the centralized cloud servers will be

impractical with most pre-MEC techniques. As a solution,

MEC leverages specialized and reliable local services for

processing and storage capabilities for the large IoT traffic

created within a building. The conventional gateways which

allow IoT applications to run on the centralized cloud can be

empowered with MEC-server functionalities [40], [41]. This

extends gateway functionalities to the edge of the network

with reduced communication latency. Since such appliances

are statically deployed in smart home or smart building envi-

ronments, the cooperation with MEC servers will offer some

other features such as easy instantiation, relocation, privacy

preservation, and upgrading when necessary [21], [42].

Correspondingly, IoT technology has advanced from home

to community, and even city scale applications. We see nu-

merous future promises for public safety, health care, utility,

tourism, and the transport sectors. Enormous IoT data traffic

produced in smart cities can be ideally processed at the edge

of the network providing low latency and location aware-

ness [43], [44]. In particular, a video cameras (i.e. deployed

for surveillance) connected with a Long Term Evolution (LTE)

network can convey video streams to the MEC server for

real-time processing and anomaly detection [21]. Collaborative

edge paradigms that connect multiple MEC servers (i.e.,

dedicated for different services) will advocate the applications

which need to process geographically distributed data. For

instance, a connected health care application requires to col-

laborate with entities from multiple domains such as hospital,

pharmacy, insurance, logistics, and government [45].



Fig. 3: IoT and MEC application scenarios.

TABLE IV: Characteristics of Different IoT application.

IoT Application Data type Data Capacity Backhaul
Connectivity

Expected latency Number of IoT Devices

Smart home Stream /
Historical data

≥ 10 MB of data per house-
hold per day

Realtime 1 ms -1000 s ≥10-100 per house

Smart city Stream /
Massive data

≥10-100 million GB of data
per city per day

Realtime ≤1ms ≥1000-1million per city

Remote surgery [35] Stream data ≥1.5 million per year Realtime ≤200 ms ≥10-100 per surgery

Remote consultancy Stream data ≥ 500 million visits per year Realtime 1 ms-100 s 1-10 per appointment

Autonomous vehicles Stream /
Massive data

≥ 100 GB per vehicle per day Realtime ≤1 ms 50-200 per vehicle

AR [36] Stream /
Massive data

≥1 GBps Realtime ≤1 ms ≥0.2 million globally

VR [36] Stream /
Massive data

≥1 GBps Realtime ≤1ms ≥0.2 million globally

Gaming [36] Stream /
Massive data

≥10 Mbps Realtime ≤10 ms ≥1 billion globally

Retail [37] Stream /
Historical data

100 Mbps - 1 Gbps Realtime/
Intermittent

≤1 ms ≥100-1000 per shop

WIoT Stream data < 1 GB per device Intermittent Several Hours ≥1-10 per person

Farming Historical data ≥ 1 GB per farm Intermittent Several hours 100-100,000 per farm

Smart energy Stream /
Massive data

≥ 100,000 GB per day Realtime/
Intermittent

1ms - 10 mins ≥ 1 billion per grid

Industrial Internet [38] Stream /
Massive data

≥ 100,000 GB per day Realtime ≤1 ms ≥ 1 million per factory



TABLE V: MEC and IoT benefits for each application.
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Low Latency Optimize to process a very high volume of
data messages with minimal delay

X X X X X X X X X X

Increased Bandwidth Ability move a large set amount of data
rapidly

X X X X X X X X X X X X

Content Awareness Adaptation of network characteristics ac-
cording the local services requirements

X X X X X X X X X X

Low power devices Support for low power devices which has
limited transmission powers

X X X X X X X

Fixed wireless support Operation of wireless systems used to con-
nect two fixed locations with a wireless link

X X X X X X X X X X

Fast inter-RAT handoff Speed up the handover takes place between
different RATs

X X X X X X X X

Caching Keeping frequently accessed information in
a location close to the requester

X X X X X X X

Edge Analytics An automated analytical computation is per-
formed on data at a sensor, network switch
or other device instead of waiting for the
data to be sent back to a centralized data
store.

X X X X X X X X X

Application virtualization
between edge and cloud

On demand application and service migra-
tion from centralized cloud to the edge
cloud

X X X X X X X X X X X

Private or local network Limit the communication and data ex-
changes to a certain network segment

X X X X X X X X X X X X

Security Provide localized security X X X X X X X

Privacy Provide localized Privacy X X X X X X X

Fast Mobility Enable the ability to move or be moved fast
within the network or network coverable
area

X X X X X X X X

B. Healthcare

Mobile health and telemedicine are identified as important

use cases of 5G. Wearable low power IoT medical sensors

for monitoring health related data and tracking records are

now popular in public healthcare facilities [46]. Although IoT

technologies are widely adopted in the health sector [47],

their performance goals will not be achievable without edge

computing solutions like MEC [37], [48], [49]. For instance,

humanoid robots sitting next to an elderly person may need

tactile feedback in 1ms latency for his or her care taking ser-

vices. Mission critical use cases like remote surgeries require

ultra-low latency, uninterrupted communication links, and

collaborations among surgeons present in different locations.

Remote patient monitoring is another use case which enables

consultants in major cities to interact with patients residing

far away from the medical facility. The frequent updates of

health records for an elderly person or someone with a chronic

disease needs to proceed ubiquitously and securely. With such

potential use cases and scenarios, the role of MEC in health

and social assistance industries becomes more evident [37].

Some research works have already been published about

the cooperation between edge computing and IoT in the

healthcare sector. In [50], authors describe a military health-

care service platform based on hierarchical IoT architecture

and a semantic edge network model. The hierarchical IoT

architecture can collect the vital health parameters of the

soldiers, their weapon status, as well as their geographical

locations. The control center of the battlefield performs the

role of edge component which can process and store large

amount of health data sent over an SDN-based network. The

preliminary network architecture proposed in [51] provides

real-time context-aware collaboration for remote robotic tele-

surgeries. Big data analytics performed by edge computing

are also important in e-Healthcare applications [52]. In [53],

Rahmani et. al. introduces the smart gateway concept for

an IoT-based remote health monitoring system. Here they e

xploit edge computing nodes to update the centralized cloud

based on the medical data generated by the IoT sensors. Their

geo-distributed network of smart e-Health gateways provides

local data processing for real-time notification for medical

practitioners, secure and privacy preserved data gathering, pa-

tients’ mobility, network interoperability, and energy efficient

communication.

C. Autonomous Vehicles/IoT Automotive

5G is a key enabler of V2X (Vehicle to Everything) concept

which covers Vehicle to Vehicle (V2V), vehicle to infras-



tructure, vehicle to device, vehicle to pedestrian, vehicle to

home and vehicle to grid [54]. In the context of IoT Au-

tomotive, V2X requires critical communication infrastructure

where reliability and ultra low latency are crucial factors [55].

Use cases in these categories include autonomous and semi-

autonomous driving, vehicle maintenance, and in vehicle info-

tainment. In order to operate an efficient and reliable vehicular

network, several features have to be improved, these include

real-time traffic monitoring [56], [57], continuous sensing in

vehicles [58], [59], support for Infotainment applications [60]

and improved security [61]. However, these features cannot be

served by current mobile networks [62]. In this vein, upcoming

5G mobile systems are expected to offer a higher level of flexi-

bility, leveraging the emerging technologies related to network

softwarization [63]. In this context, V2X combined with MEC

provides a viable and cost-effective solution that can accelerate

development of V2X and IoT automotive systems [64].

It is important to improve the performance of RAN tech-

nologies to enable IoT automatization. MEC will play a vital

role here also. For instance, MEC technologies may fulfill

the latency, reliability, and throughput requirements in V2X

channel modeling of mmWave communication [65]. Moreover,

the placement of the MEC server within the RAN provides

flexible network services for the vehicle and to efficiently

control the radio network resources [66]. It is also possible

to design a time-predicted handover mechanism for vehicles

by leveraging road side information at MEC server in order to

meet the demand for high mobility and reliability in vehicular

networks [66].

In addition, ICN-MEC integration can also tackle existing

technical challenges such as massive mobility of vehicles, scal-

ability, deployment strategies, service orchestration, massive

data handling, fast big data processing, as well as ensuring

security and privacy [67].

Unmanned aerial vehicles (UAVs) or drones are another

type of autonomous vehicles which are capable of sensing

its environment and navigating without human inputs. UAV

use cases include but not limited to, public safety, smart agri-

culture, surveillance, and environmental monitoring [68]. In

order to maximize the flight time, the UAV battery life should

be essentially conserved by minimizing the overhead onboard.

When the required processing power exceeds the available

resources on UAV, the application data can be offloaded to

MEC. Accompanying the advanced RATs, MEC will facilitate

the offloading process from UAV due to its expected wide

deployment in the network [68].

D. Gaming, AR and VR

Mixed reality (MR) combines virtual reality (VR) and

augmented reality (AR) technologies thereby enabling humans

to interact more naturally with the virtual worlds based on

data aggregated by IoT devices [69]. With IoT, AR tech-

nologies are able to benefit directly from the high end inter-

connection of objects that characterizes the IoT environment

through which users can extend their interactions from the

real world to the virtual world [2], [70]. Convergence of

VR and IoT can occur in many ways such as telepresence,

tourism industry, smart transportation networks, and robotic

assisted surgeries. Exclusive AR and VR experiences with

the delivery of 360◦ navigable videos will be offered by

enhanced mobile broadband connections with low latency

and high reliability for mission-critical services. With present-

day network standards, this might be impossible to achieve,

however with the predicted characteristics of 5G such as

20 Gbps peak data rate and 1 ms round-trip over-the-air

latency, this becomes more easily achievable. As identified by

ETSI, MEC will be an ideal solution for low-latency offload

services in AR and VR applications that combine computer

generated data with physical reality [71]. While operating

VR devices over wireless links and deploying the VR control

center at MEC server, the tracking accuracy can be increased

with round trip latency of 1 ms and high reliability [72].

Migrating computationally intensive tasks to edge servers will

increase the computational capacity of VR devices and save

their battery-life. Furthermore, MEC will allow VR devices to

access cloud resources in an on-demand fashion [73].

MEC platforms provide high capacity and low latency

wireless coverage for large venues like stadiums or smart

cities with a massive density of users to enjoy the AR and

VR experience. For instance, inside a smart building with a

network of cameras, obtaining raw video frames and preparing

the processed frames for display can be performed locally

with the help of edge computing. Furthermore, tracking the

local position of the user or object, building a model of the

environment, and identifying known objects in the environ-

ment can be offloaded to the edge cloud. Similarly, in order

to get absolute experience of VR glasses, the response time

should be extremely low. When the user moves his head, he

may experience delay if the glasses need to access remote

data centers. Therefore, the expected interaction time between

machines and humans needs to be less than 1 ms. When the

latency of a VR application is more than 1 ms, the user will

experience cyber sickness which will be interrupting the real

VR experience. MEC servers in the nearest proximity will be

able to serve such applications with ultra low latency. Future

games will be played beyond the entertainment purposes on

top of VR and AR applications which would require the

minimum possible latency. Pokmon Go and Ingress are two

examples of successful games that combine AR and sensor

information such as user location.

E. Retail

The second largest MEC use case is expected to be in the re-

tail businesses [37]. Currently, IoT has dominated retail market

applications in many ways including digital signage, supply

chain management, intelligent payment solutions, smart vend-

ing machines, shelves, doors, resource management, stream-

ing, and safety. The high class retail stores which use facial

recognition systems need high definition cameras that generate

huge volumes of data requiring powerful servers within the

premises. Therefore, the on-site MEC servers will assist to

process these kind of large data sets produced by IoT devices

in a retail market. Big data analytics in shopping centers

can further exploit the collaborative processing between edge



and cloud computing [52]. Installation of MEC in a retail

market also provides high speed mobile coverage throughout

the store. WiFi access points that are maintained per store can

be connected to the MEC server to provide WiFi connectivity

for store customers as needed. The enabling of MEC will

also omit load balancing, Wi-Fi controllers, or policy engines

required in the wide area networks in the store. Although

not many academic published research works are explicitly

focusing on MEC and IoT [74], they have become enormously

reputed and commercialized technologies in the industry and

the business sectors.

F. Wearable IoT (WIoT)

During the previous years, wearable technology has evolved

tremendously from walkman to step trackers, smart watches

to smart glasses. The development of low power wireless

technologies such as BLE (Bluetooth Low Energy) fuels the

development of wearable devices. Present-day wearables span

from low-end devices such as health and fitness trackers to

high-end devices such as VR/AR helmets and smart watches.

It is expected that wearables will become the worlds best-

selling consumer electronics product after smartphones with

a global availability of more than 929 million devices by

2021 [75]. With the new application domains and enabling

services, wearable devices will demand more sophisticated

communication infrastructures. For instance, VR/AR wear-

ables are demanding gigabit/s throughput network connectivity

to run their applications. On the other hand, dense deployment

of wearable devices in smart cities will increase the network

traffic on communication networks. Thus, the next generation

communication networks should be able to provide the gigabit

experience for the anticipated ultra dense wearable devices

[76].

Although cloud computing has enabled wide range of new

networking services, it cannot alone fulfill the upcoming re-

quirements for the future wearable ecosystem. Mainly, the cen-

tralized cloud data centers fails due to long End-to-End (E2E)

latency. Delay-sensitive wearable applications such as VR

perceptual stability requires ultra low delay. In this context,

MEC has the potential to solve the limitations in current cloud

based systems, by combining cloud and MEC infrastructures.

This will enable providers deploy storage, computing, and

caching capabilities in close proximity with such wearable

devices [76].

G. IoT in Mechanized Agriculture

In order to meet the demands for future food production,

the agricultural sector will require some major evolution where

IoT will be integrated in various production, management, and

analytical processes [77], [78]. The present-day agricultural

sector has been slow to adopting the emerging Machine-to-

Machine (M2M) and IoT technologies when compared with

other sectors like smart cities and the medical fields [79].

Precision farming and smart agriculture can be achieved

using autonomous vehicles (tractors), remote monitoring, and

real-time analytics. It is reported that farmers are increasingly

turning to agricultural drones and satellites to survey their

lands and generate crop data. IoT sensors may provide in-

formation about crop yields, rainfall, pest infestation, and soil

nutrition which are invaluable to production and can improve

farming techniques over time. Although low latency is not a

critical requirement in smart farming environment, manage-

ment of large data sets will be a key requirement to consider.

MEC servers located on-site can assist high tech farming

by collecting and analyzing big data on agriculture in order

to maximize efficiency. Likewise, without moving everyday

farming applications to a remote cloud, MEC platforms can

benefit in terms of data access, synchronization, storage and

other overhead costs the farmer might normally incur.

The use of IoT-based automated data collection and moni-

toring systems in poultry houses can be used to increase work

efficiency and service quality, and get a deeper understanding

of chicken nurturing [80]. Sensing technologies can be used

in carbon dioxide and luminosity sensing, these are important

parameters in large scale poultry houses. Gas sensors can

be used to get all necessary information to prevent chicken

infertility due to problems such as low carbon dioxide levels.

Luminosity senors can help to maintain the proper luminosity

level for optimum productivity. Similar to smart farms, low

latency is not a critical requirement in smart poultry houses

[80]. However, it is critical to manage large data sets where

on-site MEC servers can be used. In addition, sharing the data

between poultry houses and storing legacy data in centralized

servers are important in identifying abnormal incidents in the

farm [81]. With the use of MEC, poultry houses can work

with intermittent connectivity to the centralized clouds. In that

case, MEC servers can temporarily hold the data until farms

are connected with the centralized clouds.

H. Smart Energy

The smart grid system is an Information Communication

Technology (ICT)-enabled energy generation, transmission

and distribution network. It has capabilities to continuously

sense, analyze, and monitor both energy flow and energy

transportation infrastructure. Such features are enabled by

adding digital controls and enabling network monitoring and

telecommunication capabilities. As a result, a smart grid does

not only provide two-way flows of electrical power, but also

enables real-time, automated, bidirectional flow of informa-

tion. Adding such smartness to the aging energy infrastructure

will foster a more efficient energy system.

IoT is considered as the foundation for realizing intelli-

gence capabilities in smart grid systems. IoT integrates the

Internet-connectivity into all kinds of grid components such

as transformers, breakers, switches, meters, relays, intelligent

electronic devices, capacitor banks, voltage regulators, cam-

eras and many more. These IoT devices are then used to

capture the data required to enable automations. IoT-enabled

smart grids provide several benefits such as reduced capital

expenditure, optimized renewable capacity, lowered mainte-

nance costs and enhanced customer engagement. On one hand,

the transformation of an electrical grid into a smart system

requires nearly every device and piece of equipment to have

built-in, secure, interconnected intelligence. On the other hand,



an efficient system is required to manage the generated data,

i.e. transferring, storing, and analyzing such huge amounts of

data which are collected from these smart devices. Therefore,

cloud computing is a viable solution to these IoT-based smart

grids [90].

Generally, smart grids are spanning over large geograph-

ical areas. They often confront bandwidth bottlenecks and

communication delays due to poor network connectivity and

vast number of devices generating data. Thus, the traditional

centralized cloud architecture is not suitable for the domain of

the smart grid since it relies heavily on centralized processing

[91]. Many delay sensitive smart grid applications, such as

fault detection, isolation and service restoration or Volt/VAR

optimization cannot tolerate round trip delay to access cen-

tralized cloud systems. MEC is identified as the viable cloud

computing option to address these limitations. MEC allows

the computation to be performed closer to the data source.

Moreover, the potential attack points for the grid is increasing

with the growth of ubiquitous sensor deployment. Every

smart IoT device can be vulnerable to potential attacks. MEC

provides the opportunity to enforce security mechanism closer

to the end devices. As such, even if an attacker gains access

to an endpoint device, the attack gets no further information

beyond the local network segment since MEC has capabilities

to notice the intrusion and cease the accessibility [85].

I. Industrial Internet

The Industrial Internet of Things (IIoT), also known as

Industry 4.0 [92] is an application of IoT in the domain of

manufacturing. IIoT incorporates numerous advanced commu-

TABLE VI: The reviewed state-of-the-art MEC integration in different IoT applications.
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[40] Preliminary design of deploying MEC server functionalities in a smart home
to realize IoT gateway with direct M2M interaction in LTE networks

X

[41] Introduce Gateway-as-a-Service for heterogeneous IoT devices on top of the
virtualization technologies in edge computing.

X X

[44] Propose an autonomic creation of MEC services to enhance QoS of video
streaming in smart cities.

X

[50] Propose a semantic edge-based IoT architecture for military health services in
battlefield.

X

[51] Provide a conceptual MEC based architecture for mission-critical context aware
collaboration in remote surgeries.

X

[53] Describe and implement a smart e-Health gateway at the edge of the network
suitable for ubiquitous healthcare systems.

X

[64] Analysis on research and engineering challenges co-existence of cloud, edge
computing and data caching strategies at the edge for vehicular networks.

X

[82] Discuss the design aspects for the radio access in 5G V2X. X

[65] Discuss the benefits of merging MEC and mmWave technologies for 5G
applications.

X X X

[66] Propose a novel MEC-based architecture for future cellular vehicular networks. X

[67] Discuss the benefits of combining ICN and MEC in the context of connected
vehicle environments.

X

[52] Propose a framework for big data analytics between edge and cloud computing
platforms.

X X

[74] Design and implement a fog computing based framework that support sharing
and reusing contextual data across services in smart city and retail stores.

X X

[83] Present a usecase of MEC for Tactile Internet based 5G gaming application. X

[84] A demonstration of MEC for Tactile Internet based 5G gaming application. X

[76] Discuss the role of MEC in 5G WIoT communication and its challenges. X X

[68] Propose an UAV-based IoT platform for a crowd surveillance use case. X X

[78] Develop and test a ubiquitous sensor network platform for crop lands automa-
tion maintenance in precision agriculture.

X

[70] Present a serverless edge computing architecture that enables the offloading of
mobile computation with low latency and high throughput, using a mobile AR
application.

X

[85] Discuss the benefits of MEC and edge computing (EC) to enhance the security
of smart grids.

X

[86] Present a method to optimize the EC based video streaming schemes for
Industrial IoT.

X

[87] Present the use of edge computing to provide elastic resources and services to
enable microdatabases architecture for IIoT.

X

[88] Propose a fog-based communication architecture for Industry 4.0 applications. X

[73] Describe research directions and enablers of wireless interconnected VR
systems.

X

[89] Design an optimization framework for VR/AR communication via small-cell
cooperation.

X



nication and automation technologies such as M2M commu-

nication, machine learning and big data analytics to improve

intelligence and the connectivity [93]. For instance, IIoT

networks can connect all of the employees data and processes

from the factory floor and forward them to the executive

offices. Thus, decision makers or employees can create a full

and accurate view of their manufacturing process by using

IIoT network, hence improving their ability to make more

informed decisions. IIoT also helps the exploitation as well as

implementation of new intelligent technologies to accelerate

the innovation and transformation of the factory workforce

[92].

Primarily, IIoT is seen as a way to improve operational

efficiency. However, IIoT provides a wide range of other

benefits such as improving connectivity, efficiency, scalability,

time savings, as well as cost savings for manufacturing pro-

cesses with the maximum use of smart machines [92], [94]. In

general, these smart machines operate with higher accuracy,

greater efficiency and constant working capabilities than hu-

mans [95]. Thus, IIoT has great potential for improving quality

control, sustainability and overall supply chain efficiency.

MEC will play a vital role in enabling future IIoT applica-

tions [96] by addressing the shortcomings of M2M communi-

cation (e.g. latency, resilience, cost, peer-to-peer, connectivity,

security) in IIoT domain [97], [98]. Current market trends

already show that edge computing will represent many im-

plementation scenarios for IIoT. For instance, real-time edge

analytics and enhanced edge security are two key drivers in

the creation of new IIoT deployments. Thus, the addition of

MEC in IIoT networks will fuel the evolution of IIoT as well

as create new business applications [99].

One way to optimize the use of conventional edge com-

puting in video streaming schemes for IIoT is presented in

[86]. By using machine learning algorithms, edge computing

can process the sensor data before transmitting to the cloud.

This mitigates against the degradation of service quality of the

video streaming. Aggregation of all the sensor data to a single

data center increases latency and raises performance concerns

in IIoT domain. In order to solve this issue, a microdatabase

architecture is proposed for the Industrial Internet [87]. It holds

the data close to the industrial processes, but also makes it

available near the applications that can benefit from the data.

Edge computing also provides elastic resources and services to

enable micro-database architecture [87]. A fog-based commu-

nication architecture for Industry 4.0 applications is proposed

in [88]. This approach will substantially minimize the energy

consumption of the IoT nodes. Edge computational capabilities

are further used to predict future data measurements and

reduce the throughput from IoT devices to the control unit.

III. TECHNICAL ASPECTS OF MEC ENABLED IOT

To realize the MEC exploitation for IoT applications, the

key value propositions are mostly seen from the technical

parameters such as scalability, communication, computation

offloading and resource allocation, mobility management, se-

curity, privacy, and trust management. This section describes

the state-of-the-art of each of these technical parameters, hence

giving a clear background against which the benefits of MEC

can be envisioned.

A. Scalability

1) Requirements: When it comes to actual deployment of

MEC platform for IoT systems, scalability is a key factor

to consider. The compatibility of MEC servers to multiple

network environments is one of the factors that will drive

its large scale adoption in future networks [100]. The IoT

environment will consist of hundreds of billions of sensors, ac-

tuators, Radio-Frequency Identification (RFID)-tagged objects,

software, vehicles, and embedded systems all interconnected

in a huge network of cyber-physical systems. At a utility scale

consideration, these devices will be working in close collab-

oration to deliver the expected services in technologies like

the smart grids, virtual power plants, smart homes, intelligent

transportation and smart cities. That being said, the role of

scalability to the realization of such a hyper-connected IoT

environment becomes more obvious. The IoT environment will

require a dynamic range of capabilities in the network space if

such large numbers of devices are to be supported effectively.

2) Related work: Currently, MEC servers have been con-

firmed to be compatible with LTE macro base station (eN-

odeB) sites, 3G Radio Network Controller (RNC) site, multi-

Radio Access Technology (RAT) cell aggregation site, and

at the edge of the core network [2]. Such multi-RAT cell

aggregation schemes can be implemented indoor or outdoor

settings depending on the requirements. This invariably en-

ables MEC to be applied to many different possible scenarios.

The larger the deployment scenarios for MEC the more the

range of capabilities it can handle, this also translates to higher

scalability for MEC-enable technologies like IoT.

Designing an edge cloud network implies that an optimal

location for citing the cloud facility is first determined. In

[105], authors present a design optimization scheme for the

MEC architecture based on link-path formulation supported

by heuristics in order to optimize the computation time for

the scheme. In this approach, consideration is given to both

users and VMs mobility. Hence, an optimal point to install

the MEC server is determined through a tread-off between

installation cost and the quality of service to be delivered.

Table VII compares the reviewed state-of-the-art scalability

feature in MEC enabled IoT.

B. Communication

1) Requirements: There are three main categories for the

communication concerns about MEC [106]: Wireless access

while offloading to the mobile edge host; Backhaul access

while offloading to a remote cloud server; Communication

among IoT devices, mobile edge host, and remote cloud

servers when they collaboratively execute multiple jobs. The

first and the second categories are the most renowned on behalf

of the MEC servers which are the small scale data centers

deployed by the network operators and can be co-located with

the Wireless Access Points (WAPs). In the IoT supportive

MEC systems, the consumer devices may communicate with



TABLE VII: Comparison of the reviewed state-of-the-art scalability feature in MEC enabled IoT.

Ref. Description IoT application

/domain

/feature

Addressing Search

[101] Discusses the challenges in searching imposed by the burgeoning field of IoT. General IoT X

[94] Examines a variety of popular and innovative IoT solutions in terms of context-aware
technology perspectives, to serve as a conceptual framework for context-aware product
development and research in the IoT paradigm

General IoT solu-
tions.

X

[102] Proposes an innovative distributed architecture combining machine-to-machine industry-
mature protocols (i.e., MQTT and CoAP) in an original way to enhance the scalability
of gateways for the efficient IoT-cloud integration

IoT cloud inte-
gration.

X X

[103] Studies an implementation of edge computing, which exploits transparent computing to
build scalable IoT platforms using transparent computing.

Wearable IoT X

[104] Introduces a lightweight edge gateway for the IoT architecture using container-based
virtualization techniques.

General IoT X

the MEC servers either directly or with the support of neigh-

boring devices using Device-to-Device (D2D) communication.

For the third category, WAPs enable access to the remote data

centers in the central cloud through backhaul links.

In order to reap the maximum advantage of computation

offloading leveraged at the edge servers, MEC systems need

efficient communication channels. Unlike the wired connec-

tions in the conventional grid computing and cloud computing,

the wireless access links between the mobile devices and

cloud computing resources in the edge computing paradigm

can be unstable. Sudden service outages may occur with the

interruption of access links. The inherent challenges with

wireless communication channels like multi-path fading, in-

terference, and spectrum shortage should always be taken into

account for the design of MEC systems to seamlessly integrate

computation offloading and radio resource management [32].

Moreover, both wireless and backhaul access links have lim-

ited capacities which should be properly shared among mobile

devices in a similar way as sharing the computing resources of

the MEC server. Hence, having a cooperative scheme for the

joint allocation of communication and computation resources

is important for the successful deployment of MEC [106].

Redesigning both communication and networking protocols

to integrate communication infrastructures in MEC and IoT

systems is a challenging task. The key focus should be on

improving the computation efficiency with respect to data

transmission.

Another major requirement is to maintain interoperability

while addressing heterogeneous communication technologies

that have to be utilized in IoT and MEC paradigms in 5G.

There are plenty of radio technologies that facilitate IoT Low-

Power Wide Area Networks (LPWANs) (e.g., WCDMA, LTE,

narrowband IoT (NB-IoT), Wi-Fi, Bluetooth, Zigbee, SIGFOX

and LoRA). The choice of these LPWAN technologies may

create trade-offs among signal strength, operational range,

throughput, and power consumption. With the arrival of 5G,

the convergence of these communication technologies needs

to be achieved since one network will not be fitting based on

those trade-offs.

2) Related work: Recently, Fog-Radio Access Network (F-

RAN) was introduced by Peng et. al. to consolidate the hetero-

geneous networks into a single network architecture with 5G

even though they do not operate in the same bands to gain high

spectral and operating and energy efficiency [107]. Well known

Cloud Radio Access Network (C-RAN) architecture can per-

form cooperative transmission across multiple edge nodes with

centralized cloud computing servers via fronthaul links [108].

Although, C-RAN provides high spectral efficiencies due to

the enhanced interference management capabilities with the

centralized baseband processing at the cloud, it has potentially

large latencies. F-RAN is proposed for 5G MEC deployments

as an advanced socially aware mobile networking architecture

to provide high spectral efficiency while maintaining high

energy efficiency and low latency [107], [108]. Precoding

design, resource block allocation, user scheduling, and cell

association are jointly designed for radio resource allocation in

F-RANs in order to optimize spectral and energy efficiencies,

and latency performances [109]. In [110], Rimal et. al pro-

pose a unified Time-Division Multiple Access (TDMA) based

resource management scheme for offloading traffic over Fiber-

enabled Wireless (FiWi) access networks.

In the envisioned 5G systems and MEC architecture, both

backhaul and wireless access links can be facilitated by

millimeter-Wave (mmW) spectrum [111]. The use of mmW

spectrum will enable high data rate access to MEC function-

alities with low latency. On the other hand, MEC provides

local computation power usefully for optimizing the perfor-

mance of mmW communications. In [112], [113], the authors

address the joint optimization of communication/computation

resources with mmW communication. They have taken the ad-

vantage of blocking probabilities by considering intermittency

of mmW multi-link communications.

An open source LPWAN infrastructure called OpenChirp

is discussed in [114]. OpenChirp, which is developed using

LoRWAN, allows multiple users to provision and to manage

battery-powered transducers across large areas like campuses,

industrial zones, or cities. As pointed out in [30], [115],

SDN plays a vital role in improving MEC type technologies

by removing the technical shortcomings in edge computing

implementations. The authors summarize the work performed

for implementing MEC based on NFV and SDN where the

SDN controller manages the communication between MEC

servers which form a data center at the edge. Table VIII

summarizes the reviewed state-of-the-art communication is-

sues and solutions in MEC enabled IoT.



TABLE VIII: Comparison of the reviewed state-of-the-art communication issues and solutions in MEC enabled IoT.

Ref. Description IoT application

/domain

/feature

Comm.

network

architecture

Comm.

resource

allocation

[109] Performance analysis of radio resource allocation in F-RANs for edge cache and
adaptive model selection to improve spectral efficiency and energy efficiency.

Low latency and
high reliability

X

[112],
[113]

Use of mmWave spectrum for high data rate access to MEC servers and backhaul links. Low latency and
high reliability

X

[114] An open source LPWAN infrastructure which allows multiple users to provision and
manage battery-powered transducers across large areas.

LPWAN
infrastructure

X

[42] A virtualized edge computing architecture with a proxy VM migration scheme to
minimize traffic in the core network.

IoT big data
streams

X

[115] Proposed network architecture includes multi-interface wireless access network
(e.g., FiWi), heterogeneous backhauling, distributed cloudlets, hierarchical structure of
a cloudlet, and the SDN based mobile core network.

IoT big data
streams

X

[110] A novel unified resource management scheme for Ethernet-based FiWi networks that
jointly allocates bandwidth for transmissions of both conventional broadband traffic and
MEC data in a TDMA fashion.

Mission-critical
IoT

X

[116] Introduce Mobile-IoT-Federation-as-a-Service (MIFaaS) to enable dynamic cooperation
among private/public local clouds of IoT devices at the edge of the cellular infrastructure.
The selection of the best configuration of federated IoT cloud platforms are modeled
as a coalition formation problem.

Cellular IoT X

[117] Allocation of radio resources in a joint LTE and NB-IoT system based of MIFaas
paradigm [116]. Discovered that in handling high-end IoT data traffic, a combination
between NB-IoT and LTE is essential in providing the needed high data rate and low
latency.

Mission-critical
IoT

X

[118] Integration of D2D communications into edge computing environment reduce transmis-
sion delay and traffic load across the network.

Mission-critical
IoT

X

[119] Use the theories of stochastic geometry, queueing, and parallel computing for provi-
sioning and planning MEC networks.

Communication
latency

X

C. Computation Offloading and Resource Allocation

1) Requirements: Computation offloading is the most

prominent and widely discussed feature of MEC that empow-

ers resource-constrained IoT devices with augmented com-

putational capabilities [29], [33]. This will not only prolong

the battery life of the IoT sensor nodes, but also reduce

E2E latency needed to run sophisticated applications. In the

first place, UE has to decide whether to execute the rela-

tively simple tasks locally or offload to the MEC servers

(i.e., task model for binary offloading) [32]. Secondly, the

decision of computation offloading to the MEC servers can be

performed fully or partially. In the partial offloading, a subset

of computations is executed locally while the rest is offloaded

to the MEC server by considering several factors such as

users or application preferences (e.g., application buffer state),

radio and backhaul connections quality (i.e., between UE

and MEC servers), UE capabilities, or cloud capabilities, and

availability [29].

The sole objective of the offloading policies need to be the

minimization of execution delay. Other critical concerns are

to define the dependency of offloadable components of the

applications based on their ability to partition data (e.g., real-

time user input has to be processed at UE without offloading)

and to predict the execution time of multiple tasks. The

execution order or routines have to be carefully formulated

since certain outcomes can be the inputs of other tasks. As

pointed out in [32], the task models for partial offloading can

be represented by task-call graphs with sequential, parallel,

and general dependencies.

Although in MEC, computation offloading enables power-

ful cloud services at the edge level, the insufficient battery

energy at the tiny IoT devices may incur new challenges. In

applications like IoT surveillance or remote asset management,

the nodes are typically hard to reach. Those applications may

also require to offload data more frequently in small chunks

by consuming more energy. Therefore, it is necessary to con-

sider not only the trade-off between energy consumption and

execution delay in both full and partial offloading scenarios in

MEC, but also the trade-off between computation energy and

transmission energy consumption in order to extend battery

life.

The joint computation and communication resource alloca-

tion should be properly addressed in order to get the maximum

utilization of available resources. Single MEC server will be

allocated for the applications which cannot be partitioned.

The resources in multiple MEC servers are allocated for the

offloaded applications that can be split into several parts. When

a job arrives at the MEC server, if there are enough resources,

the scheduler has to allocate the VM for further processing.

If there are no sufficient computation resources, it delegates

the task to the centralized cloud. MEC servers also have to

allocate computation and communication resources for user

application jobs and MEC service jobs. User mobility, network

topology, network scalability, and load balancing are some

other factors to be considered in order to define fare resource

utilization policies on MEC servers. Specifically when IoT

gateways share limited bandwidth among multiple IoT devices

which can handle video, audio or bio-medical signals, the

allocation of bandwidth will become challenging [120]. The

low power wireless technologies (e.g., BLE, ZigBee, low

power Wi-Fi, and LPWAN standards like LoRA or SigFox)

used in IoT networks have limited bandwidth. When the IoT

devices access the MEC server, which is acting as the IoT

gateway, they have to utilize either of those low-power wireless



connections that have low bandwidth.

2) Related work: In the comprehensive survey presented

in [29], the existing work that addresses MEC computation

offloading decisions have been nicely summarized based on

full and partial offloading types. These solutions are proposed

either to minimize the execution delay or to balance the trade-

off between energy consumption and latency. Moreover, [29]

provides an overview of the latest research works that address

the allocation of computation resources for the data or appli-

cation which it decides to offload in MEC systems. However,

this analysis does not address the explicit applicability of com-

putation offloading and resource allocation in IoT supportive

MEC systems.

A preliminary study on how computation offloading and

bandwidth allocation can be performed in MEC supportive IoT

networks is presented in [120]. Due to the discrete and coarse-

grained offloading levels on the IoT end nodes, the gateway

(i.e. MEC server) bandwidth will be under-utilized. This

phenomenon is termed fragmentation. Based on the received

transmission rates and power consumption parameters of IoT

devices, the gateway runs an iterative algorithm to optimally

allocate bandwidth in such a way as to optimize the battery

life of the devices. The implementation of the algorithm

for a health monitoring application shows more than 40%

improvement in using gateway bandwidth and up to 1.5 hour

improvement in battery life of IoT devices. Replisom [121]

designed by Abdelwahab et al., is a model for computation

offloading for massive IoT applications where the replicated

memory objects produced by IoT devices are offloaded to

the LTE-aware edge cloud. Replisom protocol relies on D2D

communication for effectively scheduling the memory repli-

cation occasions to resolve interference and scarcity in radio

resources as a large number of devices simultaneously transmit

their memory replicas.

Furthermore, with the advent of mobile device performance

and D2D communication technologies, computation offloading

can be performed at the mobile devices. As shown in [129],

a collection of co-located mobile devices can be utilized to

provide cloud services at the edge instead of using MEC

servers. Such an offloading mechanism will allow the very

constrained tiny IoT devices to outsource the computation

intensive tasks to the high performing mobile devices in the

closest proximity. Few research efforts were performed to

derive computation offloading strategies in MEC that support

user mobility. In [130], the authors propose a hybrid compu-

tation offloading mechanism for edge computing considering

the hardware heterogeneity of the mobile devices, various

users requirements on Quality of Experience (QoE) and the

heterogeneity status of the network.

The requests for computation offloading generated by end

devices have to be handled by the software load balancer

according to the availability of the MEC servers and resources.

Yu et. al. proposes a softwarized load balancer technique

called SDLB for edge computing based on the minimal perfect

hashing algorithm [122]. Their scalable and dynamic load

balancer SDLB is derived based on POG data structure and

able to support about one million update requests per second.

In [123], the authors propose a virtualized network architecture

with intelligent resource allocation capabilities for NFV, MEC

and IoT services. This so called TelcoFog architecture provides

seamless and unified control for the complete visibility, com-

putation, and allocation of both cloud and network resources

through different network segments (access, aggregation, and

transport) assuming heterogeneous access and transport tech-

nologies (e.g., Wi-Fi, packet switching, optical transmission).

The game theoretic approach is also designed for selecting

the most appropriate wireless channels to transmit offloading

data in a multi-user multi-channel MEC systems [131], [132].

TABLE IX: Comparison of the reviewed state-of-the-art computation offloading and resource allocation features in MEC

enabled IoT.

Ref. Description IoT application

/domain

/feature

Computation

Offloading

Comp.

Resource

Allocation

[120] Management of computation offloading in a local IoT network with the efficient
utilization of IoT gateway bandwidth constraints.

IoT-gateway X

[121] Replicated memory objects produced by IoT devices are offloaded to the LTE-aware
edge cloud based on D2D communication.

Massive-IoT X

[122] Proposes a portable MEC load balancer which is scalable, software based, memory
efficient and adaptive to device heterogeneity. The design takes the advantages of SDN
and POG data structure.

IoT big data
streams

X

[123] Defines an architecture to allocate cloud and edge resources for deploying NFV, MEC,
and IoT services on top of a telecom operator’s network.

Low latency X

[124] Propose a MEC clustering algorithm to consolidate the maximum communications at
the edge which stands for the spatial temporal dynamics of the traffic.

IoT big data
streams

X

[125] Defines a scalable offloading architecture and a simulator with multi-tenancy ability and
dynamic horizontal scaling based on Amazon Autoscale service-oriented architecture.

Massive-IoT X X

[126] Formulate the computation offloading decision, resource allocation, and content caching
in wireless cellular networks with mobile edge computing as an optimization problem
and solve it applying alternating direction method of multipliers based distributed
algorithm.

Cellular IoT X X

[127] Introduces asymptotically optimal offloading schedules, which are tolerant to partial
out-of-date network knowledge and stochastically maximize a time-average network
utility balancing system throughput and fairness.

Massive IoT X X

[128] Develop a toolkit for modeling and simulation of resource management techniques in
the IoT, edge and fog computing environments

General IoT X



In [133], the MEC server makes the offloading decisions and

physical resource block allocation to the UEs using the graph

coloring method. Furthermore, in [124], authors propose a

graph-based algorithm that takes into account, the maximum

MEC server capacity, provides a partition of geographic area,

and consolidates as many communications as possible at the

edge. The offloading architecture proposed in [125], addresses

the scaling of offloading support to large-scale IoT environ-

ments. Their application level task scheduler uses horizontal

scaling to allocate the available resources in the edge cloud.

Moreover, content caching strategy is also considered in some

work for the optimized joint computation and communication

resource allocation [126]. Table IX summarizes the reviewed

state-of-the-art computation offloading and resource allocation

features in MEC enabled IoT.

D. Mobility Management

1) Requirements: A more general concept in cellular and

IP networks is mobility management for moving users. Since

earlier generations of mobile cellular networks, mobility man-

agement has been the ultimate way of ensuring that mo-

bile services are delivered to subscribers wherever they are

within the coverage areas of the service provider. The cellular

network is a radio network that consists of multiple base

stations; each base station is designated to provide mobile

services within a particular cell, and hence combining several

base stations enables the service provider to cover wider ge-

ographical locations. In LTE, mobility management advanced

significantly through the introduction of moving networks,

seamless roaming, and vertical handovers which is enabled

when the UE changes the serving eNB/SCeNB.

In the case of MEC, mobility management is particularly

crucial, given that when mobile UEs move far away from the

computing node, then there is the possibility of degrading

the QoS due to latency. A severe degradation could lead to

a complete disconnection of a UE from the MEC network. In

MEC-enabled IoT, a large majority of the nodes will be mobile

nodes, hence the goal is to exploit MEC services to offer

an ultra-reliable mobility management scheme for IoT appli-

cations. In traditional mobile networks, the key issues with

mobility management are mainly connectivity, location man-

agement, routing group formation, seamless mobility, mobility

context management, and migration among others. Among

these issues, seamless mobility tends to be the most trivial.

There is a need for mobile devices to have uninterrupted access

to information, communication, monitoring and control when,

where and how they want, regardless of the device, service,

network or location. For the MEC architecture, using such

traditional approach to mobility management will certainly

lead to a degraded performance in the overall MEC network;

one key reason for this shortfall is due to the co-provision of

radio access and computing services of the MEC-enabled base

stations.
2) Related Work: Several mobility management policies

have been proposed for the MEC architecture [29], [134]–

[136]. In [134] authors developed a novel user-centric Energy-

aware Mobility Management (EMM) scheme based on Lya-

punov optimization and multi-armed bandit theories. The

EMM scheme works in an online fashion without using future

system state information is hence able to manage the imperfect

system state information. The goal of EMM is to optimize

the offloading delay that results from both radio access and

computation, under the long-term energy consumption con-

straint of the user. Here, the experiment results showed that

the proposed algorithms can optimize the delay performance

while approximately satisfying the energy consumption budget

of the user. However a major issue with this algorithm is that

it will not be effective for a high mobility scenario where a

connected node will move in a great deal during the processing

of a task, and such high mobility scenario is a typical feature

of the IoT networks.

In [29], authors presented a user-oriented use case of

MEC from the perspective of computational offloading and

mobility management. They first discuss the power control

approach where the mobility management entity regulates the

transmission power of the eNB/SCeNB, which is mostly used

in scenarios where the UEs mobility is confined within a

given space such as an office room [29], [137], [138]. The

principle of this approach is depicted in Figure 4. Accordingly,

the MEC services are extended to slowly moving IoT devices

within a given space by adjusting the transmission power of the

serving and/or neighboring SCeNBs. This Cloud-aware Power

Control (CaPC) algorithm is mostly suitable for managing the

offloading of real-time applications where delay requirements

are strict. It allows the MEC system to handle higher amounts

of offloaded applications within specific latency constraint.

Typically, increasing the transmission power of SCeNB will

momentarily increase the coverage region of MEC signals,

hence allowing IoT nodes to move beyond the default coverage

region for the duration of the power boost. This will help to

avoid the need for handover as much as possible, especially in

cases where the moving distance of the IoT device is relatively

small. The moving IoT devices are able to roam certain

distance away from the coverage region of MEC services

just by adapting the transmission power of the eNB/SCeNB,

without discontinuity in service and handovers.

Fig. 4: CaPC Power Control Principle [29].

Another scenario is when the IoT node decides to initiate an

offload either within the coverage region increased by power



TABLE X: Summary of the reviewed state-of-the-art mobility management in MEC enabled IoT.

Ref. Description IoT application

/domain

/feature

Mobility

Manage-

ment

Flow

Schedul-

ing

[134] Develop a user-centric energy-aware mobility management (EMM) scheme, to optimize
the delay due to both radio access and computation, under the long-term energy
consumption constraint of the user.

General IoT X

[140] Present UbiFlow, the first software-defined IoT system for ubiquitous flow control and
mobility management base don distributed controller in multinetworks.

Software defined
IoT

X X

[141] Explores how Named Data Networking, a proposed future Internet architecture, can
address the challenges of interoperability in IoT networks.

IoT applications X

[142] Analyzed distributed mobility management for future IoT sensor networks. IoT sensors X X

[143] Propose a location-aware load prediction at edge data centers which supports user
mobility.

General IoT X

control or as it roams beyond. Two possible procedures could

be used in this case; one is by performing a VM migration,

i.e. migrating a VM from the less effective to a more effective

computing node, and two is by path selection, i.e. selecting

a new path for communication between the computing node

and the IoT device. The need for VM migration arises when

the IoT node roams beyond the region extended by the

power control mechanism. In that case, the risk of service

discontinuity and poor QoS factors tend to be higher, hence

there is a need to strategically design the VM migration

process. Analysis of the influence of such migration on the

performance of a typical IoT node is described in [139], using

the Markov chain analytical models. Based on the outcome

of the analysis, when VM migration is not implemented, the

probability that the edge device will connect to the optimal

MEC decreases with the increase in hops between the eNB

and the UE. Meanwhile there is also an additional delay that

occurs in when VM migration is not used. In addition to the

literature mentioned in [29], Table X summarizes the reviewed

state-of-the-art mobility management in MEC enabled IoT.

E. Security

1) Requirements: Integrating MEC capabilities to the IoT

systems come with an assurance of better performance in

terms of quality of service and ease of implementation. This

however, raises concerns in both research and the industry

first on the heterogeneity of connected devices, and second on

the potential repercussions of such architectural modification

on the overall security of MEC-enabled systems. Typical

security threats in these areas are Denial of Service (DoS)

attacks, Man-in-the-Middle (MitM) attacks and malicious node

problems [144], [145]. More detailed descriptions of these

threats are presented in [145].

IoT systems in general inherit most of the security vulnera-

bilities commonly found on sensor networks, mobile commu-

nication networks and the Internet as a whole. Thus making

security one of the application challenges of IoT in present and

future networks. Such security vulnerabilities in IoT networks

include DoS/Distributed DoS (DDoS) attacks, forgery/middle

attack, heterogeneous network attacks, application risk of

IPv6, Wireless Local Area Networking (WLAN) application

conflicts also affect the transport security of IoT [146].

Here we define the possible security attacks in the context

of MEC-enabled IoT environment. Security threats are mostly

targeted towards the MEC nodes, e.g. MEC server and other

IoT nodes. In DoS attacks, the adversaries tend to attack criti-

cal networking or computing resources by sending requests at

rates that are beyond the handling capacity of such networking

or computing equipment, hence inundating such facility and

preventing other users or nodes from getting access to the

resources offered. DoS attacks could happen in the form of

DDoS or wireless jamming and could be launched on both

the virtualization and network infrastructures.

MitM happens when an adversary interposes between two

nodes or entities and secretly relaying or altering the com-

munication between such parties, common example is the

MitM attack between a server and a client. For the MEC-

enabled IoT scenario, the most vulnerable location for MitM

attack is the infrastructure layer where the malicious attacker

tries to hijack certain segments of the network and begins to

launch attacks like eavesdropping and phishing on connected

devices. As claimed in [147] MitM attacks can be launched

between 3G and WLAN networks. Such attacks would be even

more threatening for the MEC-enabled IoT scenario, given

that MEC relies heavily on virtualization, hence launching a

MitM attack on multiple VMs could very easily affect all other

elements on both sides of the attack.

VM Manipulation is a typical attack for all virtualized

and edge computing systems. In MEC-enabled IoT system,

VM manipulation is mainly targeted towards the virtualization

infrastructures. In this case, the attacker is more likely to be

a malicious insider with enough privileges or a VM that has

escalated privileges. The adversary in such attack begins to

launch multiple attacks to the VMs running inside it. When

VM manipulation attack is launched, the affected VMs are

further exposed to numerous other potential attacks like logic

bombs.

2) Related Work: On the application layer, security threats

are mostly in the context of information access and user

authentication. Others include possibility of tracking and de-

stroying data streams, tampering with the stability of the IoT

platform, attacking the middleware layer and/or management

platform [148], [149]. Given that IoT will further converge

peoples everyday life activities and devices on the network,

the need for faster access to data which is largely addressed

by introducing MEC to the IoT system, must be balanced by

a robust and highly reliable security technology in addition

to creating more security awareness for users and application

developers.



The architecture proposed in [146] has three key layers

namely perception, transportation and application. The authors

have identified different potential security vulnerabilities on

each layer. For the perception layer, potential security vulner-

abilities are mainly on the RFID, the wireless sensor networks,

and the RFID sensor networks. For the transport layer, security

vulnerabilities are mainly found at the access network, the

core network, and the local network. Here, vulnerabilities

can also be unique to the different access technologies, i.e.

for 3G access network, Ad-Hoc network, and Wi-Fi. On

the application layer, vulnerabilities exist for the application

support layer as well as for specific IoT applications.

F. Privacy

1) Issues and challenges: The early designs of IoT systems

were largely closed, homogeneous and single-purpose with

limited functionality, geographic scope and scale. In contrast,

the present-day IoT systems are much larger and spanning

across countries or continents, making them to comply with

the varying rules and regulations. Similarly, in health care

[150] type of applications, which invade personal spaces, pri-

vacy is becoming a significant concern [10], [12]. Governing

organizations like European Commission have recognized that

privacy in the processing of personal data and the confiden-

tiality of communications as fundamental rights that should be

protected [151]. In an IoT application, when the data sharing

principle is leveraged by a cloud based system, that could

raise a lot of privacy concerns. The potential use of data for

unpredicted future applications may compromise privacy.

MEC enables caching, data processing and analytics to be

done closer the source of the data and reduces the burden on

centralized cloud servers and core networks [22]. Importantly,

this will support differentiated privacy since raw, unprocessed

data does not have to be stored or processed by a centralized

cloud systems which can be located in distance. Only the

processed and selected data are needed to reach the centralize

cloud for further processing [10], [12]. For instance, the image

processing of car number plate recognition can be done in

the edge without transferring the location information to the

centralized cloud servers. Such MEC based local processing

protects the privacy of data without leaving the jurisdiction

of the user. Moreover, the decentralized approach reduces

the impact of data breaches such as Sony breach [152] and

OPM (Office of Personnel Management) breach [153] . MEC

approach also enable the possibility to implement specific or

local privacy policies [154], contrary to the uniform privacy

policies applied in centrally managed public cloud. In some

IoT applications such eHealth services (for instance, mental

and abortion clinics) local privacy polices with edge intelli-

gence is required to meet the required privacy protection which

cannot be met by only using a centralized approach [154].

The requirements in privacy protection are identified based

on the generic and the regulatory objectives. First, it is required

to harmonize the privacy of digital services at global level by

promoting the digital single market. All relevant directives and

legislative instruments should be encouraged to enable cross

border policies. Then, it is necessary to balance the interests in

protecting privacy and in fostering the global use of services.

Second, the privacy legislation should be done at a global

level to ensure their compatibility with new technologies such

as MEC. Different jurisdictions should cooperate together

to develop inter-operable privacy requirements and facilitate

the flow of information with the required level of privacy

protection. For instance, the ”Safe Harbor” agreement between

US and EU, requires US companies to obey EU regulations

so that EU companies can store and process data in US data

centers [155].

Third, it is necessary to foster interoperability and data

portability to support the adaptation of new technologies. For

instance, it can be done by avoiding mandated standards or

preferences which could prevent interoperability. Moreover, it

is necessary to promote the on-going interoperability efforts

in the industries, this will be useful in defining uniform and

global privacy policies. Finally, it is required to define one

framework with a set of data protection laws which can be

used across the border and they should be simple enough to

be set up globally. This framework should be based on the

concept of accountability and the laws should also support

self-regulatory codes and mechanisms.

2) Related work: Security and privacy challenges in MEC

like edge computing paradigms are surveyed in [34] and [156].

A partially distributed approach that allows edge intelligence

that can meet the privacy requirements of IoT use cases such

as eHealth services is presented in [154]. The possibility of

exploiting edge computing to solve the problem of loss of

privacy by releasing personal and social data to centralized

services such as e-commerce sites, rating services, search

engines, social networks, and location services are presented

in [22]. Possibilities of improving the data privacy of IoT data

by using edge computing is presented in [45].

G. Trust management

1) Requirements: Trust is a rather complex property to

define, it is closely associated with the overall security of any

network or platform. Trust is significant in critical 5G use

cases like remote surgeries, emergency autonomous vehicles,

factory automation, and tele-operated driving (e.g. drones). In

these scenarios, latency and reliability are highly regarded.

Although trust is an equally important property similar to

security and privacy in IoT and MEC, it is hardly addressed

lately in research works [34]. The need to implement the

appropriate trust management scheme is very essential when it

comes to IoT technologies. This is because IoT devices offload

their delay critical applications to the edge cloud which is

normally out of the direct control of the client.

According to Yan et. al., the key challenges of trust

management in IoT are not only limited to system security

robustness and privacy preservation [13]. Trust relationships

have to be sustained among all IoT system entities including

the enabling technologies such as MEC. Data perception trust

determines the reliability of data sensing and collection in the

IoT perception layer. Data fusion and mining trust explains

the efficiency and trustworthiness of big data handling in

the IoT network layer. Enabling secure data transmission and

communication while maintaining the quality of IoT services



and identity trust are other important aspects of IoT trust. It is

equally important to apply a more generic trust management

framework for IoT since it is a collaboration of multiple

technologies and systems. The utilization of tamper resistive

secure elements will enable the trust in the end user devices

with physical protections to prevent the compromising of

cryptographic security parameters. However, due to limited

resources in many tiny IoT devices, the integration of such

trust enabling devices will also be challenging. Above all, the

most significant is the realization of human-computer trust

interaction which requires more attention to the subjective

properties of IoT users at the application layer.

In cloud computing, trust is targeted towards long-term

underlying properties or infrastructure (persistent trust), and

such trust can be specific to context-based social and tech-

nological mechanisms (dynamic trust). Moreover, when edge

cloud computing is collaborating with IoT, it introduces more

trust related objectives such as maintaining the trust for

computation offloading IoT services or collected data to the

edge cloud and the cooperative trust among edge servers. The

edge servers should ensure the trustworthiness of end users and

IoT devices, which acquire the resources from the edge cloud.

Likewise, the edge servers should also assure their reliability

and trustworthiness to the end users/devices and other edge

servers for providing guaranteed services. More importantly,

the efficient resource sharing among the edge servers has to be

accomplished based on a proper trust management framework.

2) Related work: The comprehensive literature surveys

in [10], [13] summarize the recent research works on IoT

trust. Accordingly, the researchers have addressed IoT trust in

multiple perspectives including trust evaluation, trust frame-

work, data perception trust, identity trust and privacy preser-

vation, transmission and communication trust, secure multi-

party computation, user trust, and application trust. Existing

IoT trust evaluation mechanisms are mathematically formed

and have considered different trust metrics like social trust

and QoS trust using both direct observations and indirect

recommendations. Most of the trust frameworks proposed in

IoT address security and privacy in IoT data transmission and

communications. In [159], a preliminary design of a holistic

solution with trust and security-by-design for cyber physical

systems based on IoT and cloud architectures is presented.

They have taken the initiative to develop and demonstrate a

trustworthy-by-design autonomic security framework based on

SDN/NFV and IoT networks.

In many previous literatures, data perception trust is ad-

dressed in the context of security and privacy, mainly by

mitigating security attacks on data aggregation and processing,

as well as exploiting some key management techniques [13].

Some recent literatures have also addressed data protection

and performance improvement at the edge computing servers

by trust management among fog servers [160]. Furthermore,

trust is paramount to the effectiveness of node interaction in

SIoT where the objects are building up a social network and

becoming more autonomous [14]. Table XI summarizes the re-

viewed state-of-the-art security, privacy, and trust management

in MEC enabled IoT.

IV. INTEGRATION TECHNOLOGIES

The realization of MEC for IoT is fueled by several in-

tegrating technologies such as SDN, NFV, ICN and Network

Slicing. This section provides a high level overview of the role

of each technology in MEC-IoT environment and the related

works.

A. Network Function Virtualization

NFV is a network concept which proposes to use virtualiza-

tion technologies to manage core networking functions using

a software based approach [161]. NFV has been proven as one

TABLE XI: Comparison of the reviewed state-of-the-art security, privacy, and trust management in MEC enabled IoT.

Ref. Description IoT application

/domain/feature

Security Privacy Trust

[144] Proposed a security framework for virtualized Small Cell Networks, with the
aim of further extending MEC in the broader 5G environment

Cloud-enabled IoT X X

[157] Addresses the utility based matching or pairing problem within the same
domain of IoT nodes by using Irving’s matching algorithm under the node
specified preferences to endure a stable IoT node pairing

IoT node pairing
services

X X X

[146] Analyzes the cross-layer heterogeneous integration issues and security issues
in detail and discusses the security issues of IoT as a whole and tries to find
solutions to them

General IoT X X

[22] Presents the research challenges associated with security, privacy and trust
management in Edge-centric Computing

General IoT X X X

[158] Holistically analyses the security and privacy threats, challenges, and mecha-
nisms inherent in all edge paradigms including MEC.

General IoT X X

[34] Holistically analyses the security and privacy threats, challenges, and mecha-
nisms inherent in all edge paradigms including MEC.

General IoT X X

[156] A survey on security and privacy challenge in fog computing General IoT X X

[154] Present a edge computing based distributed approach to satisfy the security and
privacy requirements of IoT

General IoT X X

[45] Discuss the methods of improving security and privacy of IoT data by using
edge computing

General IoT X X

[159] Introduce the preliminary design of a holistic framework for enabling trust and
security by-design for cyber physical systems (CPS) based on IoT and edge
cloud architectures.

IoT architecture X X X

[160] Propose a trust translation model for fog nodes and a privacy-aware model for
access control at fog nodes.

IoT big data
streams

X X



of the key enablers for not only the development of 5G but

also MEC-IoT integration [162]. Specifically, MEC reuses the

NFV virtualization infrastructure and the NFV infrastructure

management to the largest extent possible [163].

Both MEC and NFV technologies can be used together in

environments such as 5G mobile networks to elevate com-

puting capacity to meet the increased networking demands.

MEC architecture is also based on a virtualized platform

quite similar to NFV architecture. Both technologies feature

stackable components and each has a virtualization layer.

According to ESTI [2], it is beneficial to reuse the in-

frastructure and infrastructure management of NFV to the

largest extent possible, by hosting both Virtual Network Func-

tions (VNFs) and MEC applications on the same platform,

computing experience is enhanced. The use of NFV will

equally increase the scalability of MEC application. NFV can

improve the scalability by dynamically scaling up/down the

network resources depending on demand.

Several NFV-MEC ingratiation research works have been

proposed recently. In [163], NFV-enabled MEC scheme is

proposed to optimize the placement of resources among NFV-

enabled nodes to support low latency mobile multimedia

applications. A novel MEC and NFV integrated network

architecture is presented in [164], this can be used to enhance

the mobile game experience, optimized high speed HD video

streaming and local content caching for AR. The double-

tier MEC-NFV architecture in [165] aligns and integrates

the MEC system with the NFV Management and Orchestra-

tion (MANO) by introducing a management subsystem that

enriches the MANO with application-oriented orchestration

capabilities. To support the deployment of container-based

network services at the edge of the network, an architecture

based on the Open Baton MANO framework is proposed by

combining the NFV and MEC within a single orchestration

environment [166].

B. Software Defined Networking

SDN is another 5G enabling technology which will help

to design dynamic, manageable, cost-effective, and adaptable

networks. SDN has fuel the advancement of network soft-

warization by proposing to transfer the control functionality

to software based entities, i.e. network controllers. SDN elim-

inates the use of vendor specific black-box hardware, thereby

promoting the use of commodity servers and switches over

proprietary appliances.

Notwithstanding, the transfer of network control function-

alities to software based centralized entities, demands the

data plane devices to communicate frequently with the SDN

controllers. Thus, SDN controllers are located closer to the

data plane to reduce the latency in packet processing. MEC

offers the opportunity to locate control functions closer to

data plane devices. Moreover, MEC complements the SDN

advancement of the transformation of the mobile-broadband

network into a programmable world, ensuring highly efficient

network operation and service delivery [167]. Thus, the popu-

larity of SDN in different domains including 5G, IoT will fuel

the adaption of MEC concept as well.

Many recent research works justify the added benefits of

the combine use of SDN and MEC in IoT systems [168]–

[175]. The role of NFV and SDN in MEC ecosystem is

discussed in [168]. SDN can be also used to make MEC

more flexible and cost-effective for 5G applications. The real-

time heart attack mobile detection service proposed in [169],

is a novel e-health IoT service that employs SDN-powered

MEC in a Vehicular Ad-hoc Network (VANET) architecture

for reliable performance. In [170], a novel SDN/NFV-based

security framework is presented to enable integrated protection

for IoT systems and in MEC applications. An SDN-based

MEC framework has been proposed to provide the required

data-plane flexibility, programmability and reduced latency for

applications such as VR and Vehicular IoT [171].

In addition, a conceptual approach to providing security for

IoT systems by using SDN and edge computing is presented

in [176]. The SDN-based IoT mobile edge cloud architecture

(SIMECA) proposed in [172] can deploy diverse IoT services

at the mobile edge by leveraging distributed, lightweight

control and data planes optimized for IoT communications.

In [173], the utilization of SDN and MEC to overcome the

challenges of network densification of IoTcloud integration

over a smart home is presented. Likewise, the MEC-SDN

framework presented in [175] guarantees the QoS requirement

satisfaction and efficient use of the wireless resources in

tactical network applications.

C. Information Centric Networking

To address the ever increasing traffic volume in the Internet

applications such as HD mobile video, AR/VR, 3D gaming

and cloud computing, a new set of network architectures

and networking technologies are developed over the past few

decades. These technologies employ caching, replication and

content distribution in optimum ways. Among them, ICN

has become one of the main approaches to addressing this

demand [177], [178]. ICN is an Internet architecture that puts

information at the center where it needs to be and replaces

the client-server model by proposing a new publish-subscribe

model. The key benefits of ICN include fast and efficient data

delivery and improved reliability. Thus, ICN is considered one

of the promising networking models for IoT ecosystem.

MEC and ICN are complementary concepts which can be

deployed independently [67]. However, both could add value

to 5G and IoT domains in a complementary fashion. Certain

synergies can be exploited when these two technologies are

deployed cooperatively. For example, ICN can be used for con-

tent distribution over an unreliable radio links and transparent

mobility among multiple technologies [179], while MEC can

be used to reduce the latency for delay critical applications

such as tactile Internet [180] and AR/VR applications, or to

perform distributed data-reduction and security functions for

an IoT network.

In addition, the use of MEC with ICN can further improve

the performance of edge computing. It can solve some of the

existing challenges in MEC ecosystem. For instance, MEC

is facing a challenge of application level reconfiguration,

since it requires a re-initialization of the session whenever



a session is being served by a non-optimal service instance.

Such application level reconfiguration will increase the delay

in session migration. However, the natural support for service-

centric networking in ICN can minimize the network related

configuration for applications. It will reduce the reconfigura-

tion delay and allow fast resolution for named service instances

[181].

ICN can also improve the edge storage and caching features

of MEC enabled networks. ICN allows location independent

data replication and opportunistic caching at strategic points

in the network. These features benefit both real-time and non-

realtime IoT applications where a set of IoT devices or users

share the same content [181].

Opportunities and challenges of MEC and ICN integration

for IoT are presented in [182]. Here, the authors highlight

the synergies that can be exploited when the two technologies

are deployed cooperatively for IoT applications. In addition,

several research works have also verified the importance of

ICN and MEC cooperation [67], [183]–[186]. A novel HetNets

virtualization architecture with ICN and MEC techniques is

proposed for video trans-coding, caching, and multi-cast in

[183]. A virtual multi-resources allocation scheme is used in

the designed framework to maximize the utility of computing,

caching, and communication to support the massive content

delivery. The vision of combining ICN and MEC in the

context of connected vehicle environments is presented in

[67]. It shows how ICN in combination with MEC can address

the challenges of futuristic vehicular application scenarios. A

novel information-centric heterogeneous networks framework

is proposed in [184] to optimize the virtual resource allocation

at the edge. Authors formulate the virtual resource allocation

strategy as a joint optimization problem by considering both

virtualization and caching and computing at the edge. A novel

framework which jointly considers networking, caching, and

computing techniques to support energy-efficient information

retrieval and computing services is presented in [185]. This

framework integrates SDN, MEC and ICN to enable the

dynamic orchestration of different resources in next generation

green wireless networks. A MEC-enabled ICN-based content

handling framework at the mobile network edge is presented in

[186]. The proposed framework realizes context-aware content

localization in order to enhance user QoE in video distribution

applications.

D. Network Slicing

Network slicing proposes a way of separating the network

into different network segments. Thus, it allows multiple

logical network segments to be created on top of a common

shared physical infrastructure [187]. Future IoT will enable

a wide range of different types of connections and services.

These connections and services will need performance guar-

antees as well as security. Network slicing can satisfy these

requirements. Moreover, 5G mobile network will support both

MEC and network slicing technologies [188].

Network slicing can be used in different IoT domains. One

of such application domain is massive IoT [189]. In order

to support massive IoT systems, the network should be able

to satisfy requirements such as massive cost reduction in

communication, network scalability and edge analytics. The

integration of MEC with Network slicing can be used to

satisfy some of these requirements such as scalability and

edge analytics. Another use case is critical communications

for delay critical applications such healthcare, autonomous

driving and industrial Internet. The key requirements to enable

such critical communications are reduced latency and traffic

prioritization. While MEC can be used to reduce latency,

network slicing can support traffic prioritization.

Figure 5 illustrates the utilization of network slicing in

different applications. Here, network slicing can be use to

divide the MEC resources in to different slices dynamically. It

will improve the efficiency of using MEC resources in different

IoT applications.

Fig. 5: Use of Network Slicing in different applications [190].

Several research articles already presented the possibility of

using Network slicing with MEC to provide improved services

for IoT and other 5G applications.

An overview of the Third Generation Partnership

Project (3GPP) standard evolution from network sharing

principles, mechanisms, and architectures to future on-demand

multi-tenant systems is presented in [187]. MEC is identified

as one of the key attributes to realize the aforementioned

network slicing extensions in 3GPP toward full multi-tenancy.

A logical architecture for network-slicing-based 5G systems

is presented in [191]. Here, authors show the evolution of

network slicing in network architecture and the synergy with

SDN, NFV and MEC technologies. The work presented in

[192] discusses the design challenges of network slicing with

other concepts such as cloud-RAN and MEC. A SDN/NFV

packet/optical transport network and edge/core cloud platform

for E2E 5G and IoT services is presented in ADRENALINTE

testbed [193]. It demonstrates the use of SDN/NFV control

system to provide the global orchestration of the multi-layer

(packet/optical) network resources and network slicing based

distributed cloud infrastructure for multi-tenancy.

Table XII summarizes the reviewed state-of-the-art MEC-

IoT integration technologies.



TABLE XII: Comparison of the reviewed state-of-the-art MEC-IoT Integration Technologies.

Ref. Description IoT application

OR domain

NFV SDN ICN Network

Slicing

[164] Present a NFV-enabled MEC architecture for video streaming, gaming
and AR

Gaming and AR. X

[163] Present an double-tier MEC-NFV integrated architecture for 5G appli-
cations.

Gaming X

[166] Present an integrated orchestration solution by combining the NFV and
MEC use cases within a single orchestration environment.

General IoT X

[165] Present a NFV-enabled MEC framework for low latency mobile appli-
cations.

General IoT X

[194] Preset an network architecture to addresses some of the central con-
vergence challenges of NFV, 5G/MEC, IoT, and fog.

General IoT X

[168] Discuss the role of NFV and SDN in MEC and IoT ecosystem. General IoT X X

[169] Present SDN-MEC based Real-time Heart Attack Mobile Detection
Service (RHAMDS) by using smart watches.

ehealth, WIoT X

[170] Present SDN-NFV based security framework which can integration
with existing IoT security mechanisms.

General IoT X X

[171] Present SDN-based MEC framework for low latency applications VR and IoT Au-
tomotives.

X

[195] Present an SDN/NFV architecture to delivery of future 5G services
across multiple technological and administrative networks.

General IoT X X

[176] Present an conceptual approach to provide security for IoT systems by
using SDN and edge computing.

General IoT X

[172] Presnet an SDN-based IoT Mobile Edge Cloud Architecture (SIMECA)
for future IoT applications.

General IoT X X

[174] Present a four-tier architecture assisted by MEC and SDN for VANETs. IoT Automotive X

[173] Discuss the utilization of SDN and MEC to overcome the challenges
of network densification.

Smart homes X

[175] Present an MEC and SDN based framework for efficient and flexible
service delivery.

Tactile Internet X

[182] A white paper on opportunities and challenges of MEC and ICN
integration for IoT.

General IoT X

[183] Present an novel HetNets virtualization architecture for video trans-
coding, caching, and multi-cast.

VR,AR, Gaming,
WIoT

X

[67] Present the vision of combining ICN and MEC in the context of
connected vehicle environments.

IoT Automotive X

[184] Present a novel information-centric heterogeneous networks framework
for virtual resource allocation at the edge.

General IoT X

[185] Present a novel framework which jointly considers networking, caching,
and computing techniques to support energy-efficient information re-
trieval and computing services.

General IoT X X

[186] Present a content handling framework which realizes context-aware
content localization to enhance user QoE in video distribution applica-
tions.

VR,AR, Gaming,
WIoT

X

[196] Propose an 5G-ICN architecture to realize an ICN-based service
delivery for future IoT applications.

General IoT X X X

[189] A discussion on use of network slicing for Massive IoT services. General IoT X

[192] Propose an novel network slicing architecture for integrated 5G com-
munications including IoT

General IoT X

[193] Propose an packet/optical transport network and edge/core cloud plat-
form and testbed implementation for E2E 5G and IoT services.

General IoT X X X

V. PROJECTS

The European 5G PPP (5G Infrastructure Public Private

Partnership) is one of the key layers on efforts to leverage

MEC and IoT technologies to support the evolution towards

5G networks. In this section, we discuss some renowned

ongoing EU research projects which are explicitly contributing

to MEC and IoT technologies. These projects along with

their technological aspects and the key research areas are

summarized in Table XIII. Since the concept of MEC was

initiated by ETSI, all of these projects are EU based. However,

they have other non-EU partners as Japan, Taiwan, and China.

The recent Horizon 2020 (H2020) funding scheme has fueled

the MEC related research in Europe with the cooperation of

other parts of the globe. Although, non-EU international level

projects are hardly found on integrating MEC and IoT, the

other countries have projects on different edge technologies

including MCC, fog and cloudlets. We have excluded these

projects from our survey since they are out of scope from the

mainstream of the paper.

1) SESAME: Small cEllS coordinAtion for Multi-tenancy

and Edge services (June 2015 - Dec. 2017): SESAME [197] is

one of the front-line EU H2020 projects which focuses on the

development and demonstration of an innovative architecture,

capable of providing Small Cell (SC) coverage to multiple

virtual operators as-a-Service. This is a pioneering project that

uses MEC and NFV technologies to realize the cloud-enabled

small cell (CESC) concept by supporting powerful self-x (x

stands for organizing, optimizing, or healing) management

features and executing novel applications and services inside

the access network infrastructure. SESAME is expected to



deliver the small cell concept in high dense 5G scenarios.

Moreover, it intends to consolidate multi-tenancy in communi-

cations infrastructures. This allows several operators or service

providers to engage in new sharing models of both access

capacity and edge computing capabilities.

2) ANASTACIA: Advanced Networked Agents for Security

and Trust Assessment in CPS / IOT Architectures (Jan 2017 -

Dec 2019): ANASTACIA [198], an EU H2020 funded project

which promises to develop and demonstrate a holistic solu-

tion enabling trust and security by-design for heterogeneous,

distributed and dynamically evolving CPS based on IoT and

virtualised cloud architectures. The security framework, with

self-protection, self-healing, and self-repair capabilities, will

be designed in full compliance to SDN/NFV standards. This

will include the security development paradigm, distributed

trust and security enabler, and dynamic security and privacy

seal. In particular ANASTACIA will address the security

challenges in two use cases on the deployment of MEC server

and smart buildings.

3) 5G-MiEdge: Millimeter-wave Edge Cloud as an Enabler

for 5G Ecosystem (July 2016 - June 2019): 5G-MiEdge [199]

is a publicly supported research project bringing Millimeter-

Wave (mmWave) technology and MEC into the mobile radio

world. It was co-funded by EU H2020 and Japanese gov-

ernment. It combines mmW access/backhauling with MEC

to enable enhanced mobile broadband (eMBB) services and

mission critical low-latency applications using cost-efficient

RANs. The project is composed of three key technologies;

naming the protocols of mmWave access/backhaul links, ultra-

lean and inter-operable control signaling mechanism (liquid

RAN C-plane) over 3GPP LTE, and user or application centric

orchestration algorithms for edge resource allocation. 5G-

MiEdge intends to develop transmission schemes and pro-

tocols of mmWave access/backhauling which can assist the

mobile edge cloud with caching/prefetching. This will be

useful in realizing ultra-high speed and low latency service

delivery which will be resilient to network bottlenecks such as

backhaul congestion, users’ density, and mission-critical ser-

vice deployments. The targeted use cases are mostly stadiums,

offices, and train stations.

4) 5G!Pagoda: 5G!Pagoda project [200] aims at creating a

virtual mobile network that can be deployed upon request,

dedicated to an application, to be used during the Tokyo

Olympic Games in 2020. 5G!Pagoda intends to develop a

scalable 5G slicing architecture and a highly programmable

network control and data path supporting mechanism for

use cases in IoT and human communication. This would be

achievable through the development of a scalable network slice

management and orchestration frameworks. These frameworks

would serve distributed, edge dominated network infrastruc-

tures and convergent software functionality for lightweight

control plane and data plane programmability.

5) Inter-IoT (Jan. 2016 - Dec. 2018): Horizon 2020 EU

project INTER-IoT project [201] aims to design, implement

and test an open framework that will allow interoperability

among different IoT platforms. The project uses a layer-

oriented approach for the interoperability framework in four

application domains: smart grid, e-health, smart factories, and

transport-logistics. The final goal is to integrate different IoT

devices, networks, platforms, services and applications that

will allow a global continuum of data, infrastructures and

services which can enable different IoT use cases.

6) 5G-MoNArch: 5G Mobile Network Architecture for di-

verse services, use cases, and applications in 5G and beyond

(July 2017 - June 2019): 5G-MoNArch [202] is another

project funded by EU Horizon 2020 programme and it will

evolve 5G-PPP Phase 1 concepts to a fully-fledged archi-

tecture, develop prototype implementations and apply these

prototypes to representative use cases. 5G-MoNArchs specific

technical goal is to use network slicing, which capitalizes

on the capabilities of SDN, NFV, orchestration of access

network and core network functions, and analytics, to support

a variety of use cases in vertical industries such as automotive,

healthcare, and media. The devised 5G-MoNArch architecture

will be deployed in two test beds: a sea port and a tourist city.

7) 5G-ESSENSE: Embedded Network Services for 5G Ex-

periences (June 2017 - June 2019): 5G ESSENCE [203] is an

EU H2020 funded project that proposes a highly flexible and

scalable 5G small cell platform leveraging the paradigms of

edge cloud computing and Small-Cell-as-a-Service. ESSENCE

builds virtualization techniques on the distributed and network-

integrated cloud inherited by 5G-PPP Phase 1 SESAME

project that provides processing power at the edge of the

network. The project will explicitly address two use cases

including in-flight entertainment and connectivity systems and

mission critical applications for public safety.

8) MATILDA (June 2017 - June 2019): The EU H2020

funded 5G-PPP Phase 2 project, MATILDA [204], aims to

design and implement a holistic 5G framework for the design,

development and orchestration of 5G-ready applications and

5G network services over a sliced, programmable infrastruc-

ture using VNFs. Intelligent and unified orchestration mecha-

nisms will be applied for the automated placement of the 5G-

ready applications and the creation and maintenance of the

required network slices. The management of the cloud/edge

computing and IoT resources is supported by a multi-site

virtualized infrastructure manager.

9) 5GCITY (June 2017 - June 2019): 5GCity [205] is also

an EU H2020 funded 5G-PPP Phase 2 project which demon-

strates how to empower the city infrastructure and transform

them into a hyper-connected, distributed 5G-enabled edge

virtualization domain. The project targets three different cities

(Barcelona, Bristol and Lucca), and would benefit telecommu-

nication infrastructure providers, municipalities, and a number

of different vertical sectors utilizing the city infrastructure. It

will leverage the virtualization platform in order to enable the

cities to create dynamic E2E slices containing both virtualized

edge and network resources and lease to third-party operators.

10) MONICA: Management Of Networked IoT Wearables

Very Large Scale Demonstration of Cultural and Societal

Applications (Jan 2017 - Dec 2019): MONICA [206] is an EU

H2020 funded large scale pilot project which aims to provide

a very large scale demonstration of multiple existing and new

IoT technologies for smarter living. It demonstrates a large

scale IoT ecosystem that uses innovative wearable and portable

IoT sensors and actuators with closed-loop back-end services



integrated into an interoperable, cloud-based platform capable

of offering a multitude of simultaneous, targeted applications.

The key objectives of this project are to strengthen crowd

safety and security at at big, cultural, open-air events, and

improve user experience. Given these goals, the final solution

should be compatible with many different IoT sensors, open

source, with cost effective wearables, and strengthened with

data security, privacy, and trust.

11) AUTOPILOT: AUTOmated driving Progressed by Inter-

net Of Things (Jan 2017 - Dec 2019): Another large scale pilot

project funded by EU H2020, AUTOPILOT [207] will deploy,

test and demonstrate IoT-based automated driving use cases

comprising urban driving, highway pilot, automated valet

parking, and platooning. The project will integrate into vehicle

IoT sensors and use cloud and MEC type IoT platforms (e.g.,

Brainport pilot site in Netherlands) to share sensor data and

create new autonomous mobility services. The AUTOPILOT

project will create and deploy new business products and

services for fully automated driving vehicles used at the pilot

sites. This project will feature innovations such as driving route

optimization, vulnerable road user sensing and dynamically

updating an IoT based HD map.

12) 5G-CORAL: A 5G Convergent Virtualised Radio Access

Network Living at the Edge (Sep. 2017 - Aug. 2019) :

The newly initiated EU H2020 project, 5G-CORAL [208]

leverages on the pervasiveness of edge and fog computing in

RAN to create a unique opportunity for access convergence.

This is envisioned by the means of virtualised networking and

computing solution where virtualised functions, context-aware

services, and user and third-party applications are blended

together to offer enhanced connectivity and better quality

of experience. The proposed solution considers two major

building blocks, namely the edge and fog computing system

and the orchestration and control system. 5G-CORAL project

will be validated in three testbeds; a shopping mall, high-speed

train, and connected cars.

VI. LESSONS LEARNED AND FUTURE RESEARCH

DIRECTIONS

In this section, we present the lessons learned and the

future research directions with respect to MEC-IoT integration.

In particular, we focus on MEC-IoT application paradigms,

technical aspects (i.e., scalability, communication, computa-

tion offloading and resource allocation, mobility management,

security, privacy, and trust management), and standardization

efforts.

A. Applications

1) Lessons learned: MEC is an ideal solution that supports

the increased demand for bandwidth consumption and ultra

low latency requirements of IoT applications. MEC resources

can be utilized for the pre-processing of massive IoT data

which will reduce bandwidth consumption, provide network

scalability, and ensure a fast response to user requests. How-

ever, in order to reap the maximum benefits of MEC for IoT,

there needs to be more in dept research on how to efficiently

distribute and manage data storage and computing resources

at the network edge. Since MEC is still not well established,

there can be myriad of technical challenges that need to

be addressed. Moreover, due to much unprecedented user

expectations, the requirements for designing MEC systems

may vary upon the IoT application area.

2) Future research directions: The applications described

in Section II are overlapping in several ways. For instance,

AR and VR may explicitly support autonomous driving by

exchanging information derived from multi-resolution maps

created using the local sensors of the vehicles. This will

extend the visibility of the vehicle. The edge servers are

expected to perform pro-actively in such AR and VR systems.

Tele-surgery is another domain that takes advantage of AR

and VR exploitation. In the ideal situation, VR should have

no distinction between real and virtual worlds. In order to

achieve this goal, the concepts of MEC in VR applications

might be merged with concepts like quantum computing. It

is reported that ETSI and Virtual Reality/Augmented Reality

Association (VRARA) intend to collaborate on interactive VR

and AR technologies delivered over emerging 5G networks

and hosted on MEC sites [209]. VRARA will encourage

common member companies to pursue VR/AR-focused use

cases and requirements for ETSI MEC Phase 2.

The adoption of machine learning techniques in 5G net-

works has increasingly attracted the attention of the research

community. This will provide adaptive learning and decision-

making approaches to meet the requirements of different verti-

cals. The integration of Artificial Intelligence (AI) algorithms

and machine learning at the edge of the networks will further

assist the data-intensive requirements of the IoT applications.

Particularly, AI techniques can be exploited for adaptive,

optimal, and pro-active action on instantaneous networking

demand in vehicular communications, in the context of self-

driving vehicles. However, more efforts are needed to adopt

machine learning techniques such as recursive neural net-

works, reservoir computing and deep learning in autonomous

vehicles kind of applications due to their complex network

architecture and enormous data sets. More importantly there

is no unifying theories to define how such a network will

behave.

B. Scalability

1) Lessons learned: Several aspects of the present-day

scalability schemes and data management paradigms will need

substantial refinement in order to be able to handle the changes

that are expected in future MEC-enabled IoT networks. IoT

devices like sensors and RFID capturing devices are expected

to keep capturing objects almost in real-time, hence generating

a huge amount of readings. Timeliness is another factor in such

scenarios since generated data usually have very short life-

span of about 2 seconds. Obviously, the present-day approach

to information search and data management cannot handle

this expectation in a scalable manner. For this reason a more

refined search and indexing algorithm will be required for both

MEC-enabled IoT applications and IoT systems in general.

2) Future research directions: The adoption of the IPv6

is a significant move that will further advance scalability
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Technologies

MEC X X X X X X X X X X X

IoT X X X X X X X X X X X

SDN X X X X X X X X

NFV X X X X X X X X

Network slicing X X X X X X

mmWave X

Research focus

Network architecture OR framework X X X X X X X X X X

Communication and network infrastructure X X X X X

Computation offloading X X

Resource management X X X X X

Mobility X X X

Scalability X X X

Interoperability X X

Security X X X X

Privacy X X X

Trust X X

in MEC-enabled IoT applications going forward. In [210],

authors proposed the idea of CONCERT, a term coined from

the combination of cloud and cellular system. The CONCERT

solution exploits the principles of NFV and SDN to enhance

scalability in future networks. Since scalability is a huge

factor to determine where the MEC server gets deployed,

and since the devices exploiting the MEC server located in

the core network will inevitably experience longer latencies,

then there could be a major hindrance to the use of real-time

applications in such MEC settings. Regarding control signaling

in MEC, the proposed CONCERT approach also adopts either

a fully centralized control or a hierarchical control for better

scalability and flexibility.

C. Communication

1) Lessons learned: As MEC is still at its infancy, defining

a solid communication model for the entire MEC architecture

is an open research question that paves many opportunities

to the academia, industry and the standardization entities.

Advanced wireless communication techniques are required to

design for interference cancellation and adaptive power control

at the MEC servers in order to reduce the offloading energy

consumption in a significant manner. The tight alliance be-

tween MEC and IoT may also create new research challenges

in communication perspective.
2) Future research directions: As pointed out by Raza et.

al. in [15], interoperability among various IoT LPWAN tech-

nologies encountered in IoT is still an open research question

to address. There are still insufficient testbeds and open-source

tool chains for LPWAN technologies. Massive connectivity

and high data rate requirements of IoT devices (e.g., wear-

ables) can be fulfilled by accompanying new radio access tech-

nologies such as Non-Orthogonal Multiple Access (NOMA)

and massive Multiple-Input-Multiple-Output (MIMO) [76].

Moreover, many research efforts on edge caching are under-

way to achieve the trade-off between the transmission rate and

storage at the MEC hosts [107]. The co-existence of different

wireless communication technologies available for IoT may

still create many challenges for edge level accessibility, since

the IoT applications are diversified in versatile areas, where

each has a unique set of requirements. Furthermore, they have

conflicting goals such as energy efficiency, high throughput,

and wide coverage. Therefore, system-level research is re-

quired to reap out the maximum benefit on exploiting such

communication technologies.

Implementing MEC over FiWi access networks are inves-

tigated due to their low costs, wide deployments, and high

capacity [110]. These fiber-wireless broadband access net-

works may provide a single communication platform for MEC

and centralized cloud services over the wired and wireless

networking technologies. ICN in combination with MEC is

identified as another promising way of establishing a com-

munication model for vehicular networks [67] where moving

vehicles may incur frequent disconnects and re-connects to

different network access points.

D. Computation Offloading and Resource Allocation

1) Lessons learned: Decision making for data offloading

at the user-end devices and the resource allocation for those

offloaded data/application at the edge clouds are two highly

regarded topics discussed among the research community,

especially those who engaged in MEC and IoT eras. Most

of the prior works were focused on the offloading mecha-

nisms for latency critical applications while minimizing energy

consumption at the UE. In contrary, IoT permits a platform

that has both delay sensitive and delay tolerant applications.

Although, most of the proposed solutions are evaluated by



means of theoretical analysis or simulations, there is still no

proper formation of standard offloading mechanism for IoT

and MEC systems.

2) Future research directions: Mobility is a principal fea-

ture of IoT devices which are either being transported by

humans (e.g. wearable sensor) or by another carrier (e.g.

vehicular networks), or being mobile by itself (e.g. robots).

Mobility-aware resource management and computation of-

floading strategies need to be precisely investigated in the

era of IoT supportive MEC systems. Scalability is the other

equally important feature to consider in large scale IoT de-

ployments where edge computing needs seamless offloading

and resource allocation policies. Other accelerating tendencies

towards future research efforts in the field of MEC and IoT

may include server cooperation in MEC, dependency-aware

offloading, and dynamic resource allocation.

The exploitation of Knowledge-Defined Networking (KDN)

to make intelligent predictions about offload costs can be lever-

aged for efficient resource allocation at MEC servers as well as

the offloading decision making at IoT devices [211]. The new

paradigm of KDN is composed of Network Analytics (NA),

SDN, and AI techniques. The introductory work in [212] pro-

poses an intelligent computation offloading framework based

on user dynamics and historical data.

E. Mobility Management

1) Lessons learned: Mobility management in MEC-

enabled IoT has attracted a lot of attention in both research

and the industry. This comes natural, given that mobile nodes

are expected to dominate the future IoT networks. An optimal

offloading decision will be necessary for effective integration

of MEC with IoT. Thus far, most of the works on mobility

management in the context of MEC are solely focusing on

optimizing the energy consumption at IoT nodes. However,

designing efficient and optimal MEC-enabled IoT systems will

require energy optimization at the MEC end also. This includes

energy consumed on computation and energy consumed on

communication.

Furthermore, most works on offloading decisions are based

on static scenarios where the IoT device moves from one MEC

eNB to another and remains in one steady location during the

offload, which is not necessarily the situation in most cases.

2) Future research directions: The energy required for

offloading or handover could vary substantially based on the

movement factor during the offload [139]. For this reason,

there will be a need for more advanced decision making al-

gorithms. They will leverage on various prediction techniques

to determine when offloading is in fact necessary, what the

channel quality will be like during the offloading and what

the entire offloading process will cost for each offloading

condition.

For advancing the VM migration techniques, a crucial step

moving forward is to optimize the migration process by

minimizing the time required to complete a full migration.

This will mostly dependent on the protocol design of the

migration process. Hence an optimal solution is required

for a collaborative effort on the side of individuals and

organizations. That notwithstanding, still the VM migration

scheme might not be suitable for highly delay-sensitive real-

time applications. In general, to achieve an efficient and highly

optimized mobility management scheme for MEC-enabled IoT

applications, there will be a need for a more holistic approach.

Such a solution will encompass power control, VM migration,

data compression, and path selection [29].

F. Security

1) Lessons learned: Notwithstanding the closed paradigm

of MEC, it is important to realize that the whole ecosystem

of MEC will not be controlled by one single owner or

service provider. MEC data centers are capable of providing

services without relying on centralized infrastructures. Thus,

it is certain that all MEC relevant assets, such as the network

infrastructure, the service infrastructure (e.g. edge data centers,

core infrastructure), the virtualization infrastructure, and the

user devices will not be controlled by a single entity. The

scale of this effect is further confounded by the diversity

that exists in IoT applications. Consequently, every element of

MEC and IoT infrastructure should be targeted towards global

networking environment. As discussed in [145], the “anything,

anytime” principle should be the underlying building blocks

and application scenarios for MEC-enabled IoT systems [154].

Conversely, the “anywhere” principle also implies that attacks

can be performed from anywhere, making the edge paradigms

a double-edged sword and hence the need for security mea-

sures that span the entire global networking paraphernalia.

2) Future research directions: The future of MEC-enabled

IoT systems will revolve mostly around developing universal

standard security mechanisms that can adequately protect

the whole ecosystem against security threats. Such universal

standards will enable both service providers and developers to

understand the particularities of every edge paradigm, as they

have subtle differences that will affect the implementation and

deployment of the security mechanisms [145]. Currently, the

absence of such global perimeters is seen as one of the banes

to the security of the edge paradigms.

One notable effect of the lack of a global perimeter is the

nature of the different attacker profiles that will target edge

paradigms [213]. In the present day networks, adversaries are

mostly external entities with no stake in control of network

elements. However, with the advent of MEC-enabled IoT, there

exist many adversaries that will control one or more elements

of the infrastructure such as user devices, VMs, servers,

sections of the network, and in the worst case, an entire edge

data center [154]. Adopting deep-learning-based models at the

edge level to detect malicious applications will be another

interesting research area. Applying reinforcement learning

techniques to develop edge security solutions can be exploited

for anomaly detection and lightweight authentication.

G. Privacy

1) Lessons learned: The rise of new architecture, new

technologies and new network services will open up new

challenges to privacy protection. On the one hand, the existing

privacy objectives are outdated and are not compatible with



current technologies such as MEC, IoT and 5G. Therefore,

these privacy directives have to be updated. Governing orga-

nizations have already started redefining the privacy objectives.

For instance, the European commission adopted a General

Data Protection Regulation (GDPR), in April 2016. It will

be superseded by the data protection directive and is planned

to be enforceable starting on 25 May 2018. On the other

hand, privacy awareness is significantly increasing among the

general public users [214]. Therefore, the future networks

require to provide an extra level of privacy than the earlier

generation of networks.

2) Future research directions: The future research work

should be focused on addressing above privacy challenges.

New privacy protection mechanisms such as Software Defined

Privacy (SDP) [155], Privacy by Design (PbD) [215] and SDN

based privacy-aware routing [216] can be used to provide

the required level of privacy while or after the integration of

MEC to IoT systems. SDP [155] allows easy orchestrations

of existing tools for enforcing privacy requirements of an

Infrastructure as a Service (IaaS) cloud customer. This concept

can further be extended to provide privacy protection for MEC

enabled IoT systems. PbD is an approach in system engi-

neering, which promotes the integration of privacy throughout

the whole design process [215]. PbD approach can be used

during the MEC integration in IoT systems. If SDN is used

in MEC-IoT systems, which is highly likely, user data packets

containing privacy information that should not cross local

spaces or even country borders could be identified. Then,

the SDN controller could define flow rules so that these

packets are routed only via the links and routers with high

security. More sophisticated routing protocols can be designed

by increasing the number of such qualifiers.

H. Trust Management

1) Lessons learned: Trust management in MEC systems

is still a barely investigated area. In order to strengthen the

user ecosystem in centralized cloud environment, a flexible

trust manager can be shared among the cloud infrastructure

providers [217]. Likewise, the mutual trust should be incorpo-

rated among the MEC servers to enhance the secure sharing

of IoT datasets.

2) Future research directions: Context-aware trust relation-

ships based on social computing are yet to be investigated in

the paradigm of IoT and edge computing. A comprehensive

trust framework is still lacking for holistic trust management

in IoT with the context of MEC which is capable of achieving

all the objectives listed above and fulfills the requirements

from different trust levels. Future research needs to focus

on data collecting at IoT perception layer and processing at

edge servers in order to improve the IoT and MEC service

quality. Complex and resource consuming trust management

algorithms are not affordable by the tiny IoT devices. Further-

more, device and network heterogeneity in IoT raises further

challenges. There are also some open research trends for

making light-weight trust management mechanisms suitable

for heterogeneous IoT.

I. Standardization

The standardization of the MEC technology is relatively

recent and currently ongoing. The goal is to bring together

all experts and industry players in consensus to define the

characteristics and rules that will govern the implementation

and interconnection of the MEC technology globally. Just

like other standardized technologies, the standardization of

MEC will open up an infinite avenue for developers and

innovators to harness the benefits of MEC in designing cutting-

edge technologies and innovative solutions that will drive

5G and future networks. On the side of the customers, such

standardization would by no small measure affirm their trust

in MEC and other related products and services.

1) Future research directions: The standardization pro-

cesses of MEC along with the coordination and management

tasks are lead by an ETSI ISG [71]. The MEC ISG group

aims at creating an open standardized and efficient platform

for the seamless integration of enterprise applications from

different vendors and service providers into the MEC platform.

Most recently, the 3GPP has shown a growing interest in

incorporating MEC into its 5G standard and has identified

functionality supports for edge computing in a recent technical

specification contribution.

The standardization entities are required to ensure that

MEC architecture works harmoniously with the heterogeneous

IoT echo systems and related technologies. Moreover, since

there are numerous third-party partners such as application

developers, content providers and network device vendors, the

complexity of the services and the management of very large

scale environment becomes challenging [218].

It is also important to do security and privacy legislation

and standardization in a global context. Different jurisdictions

should cooperate together to develop inter-operable security

and privacy requirements to facilitate the flow of information

with the required level of protection. Thus, the security and

privacy regulations will play a vital role to promote the adapta-

tions new technologies such as MEC. Regulatory entities such

as governments and standardization organizations have to work

together with industry to define and/or update the regulations

according to the new technologies.

VII. CONCLUSIONS

The advancements of MEC and IoT technologies will be

contributing immensely to the realization of the highly an-

ticipated game-changing vision of 5G and future generations

of mobile networks. The propounders of MEC; which is

relatively a recent technology, have identified IoT as one of

the important use cases of MEC. MEC server performs as a

gateway between the latency critical and massive IoT networks

and the core network where it can provide edge-cloud comput-

ing and networking functionalities. IoT application domains

are empowered with MEC technology by extending some

intelligence to the edge of the network. Although MEC will

provide on-site cloud computing services for IoT networks,

there are still challenges in terms of device and network

heterogeneity, scalability, mobility, and security. In addition

to the possible future works discussed in Section VI, there are



few other research topics including but not limited to MEC

service level congestion control, latency aware routing, and

dynamic application routing. In all essence, MEC and IoT are

two complementary technologies that if well harnessed have

the potential of advancing the course of the 5G networks and

beyond.
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