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Abstract: Opportunistic routing is based on the use of broadcast 
transmissions to expand the potential forwarders that can assist in 
the retransmission of the data pack ets. The receptors need to be 
coordinated in order to avoid duplicated transmissions. This is 
usually achieved by  ordering the forwarding nodes according to 
some criteria. The proposed opport unistic routing protocols differ 
in the criterion to order the receptors  and the way  the receptors 
coordinate. This paper presents a survey  of the most significant 
opportunistic routing protocols for multihop wireless networks.  
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1. Introduction 
Multihop wireless networks refer to wireless networks 

where the nodes col laborate in order t o enable the 
communication between distant (no-connected) nodes. 
Multihop wireless networks comprise a wi de variety of 
scenarios where they can be used. Depending on the 
capabilities and characteristics of  the nodes that form  the 
network, multihop wireless networks can be classified in 
wireless mesh networks, wireless sensor networks and 
Mobile Ad hoc NETworks (MANET). 

In order to support the multihop communications, specific 
routings protocols are necessary. Routing in multihop ad hoc 
networks is supported by the collaboration of i ntermediate 
nodes that retransmit the messages from the source to the 
final destination. Thus, packets are said to hop from node to 
node. The sequence of nodes that a packet traverses from the 
source to the destination constitutes a path. In real scenarios, 
there exist multiple paths that may communicate any two 
nodes. Routing protocols are i n charge of discovering and 
selecting the path to use for the communication. Depending 
on when the paths are di scovered, we can di fferentiate two 
routing paradigms: traditional and opport unistic routing. 
Traditional routing is based on t he discovery of a path 
previously to the transmission of the packet. This discovery 
could be accomplished on de mand (reactive protocols), 
periodically (proactive protocols) or sel ecting one of t he 
former strategies depending on t he distance to the final 
destination (hybrid protocols). In t his routing scheme, we 
find well known prot ocols such as AODV (Ad hoc On 
Demand Distance Vector) [1] , DYMO (Dynamic MANET 
On Demand) [2] or OLSR  (Optimised Link State Routing) 
[3]. The di scovery of t he paths in traditional routing 
protocols is supported by specific routing packets which are 
introduced in the network. In order to detect the best paths 
for the communications, these packets store the costs of the 
links that they traverse. Examples of costs are the num ber of 
hops in the path, the probability of packet loss, the estimated 
delay along the path, etc. This cost information is then used 

by the nodes to determine the path to use. After this decision 
phase, the selected paths are st ored in the nodes’ routing 
caches until the routing protocol  considers that they have 
become stale. This could happen when an error in the packet 
transmission is detected or when t he route has not been 
employed for a certain time (usually greater than 10 
seconds). As can be observed, t his strategy assumes that the 
links costs computed in the route discovery remains stable 
while the routes are kept in  the nodes caches. Due to the 
dynamic nature of wi reless links, this condition does not  
hold.  

An additional problem of t raditional routing schemes 
relies on the supposition that the network is connected, that 
is, there is an  end-to-end path between any source and any 
destination. However, node mobility, node sparseness or the 
propagation variations could lead to situations where t he 
network is disconnected. Under t hese circumstances, 
traditional routing protocols are unable to operate. However, 
the communication could be effect ive if intermediate nodes 
store the message to send and they get connected to the final 
destination in a near future.  

The above mentioned problems are overcom e by 
opportunistic routing protocols. Instead of sel ecting a node 
to act as the next hop a-priori, the relay node is determined 
when the data packet is b eing transmitted. Moreover, this 
decision is carried out for each data packet so the 
instantaneous radio conditions are t aken into account in 
order to select the best  relaying node. To proceed, 
opportunistic routing protocols take advantage from 
broadcast transmission that allows multiple nodes to receive 
the same data packet with just one transm ission. Then, the 
receptors of the packet coordinate to elect one of them as the 
next transmitter. It is important to remark that this election is 
supported by the current propagation characteristics so i t 
differs from one packet to another. Thus, opport unistic 
routing leads to a lo ad balancing while it in creases the 
robustness of the multihop wireless network as m ultiple 
receptors are potential relays. This paper describes the m ain 
proposals about opportunistic routing protocols for wireless 
mesh networks and MANETs. 

The rest of the chapter is stru ctured as follows. In Section 
2, we det ail how a basi c opportunistic routing protocol 
works. In Section 3, we describe the metrics used to quantify 
the convenience of a node to forward a packet. According to 
the type of m etric, we have m ade a classification of the 
opportunistic routing protocols as shown i n Section 4. 
Section 5 describes the main research guidelines concerning 
this subject. Finally, Section 6 presents the main conclusions 
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of this review. 

2. Basic Operation of Opportunistic Routing in 
Multihop wireless networks 

Opportunistic routing is based on the broadcast 
transmissions of the data packets. This type of transmission 
is used in order to increase the probability that at least one 
potential relaying node receive s the packet. Next figure 
illustrates the advantage of broadcast transmissions. The 
source (S) needs to send packets to the destination (D). It 
knows that its neighbors N1, N2 and N3 provide different 
paths to the destination (path1, path2 and path3). It has also 
estimated the loss probability in each link (LLP) to its 
neighbor. Specifically, the link to N1 has a lo ss probability 
of 0.2 while to N2 and to N3 the loss probability is 0.3 and 
0.4 respectively. 

 
Figure 1.Connections in a wireless network to illustrate the 

benefits of opportunistic routing. 

Using traditional routing, the Source S should select one 
of these potential forwarders as the next hop. Then, it will 
send the packet to this neighbor by a unicast transmission. 
Taking into account the loss probability, the source will 
select N1 as the next hop and the probability that the packet 
is not retransm itted is 0.2. Alternatively, opportunistic 
routing will em it the packet in broadcast so the three 
neighbors (and some others too) will be able to receive it and 
to retransmit it. Th e probability that the packet will n ot be 
retransmitted is equivalent to the probability that no 
neighbors will receive the packet. This probability is 
0.2•0.3•0.4, that is, 0.024. As we can see, the loss probability 
obtained with the opportunistic strategy is much lower than 
the resulting from the traditional routing. 

In order t o better understand how opport unistic routing 
works, we will p ay attention to the sequential phases that 
form part of an opportunistic routing protocol. These phases 
are: 

• Candidate Selection: The protocol in the Layer-Three in 
the IP stack selects a set of nodes that allow the transmission 
of the packet from the source to the destination. This set of 
candidate relays is known as t he forwarding candidates, the 
candidate forwarder set or the relay set. The nodes in the list 
may be ordered according to som e criteria in the second 
phase. The source i nforms about its relay set including the 

IDs of the candidates belonging to the forwarding list in the 
packet header. In order to re duce the space required to store 
all the addresses of the relay set in the packet headers, a 
Bloom filter is suggested in [4]. 

• Candidate Priority Assignment: When the source 
informs about the forwarding candidates, it orders t hem 
according to their convenience to  act as relaying nodes. The 
appropriateness of a node i s based on som e metrics. For 
instance, the metrics could be derived at the MAC layer such 
as the loss probability. Nodes should periodically m easure 
these parameters. 

The relay set plays an important role in opportunistic 
routing protocols. The candidate selection and i ts order are 
usually performed periodically so t hat the two first phases 
are not always executed in the emission of every data packet.  

• Data transmission. The ori ginal opportunistic routing 
protocols are support ed by the transmission of broadcast 
packets so that they can be received by multiple neighboring 
nodes. However, there are som e opportunistic routing 
protocols [5] where the data packets are unicast. In 
particular, the best forwarding node is specified in the next 
hop field of the packet. The other candidates receive the 
packet by eavesdropping.  

• Receiver coordination: Among the forwarding 
candidates that receive the data packet, just one of them  
should be t he relaying node for t he current packet. The 
elected node will be also responsible for confirming the data 
reception at the MAC layer. Th e election is carried out by 
incorporating a distributed procedure in the nodes. The goal  
of the procedure is that the selected node shoul d be t he 
highest-priority relay that has successfully received the 
packet. In this sense, some proposals opt for modifying the 
MAC layer. For instance, [6] includes a list o f four fields in 
the RTS (Read y to Send) messages. The list represents the 
forwarding set. The candidates reply with one CTS (Clear to 
Send) message sequentially. Then, the source decides about 
which node i s going to act as t he forwarding node and i t 
sends the data to the elected node. 

Although this sequence i s conventionally followed, there 
exist alternative proposals that do not  implement these 
phases. For instance, [7] proposes that each node decides 
about acting as a candi date node depending on i ts current 
location and t he coordinates of t he final destination. 
Furthermore, the prioritization is performed by the nodes 
without the supervision of the source.  

Analyzing the basic procedure of an opportunistic routing 
protocol, we can conclude that its main advantage consists of 
reducing the loss probability. Moreover, the protocol is able 
to adapt itself to very dynamic topologies since there exists a 
high probability that one node in the relay set will be capable 
of assisting in the retransmission between two topology 
updates. Howeverthese advantagescome at a cost . The 
paradigm relies o n the fact th at the potential forwarders 
should coordinate in order to avoid multiple retransmissions. 
The coordination basically consists of orderi ng them 
according to certain m etrics. This process incurs in an extra 
delay while the potential forwarders decide about which one 
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is going to be the next hop.  

Furthermore, the acquisition of t he metrics to assign the 
priority in the relay set m ay provoke an additional overhead 
which may not compensate the performance improvements. 
In the same way, the announcement of the relay set (by 
means of speci fic messages or i ncluded in the data 
messages) aggravates the overhead.   

Taking into account these features, opportunistic routing 
is specially intended for loss-sensitive applications whereas 
it should be avoi ded in those scenarios where the delay 
needs to be optimized. 

3. Metrics used in Opportunistic Routing 
Protocols 

The construction and ordering of t he relay set highly 
impact on the network performance. The priority assignment 
of the nodes belonging to the relay set is performed 
according to their goodness to act  as the next forwarding 
node. In this sense, most of the nodes in the relay set are at 
the same length (measured as t he number of hops) to the 
destination. Thus, the number of hops m ay be employed to 
quantify the goodness of t he nodes. In contrast, alternative 
metrics are used for this purpose. The metrics mainly depend 
on the specific implementation of t he routing protocol. In 
this sense, the metrics can be classified as: 

- Anycast Link Cost. In this case, the metric to order the 
candidates is based on the link properties (e.g t he 
delivery rate on t he link) or the neighbor 
characteristics (such as position). They are said to 
select the forwarding set hop-by-hop.  

- Remaining Path Cost. They are also named end-to-end 
metrics as th e properties of the remaining path (the 
nodes or t he links in the path to the destination) 
constitute the metric. A sim ple end-to-end metric is 
the number of hops of the path. 

Although the use of the remaining path costs could lead to 
optimal solutions, the acquisition of the metrics for its 
computation could lead to a significant overhead. 
Furthermore, the remaining path costs are unable to cope 
with intermittently connected networks.  

An alternative classification focuses on the parameter that 
the metric aims at character izing. Concerning the delivery 
rate, the most outstanding metrics are: 

− ETX (Expected transmission count). It estimates the 
number of tries needed to successfully transmit a frame 
on a l ink. Being s the sender of t he link and d the 
destination, the ETX is defined as: 

 

(1) 

where  is the delivery rate on the link from the sender to 
the destination and  is the delivery rate in the other sense. 
The definition of this metric is extended to a path being  
and  the forward and the reverse delivery rate on the 
complete path respectively. This metric is intended for 

unicast transmissions and does not  consider the range of 
paths towards which the message could be in fact 
transmitted. 

− EAX (Expected any path transmissions). Defined in [8], 
this metric captures the expected number of 
transmissions following an opportunistic forwarding 
scheme. In this sense, the probability of having a 
number or transmission depends on the candidate nodes 
that retransmit the packet and t heir corresponding 
priority. Thus, the EAX from a source s to a destination 
d is defined as: 

(2) 

where the source  has  candidates to communicate with 

the destination. The candidates are ordered so has a 

higher priority than if . The probability delivery 

from to is . When the source and the destination 
are directly connected, . 
 

Concerning the geographical-based metrics, the most used 
metrics are: 

− Packet Advancement. It measures how much closer to the 
final destination d the packet is when received by a 
candidate c. It is com pared to the distance from  the 
source s to  the destination d. Formally, the metric is 
defined as: 

  (3) 

where  represents the Euclidean distance between 
node  and node . 
−  Bit-meter advancement per second. This metric takes 

into account the packet advancements for t he different 
transmission rates that are available in the network. It is 
specially indicated when the network is supported with a 
wide variety of ra dio technologies. Its definition can be 
found in [9]. 

4. Classification of the Opportunistic Routing 
Protocols 

One of the main features of t he opportunistic routing 
protocols is how to determine the forwarding set and how to 
assign the priority to the nodes in the set. In order to quantify 
the convenience of a node t o belong to this set, that is, to 
determine its p riority, a m etric is u sed. Depending on the 
kind of metric, we have cl assified the opportunistic routing 
protocols in the following groups: 

- Geographical information based rout ing Protocols. 
Forwarding candidates are selected according to their 
location information. 

- Delivery-Rate Based routing Protocols. The forwarding 
nodes are chosen basing on the loss probabilities of 
the link from the source to the destination. 

- Hop-Count Based routing Protocols. The di stance 
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(measured as the number of hops) of t he paths from 
the neighbors to the distance is used to determine its 
convenience to act as the next hop. 

- Code-Aware routing protocols. In t hese protocols, the 
packets are coded when emitted.  

- Generic routing Protocols. Their proposals do not  
restrict the routing protocols to work wi th any 
specific kind of metrics. 

The following Subsections describe the main proposals in 
each group. 

Geographical information based Opportunistic Routing 
Geographical information based routing protocols are 

supported by the assum ption that each node has some 
knowledge about its position a nd the others nodes positions. 
One-hop beacon m essages including the source’s 
coordinates are usual ly exchanged i n order t o maintain an 
updated location based table. In  order to access to further 
nodes, a location services is necessary. The location service 
provides any node’s coordinates, even when the node is not 
in the neighborhood. 

A preliminary version of opportunistic geographic routing 
protocols is in the contention-based geographic forwarding 
schemes [10]. These proposals are al so known as state-free 
schemes because nodes do not exchange link-state messages. 
Alternatively, the sender emits a control packet when it 
needs to send a data m essage. The receiving nodes 
independently decide about their suitability of retransmitting 
the data m essage according to their distance to the 
destination. Particularly, the potential relay nodes are wi thin 
the forwarding area, that is, they are closer to the destination 
than the source. Then, t he candidate contends with other 
neighbors to decide about which one i s going to be the 
relaying node. Once decided, the source sends t he data 
packet to the elected next-hop. As in opportunistic routing 
protocols, there are a set  of nodes com peting to be the next 
relay and they coordinate to select just one retransmitter. The 
main difference is th at this process is carried out when a 
control packet is generated. 

The way the candidates are selected from this 
geographical information leads to different opportunistic 
routing protocols. In [11], the candidates are sel ected 
according to the packet advancement. In particular, those 
with the higher packet advancement are preferred. However, 
in order to prevent routes from diverging, the packet 
advancement of a potential candidate is co mpared to the 
highest packet advancement of al l the source’s nei ghbors. 
The difference between these two quantities cannot exceed a 
predefined threshold in order t o include the potential 
candidate in the forwarding list. In  this way, th e algorithm 
also ensures t hat the nodes i n the forwarding list can hear 
other node in the list transm itting. This condition avoids 
duplicated retransmissions. In a si milar way, the proposal in 
[5] orders the candidates accord ing to their distance to the 
destination, i.e. the nodes t hat are cl oser to the destination 
have a higher priority. Up to five neighbors may be included 
in the data headers. As we can see, i n these proposals the 

source is responsible for orderi ng the candidates in the 
forwarding list. 

On the contrary, in GeRaF (Geographic Random 
Forwarding) [7], the candidates are not selected by the 
source. Instead, the nodes deci de about acting as 
retransmitters or not when they  receive the data packet. The 
protocol is supported by the geographical information 
contained in these packets. Specifically, the source generates 
the data packet containing the source l ocation and the 
destination coordinates. Then , the receiving node com putes 
their distance to the destination. Just the nodes that are closer 
to the destination than the source are potential retransmitters. 
A mechanism is necessary to determine which one is going 
to act as the relaying node. Towards this goal, the coverage 
area of the source is divided into annulus. Those pot ential 
retransmitters staying in a closer annulus confirm  the 
reception of the packet later than those remaining in an outer 
annulus (because they are closer  to the final destination). 
The procedure is repeated in  all the relaying nodes until the 
packet reaches the final destination.  

The scheme presented in [9] deals with multiratemultihop 
ad hoc networks. Explicitly, it fo cuses on the 
appropriateness of the neighboring nodes t o act as t he 
forwarding nodes for t he different transmission rates. In 
order to quantify this appropriateness, a n ew metric is 
proposed. The m etric, named ‘bit meter advancement per 
second’, combines the packet advancement for every 
transmission rate. 

In the previous proposals, th e data packets are transmitted 
as broadcast in order to enable multiple nodes to receive the 
packets. Alternatively, [5] presents an opportunistic scheme 
where data packets are unicast.  In particular, the best 
candidate is set as t he next hop of the packets but 
neighboring nodes receive the packet by eavesdropping. A 
candidate in the forwarding list is ordered according to its 
distance to the destination and t he number of i ts neighbors 
that could make a p ositive progress to the destination. The 
algorithm also includes a t echnique to cope with obstacles. 
In particular, the center of the obstacle is used as a virtual 
destination. Thus, t he packets can progress to the real 
destination even when obstacles are present. 

As we can see, the presented geographic schemes assume 
that the closer the node i s to the destination, greater the 
advancement is. However, in vehicular scenarios this 
condition does not hold because nodes move in restricted 
areas defined by the road t opology. In this context, [4] 
describes an al gorithm to define the forwarding area 
according to the road topology. The nodes in the forwarding 
area are considered the candidates. 

Hop-Count -Based Protocols 
In these algorithms, the number of hops t hat compose the 

path to the destination is u sed to construct the forwarding 
set. It is considered convenient when the topology of the 
network varies frequently. The OPRAH protocol [12l] is 
supported by the modification of t he AODV. In particular, 
AODV is custom ized to discover m ultiple routes to one 
destination. The routes are val id when t he number of hops 
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that they have do not exceed  the length of the (so far) 
optimum path in a configurable parameter. The MAC is not 
modified so the packets are sent  in a broadcast mode and the 
candidates do not confirm  its reception. The way the 
candidates are assi gned the priority is not specified. 
Moreover, there is not any technique to avoid the emission 
of multiple data packets. In this sense, the authors 
recommend that the control should be performed at the 
application layer. 

In [6], AOMDV (Ad  Hoc Multipath Distance Vector) is 
used to discover multiple routes from the source to the 
destination on-demand. Then, the candidates are assigned a 
priority according to their pa th length (m easured as the 
number of hops). The coordi nation of the candidates is 
guaranteed by altering the MAC layer. In particular, the RTS 
messages include the forwarding list (lim ited to four 
candidates) and all the recei ving candidates respond with a 
CTS. Then, the source sel ects the current next-hop and i t 
emits the data packet to the elected one. 

Delivery Rate Based Protocols 
The ExOR (Extremely Opportunistic Routing) protocol 

assumes that all nodes know t he loss rate in every wireless 
link [13]. A l ink state routing may be employed for this 
purpose. The forwarding list is then ordered according to the 
number of hops. W hen there are m ultiple neighbors whose 
path to the destination possesses the same number of hops, 
they are ordered basing on the delivery rate. The ordered list 
is then included in the data packet header. When a candidate 
receives the packet, it m ust reply with an ACK fram e (the 
Link Layer is modified to incorporate this additional 
functionality). The emission of the ACK is also  ordered so 
that the node wi th a higher priority responds first. 
Additionally, the ACK in cludes the identification of the 
candidate with the highest priority that has sent  a previ ous 
ACK according to the ACK sender.  In this way, candidates 
could be aware of the reception of the packets by no 
neighboring nodes. However, t he retransmission of the data 
packet is delayed as the nodes should wait for the complete 
sequence of slots assigned for each candidate to emit its 
ACK. Once this period is over, t he nodes deci de about 
retransmitting the message basing on the information learnt 
in the ACK frames. 

Basing on the ETX metric, SOAR (Simple 
Opportunistic Adaptive Routing) selects the forwarding set 
[14]. Just the neighbors with a lower ETX to the destination 
are potential candidates. However, t he set of candi dates is 
reduced since the main goal of the protocol is reducing the 
emission of duplicated messages. With this objective, the 
link-state routing used to acquire the ETX information of the 
links also provides the default path, that is, the path with the 
lowest ETX. The nodes in the forwarding set are constrained 
to be close to the default path so that there exists a h igh 
probability that they can overhear other candidates’ 
transmissions. In a si milar way to previous proposals, the 
candidates start the retransmission of the packets when one 
internal timer is over. The tim er is set according to the node 
position in the forwarding list.  

In [8], the ExOR is modified so that the candidate nodes 
are selected according to th e EAX metric. Firstly, the 
potential candidates must hold a l ower ETX t o the 

destination  than the source . The neighbor node wi th 
the lowest ETX is in cluded in the forwarding list with the 
highest probability. Then, a p otential candidate  is 
incorporated in the list if its  reduces  
by a factor of at least , which is a configurable parameter. 
Since EAX is a remaining path cost, the quality of the paths 
to the destination is considered. 

A novel metric is presented in [15]. The metric captures 
the congestion on the link so that a traffic load balancing can 
be performed.  

On the other hand, t he proposal in [16] describes an 
opportunistic routing protocol for multicast communications 
named ROMP (Reliable Opportunistic Multicast routing 
Protocol). The Steiner tree is constructed basing on ETX 
measures. Then, nodes close to the tree are consi dered as 
candidates. The preference for t he nodes depends on t heir 
closeness to the tree an d the delivery probability to the 
destination. A new m etric is proposed t o measure the 
contribution of these two parameters to the successful 
delivery to the complete set of destinations. Thus, ROMP is 
supported by a remaining path cost. The data packet contains 
the forwarding list. The receiving nodes in the list retransmit 
the packet according to the orde r in which its identification 
is in the list. The protocol assumes that other nodes can listen 
to other candidates’ retransmissions to guarantee their 
coordination. 

Coding-Aware Routing Protocols 
Coding data packets can reduce t he number of 

transmission in a network as  packets can be coded in  
packets where . Furthermore, coding simplifies the 
scheduling in wireless networks. The dat a packets in a 
session are grouped i nto segments, batches or generat ions. 
The destination confirms every segment independently.  

Applied to opportunistic routing, coding impacts on the 
retransmitted packets. In fact , the intermediate nodes do not 
retransmit an exact copy of the received data packet but it 
usually generates a new coded packet from all the previously 
received packets belonging to the batch. This new packet is 
then broadcast as in conventional opportunistic routing. 

MORE (MAC Independent Opportunistic and Encoding 
Protocol) [17] is a coding-aware routing protocol. In MORE 
the data packets are always coded for their em ission. The 
source emits a linear combination of the packets in the same 
batch. In the packet header , the source also includes the 
forwarding list. The candidates are the nodes wi th a lowest 
ETX to the destination then the source and they are given the 
priority to act as the relay node according to this metric. 
Upon reception, the candidate checks if the packet is 
innovative, that is, if it contains new i nformation not 
included in the previous data packets from the same batch. If 
so, the candidate retransmits a new coded packet  generated 
from the received data packets.  The reception of the data 
packets at the destination is performed at the application 
layer so the MAC layer d oes not need to be altered. 
However, the paper present s two significant drawbacks. 
Firstly, no coordination among the candidates is described in 
the proposal. Additionally, the source transm its coded 
packets of the same batch until the destination confirms that 
it could decode t he packets. By this restriction, only the 
packets related to one bat ch are on the fly even when the 
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network resources are not  fully occupied. In order to 
overcome this limitation, [18] opts for transmitting coded 
packets from different segments. A window-sliding 
mechanism is suggested to manage the simultaneous 
transmissions of different batches. The transmission rate can 
be also adjusted through CCAK [19]. In t his scheme, 
intermediate nodes acknowl edge coded traffic to their 
upstream neighbors.  

CORE [20] is also a coding-aware routing protocol but 
the priority of the candidates in the forwarding set is 
dynamically established according to the coding 
opportunities. A node  is said to have more coding 
opportunities than node when it holds more packets to be 
coded. In order to be a candi date, the node m ust be a 
neighboring node of the source and i t must be 
(geographically) closer to the destination than the source.  

 

Generic Routing Protocols 
In this category, we i nclude the opportunistic routing 

protocols that deal with a generic metric, that is, they can be 
use independently of the type of metric. 

ROMER (resilient and opportunistic routing solution for 
mesh networks) [21] is an opportunistic routing protocol for 
mesh networks based on credits. By credits, the protocol 
specifies the cost incurred in the transmission of a packet. 
The paper in [21] does not specify the kind of m etric for 
which the protocol is intended but it suggests that it could be 
related to energy consumption. Given a data packet, the 
application attaches to it a cred it which is the minimum cost 
for transmitting the packet from the source to the gateway 
(i.e. the most common traffic in  a wireless mesh network) 
plus an extra cost to allow the discovery of multiple routes. 
From the source t o the destination, only the paths not 
exceeding the credit can be discovered. However, the 
algorithm to construct the mesh from the source to the 
destination recommends that the consumption of t he credit 
should be higher in the areas closer to the source. Once the 
mesh is co nstructed, the transmission of the data is 
probabilistic. In this way, th e source always sen ds the data 
packet to the candidate node wi th the highest link rate. 
Alternatively, other candidates receive the packet basing on 
a probability related to their link quality. As we can see, the 
data packet is simultaneously sent through multiple paths.  

Table 1 sum marizes the m ain characteristics of the 
described routing protocols. 

5.  Future research directions 
The main issue in opportunistic routing relies on t he 
construction of the relay set. Towards this goal, the most 
recent works about geographic routing focus on adapting to 
the physical conditions of the environment. In this sense, the 
presence of obstacles should be taken into account. W hen 
dealing with mobile networks such as VANET, opportunistic 
routing is leading to including the mobility restrictions such 
as the road topology into the phases of const ructing the 
forwarding relay and given the priority to the components of 
this set. 
 On the other hand, coding packets to transmit them in an 
opportunistic way has improved the network performance 
and, therefore, it is one of the major design guidelines in the 
current development of opportunistic routing protocols. 

6.  Conclusions 
Opportunistic routing protocols present a prom ising 

scheme to improve the wireless network performance by 
exploiting the broadcast nature of t he medium. The m ain 
concern of theses protocols relies on whi ch neighboring 
nodes should forward the data packets and how to coordinate 
them to avoid duplicated retran smissions. The way to select 
the relays is supported by metrics. This paper has revi ewed 
the main proposals for m ultihop ad hoc networks and we 
have classified them  according to the kind of m etric used. 
We can see th at the geographic and link-quality based 
routing protocols have been extended by coding 
opportunistic routing protocols. 
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Protocol Name Group Link /Path Cost Selection of the nodes in 

the forwarding list Coordination of the relay set 

Contention-
Based 

Geographic 
Forwarding 

Geographical-
information based Link Forwarding area Packet Advancement 

 

GeRaf Geographical-
information based Link Forwarding area 

Belonging to different 
annuluses around the source, 
which represent the distance 

to the source. 
Location-aided 
opportunistic 
forwarding 

Geographical-
information based Link Forwarding area Bit meter advancement 

Robust 
Geographic 

Routing 

Geographical-
information based Link Forwarding area Packet Advancement and the 

number of neighbors 

Geo-
opportunistic 

Routing 

Geographical-
information based Link Forwarding area Packet Advancement and the 

road topology 

OPRAH Hop-Count Based Path Number of hops to the 
destination Not specified 

ExOR Delivery Rate 
based Path Number of hops to the 

destination Number of hops and ETX 

Opportunistic 
Any Path 

Forwarding 

Delivery Rate 
based Path Lower ETX than the 

source EAX 

SOAR Delivery Rate 
based Path 

Number of hops to the 
destination  and distance 

to the default path 
Number of hops and ETX 

Opportunistic 
Routing with 
Congestion 
Diversity 

Delivery Rate 
based Path 

Number of hops to the 
destination and 

congestion 
Congestion 

Reliable 
Opportunistic 

Multicast 
routing 

Delivery Rate Path Lower ETX than the 
source Closeness to the Steiner tree 

MAC 
Opportunistic 
and Encoding 

Protocol 

Coding-aware 
based Path Lower ETX than the 

source ETX 

Coding-Aware 
Opportunistic 

Routing 
Coding-aware Path Forwarding area Coding opportunity 

ROMPER Generic Path Path cost (e.g. energy 
consumption) Link rate 

 
Table I. Summary of the main features of the opportunistic routing protocols 


