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ABSTRACT
Social tagging on online portals has become a trend now.
It has emerged as one of the best ways of associating meta-
data with web objects. With the increase in the kinds of web
objects becoming available, collaborative tagging of such ob-
jects is also developing along new dimensions. This popular-
ity has led to a vast literature on social tagging. In this sur-
vey paper, we would like to summarize different techniques
employed to study various aspects of tagging. Broadly, we
would discuss about properties of tag streams, tagging mod-
els, tag semantics, generating recommendations using tags,
visualizations of tags, applications of tags and problems as-
sociated with tagging usage. We would discuss topics like
why people tag, what influences the choice of tags, how to
model the tagging process, kinds of tags, different power
laws observed in tagging domain, how tags are created, how
to choose the right tags for recommendation, etc. We con-
clude with thoughts on future work in the area.
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1. INTRODUCTION
Social tagging became popular with the launch of sites like
Delicious and Flickr. Since then, different social systems
have been built that support tagging of a variety of re-
sources. Given a particular web object or resource, tag-
ging is a process where a user assigns a tag to an object.
On Delicious, a user can assign tags to a particular book-
marked URL. On Flickr, users can tag photos uploaded by
them or by others. Whereas Delicious allows each user to
have her personal set of tags per URL, Flickr has a single
set of tags for any photo. On blogging sites like Blogger,
Wordpress, Livejournal, blog authors can add tags to their
posts. On micro-blogging sites like Twitter, hash tags are
used within the tweet text itself. On social networking sites
like Facebook, Orkut, etc., users often annotate parts of
the photos. Users can also provide tagging information in
other forms like marking something as “Like” on Facebook.
Upcoming event sites can allow users to comment on and
tag events. Recently, tripletags (tags of the format names-

pace:key=value (e.g., geo:lat=53.1234) are becoming popu-
lar. Such a syntax can improve the usability of tags to a
large extent. Using rel-tags1, a page can indicate that the
destination of that hyperlink is an author-designated tag for
the current page. Rel-tags have been used by various im-
plementation sites to tag blogs, music, links, news articles,
events, listings, etc. Citation websites have tags attached to
publication entries. Cataloging sites like LibraryThing and
Shelfari allow users to tag books. Social news sites like Digg,
SlashDot allow users to attach tags to news stories. Yelp,
CitySearch and other such business/product reviews sites
allow users to attach their reviews and other users to select
tags to rate reviews too. Multimedia objects like podcasts,
live casts, videos and music can also be tagged on sites like
Youtube, imeem, Metacafe, etc. On Yahoo! Answers, you
can tag an answer as positive or negative depending on how
helpful it was. Tags are often used to collect such binary
or multi-valued ratings or categorical decisions from users.
Tags are omni-present on the web. But what led to the
emergence of tagging based systems? As we shall see in this
section, tags are a better way of generating metadata and
prevent problems associated with fixed taxonomies in social
systems.

1.1 Problems with Metadata Generation and
Fixed Taxonomies

Different web portals focus on sharing of different types of
objects like images, news articles, bookmarks, etc. Often
to enrich the context related to these objects and thereby
support more applications like search, metadata needs to be
associated with these objects. However, manual metadata
creation is costly in terms of time and effort [33]. Also, vo-
cabulary of this metadata may be completely different from
that of system designer or content producers or taxonomy
creators or eventual users. Besides associating metadata to
the objects, building a taxonomy for these social sharing
systems may be useful in classifying and organizing the ob-
jects. But fixed static taxonomies are rigid, conservative,
and centralized [39]. Items do not always fit exactly inside
one and only one category. Hierarchical classifications are
influenced by the cataloguer’s view of the world and, as a
consequence, are affected by subjectivity and cultural bias.
Rigid hierarchical classification schemes cannot easily keep
up with an increasing and evolving corpus of items. Social
systems need to hire expert cataloguers who can use same
thinking and vocabulory as users and can build taxonomies
which can be stable over time. Once such a hierarchy is

1http://microformats.org/wiki/rel-tag
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created, the object creators can be asked to assign a fixed
category to the object, in the hierarchy. This can induce
“post activation analysis paralysis” [19] into the user. By
their very nature, hierarchies tend to establish only one con-
sistent authoritative structured vision. This implies a loss of
precision, erases difference of expression, and does not take
into account the variety of user needs and views.

1.2 Folksonomies as a Solution
Folksonomies and social tagging help in preventing these
problems and hence provide a simpler, cheaper and a more
natural way of organizing web objects. A folksonomy (folk
(people) + taxis (classification) + nomos (management)) is
a user-generated classification, emerging through bottom-
up consensus. The term was coined by Thomas Vander
Wal in the AIfIA mailing list to mean the wide-spreading
practice of collaborative categorization using freely chosen
keywords by a group of people cooperating spontaneously.
A folksonomy can be defined as a collection of a set of users,
set of tags, set of resources or objects, and a ternary rela-
tion between users, tags and resources with a time dimen-
sion [11]. Unlike formal taxonomies, folksonomies have no
explicitly defined relationship between terms. All terms be-
long to a flat namespace, i.e., there is no hierarchy. Since
users themselves tag the objects, folksonomies directly re-
flect the vocabulary of users [39]. Hence, a folksonomy is a
simple, emergent and iterative system. It helps create the
most popular way of organizing objects referred to as de-
sire lines2. Apart from this, tagging provides no barriers to
entry or cooperation and hence involves low cognitive cost.
Tagging helps users get immediate feedback. This feedback
loop leads to a form of asymmetric communication between
users through metadata. The users of a system negotiate
the meaning of the terms in the folksonomy, whether pur-
posefully or not, through their individual choices of tags to
describe objects for themselves. Further, folksonomies are
inclusive, i.e., they include terms related to popular topics
and also terms related to long tail topics. With appropriate
browsing support, interlinking related tag sets is wonderful
for finding things unexpectedly in a general area.

In summary, folksonomies are a trade-off between traditional
structured centralized classification and no classification or
metadata at all. Their advantage over traditional top-down
classification is their capability of matching users’ real needs
and language, not their precision. Building, maintaining,
and enforcing a sound controlled vocabulary is often too
expensive in terms of development time and presents a steep
learning curve to the user to learn the classification scheme.
In other words, folksonomies are better than nothing, when
traditional classification is not viable.

1.3 Outline
In this survey paper, we present a systematic detailed study
of tagging literature. We first list different user motiva-
tions and different ways of tagging web objects in Section
2. There have been a lot of generative models proposed to
understand the process of tagging. We present a summary
of such models in Section 3. In Section 4, we present a sum-
marization of work done on analysis of tagging distributions,
identification of tag semantics, expressive power of tags ver-
sus keywords. Appropriate rendering of tags can provide

2http://www.adaptivepath.com/blog/2009/10/27/desire-
lines-the-metaphor-that-keeps-on-giving/

useful information to users. Different visualization schemes
like tag clouds have been explored to support browsing on
web portals. We present some works related to such visual-
ization studies in Section 5. When a user wishes to attach
tags to an object, the system can recommend some tags to
the user. A user can select one of those tags or come up with
a new one. In Section 6, we discuss different ways of gen-
erating tag recommendations. In Section 7, we summarize
different applications for which tags can be used. Usage of
tags involves a lot of problems like sparsity, ambiguities and
canonicalization. We list these problems in Section 8. Fi-
nally, we conclude with thoughts on future work in Section
9.

2. TAGS: WHY AND WHAT?
Since 2005, there have been works describing why people tag
and what the tags mean. We briefly summarize such works
[32; 15; 57; 6; 1; 19; 45; 33; 25; 16] below. We provide a
detailed classification of user tagging motivations and also
list different kinds of tags in this section.

2.1 Different User Tagging Motivations

• Future Retrieval: Users can tag objects aiming at
ease of future retrieval of the objects by themselves or
by others. Tags may also be used to incite an activity
or act as reminders to oneself or others (e.g., the “to
read” tag). These descriptive tags are exceptionally
helpful in providing metadata about objects that have
no other tags associated.

• Contribution and Sharing: Tags can be used to
describe the resource and also to add the resource to
conceptual clusters or refined categories for the value
of either known or unknown audience.

• Attract Attention: Popular tags can be exploited
to get people to look at one’s own resources.

• Play and Competition: Tags can be based on an
internal or external set of rules. In some cases, the
system devises the rules such as the ESP Game’s in-
centive to tag what others might also tag. In others,
groups develop their own rules to engage in the sys-
tem such as when groups seek out all items with a
particular feature and tag their existence.

• Self Presentation (Self Referential Tags): Tags
can be used to write a user’s own identity into the
system as a way of leaving their mark on a partic-
ular resource. E.g., the “seen live” tag in Last.FM
marks an individual’s identity or personal relation to
the resource. Another example are tags beginning with
“my” like “mystuff”.

• Opinion Expression: Tags can convey value judg-
ments that users wish to share with others (e.g., the
“elitist” tag in Yahoo!’s Podcast system is utilized by
some users to convey an opinion). Sometimes people
tag simply to gain reputation in the community.

• Task Organization: Tags can also be used for task
organization. E.g., “toread”, “jobsearch”, “gtd” (got
to do), “todo”.
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• Social Signalling: Tags can be used to communicate
contextual information about the object to others.

• Money: Some sites like Squidoo and Amazon Me-
chanical Turk pay users for creating tags.

• Technological Ease: Some people tag because the
current technology makes it easy to upload resources
with tags to the web. E.g., drag-and-drop approach for
attaching labels to identify people in photos. The lat-
est photo browser commercial packages, such as Adobe
Photoshop Album, adopted similar methods to sup-
port easy labeling of photos. With ‘Phonetags’3, a
listener hears a song on the radio, uses her cell phone
to text back to a website with tags and star ratings.
Later, returning to the website, the user can type in
her phone number and see the songs she had book-
marked.

2.2 Kinds of Tags

• Content-Based Tags: They can be used to identify
the actual content of the resource. E.g., Autos, Honda
Odyssey, batman, open source, Lucene.

• Context-Based Tags: Context-based tags provide
the context of an object in which the object was cre-
ated or saved, e.g., tags describing locations and time
such as San Francisco, Golden Gate Bridge, and 2005-
10-19.

• Attribute Tags: Tags that are inherent attributes
of an object but may not be able to be derived from
the content directly, e.g., author of a piece of content
such as Jeremy’s Blog and Clay Shirky. Such tags can
be used to identify what or who the resource is about.
Tags can also be used to identify qualities or char-
acteristics of the resource (e.g., scary, funny, stupid,
inspirational).

• Ownership Tags: Such tags identify who owns the
resource.

• Subjective Tags: Tags that express user’s opinion
and emotion, e.g., funny or cool. They can be used to
help evaluate an object recommendation (item qual-
ities). They are basically put with a motivation of
self-expression.

• Organizational Tags: Tags that identify personal
stuff, e.g., mypaper or mywork, and tags that serve
as a reminder of certain tasks such as to-read or to-
review. This type of tags is usually not useful for global
tag aggregation with other users’ tags. These tags are
intrinsically time-sensitive. They suggest an active en-
gagement with the text, in which the user is linking
the perceived subject matter with a specific task or a
specific set of interests.

• Purpose Tags: These tags denote non-content spe-
cific functions that relate to an information seeking
task of users (e.g., learn about LaTeX, get recommen-
dations for music, translate text).

3http://www.spencerkiser.com/geoPhoneTag/

• Factual Tags: They identify facts about an object
such as people, places, or concepts. These are the tags
that most people would agree to apply to a given ob-
ject. Factual tags help to describe objects and also
help to find related objects. Content-based, context-
based and objective, attribute tags can be considered
as factual tags. Factual tags are generally useful for
learning and finding tasks.

• Personal Tags: Such tags have an intended audience
of the tag applier themselves. They are most often
used to organize a user’s objects (item ownership, self-
reference, task organization).

• Self-referential tags: They are tags to resources
that refer to themselves. E.g., Flickr’s “sometaithurts”4

- for “so meta it hurts” is a collection of images regard-
ing Flickr, and people using Flickr. The earliest image
is of someone discussing social software, and then sub-
sequent users have posted screenshots of that picture
within Flickr, and other similarly self-referential im-
ages.

• Tag Bundles: This is the tagging of tags that results
in the creation of hierarchical folksonomies. Many tag-
gers on Delicious have chosen to tag URLs with other
URLs, such as the base web address for the server
(e.g., a C# programming tutorial might be tagged
with http://www.microsoft.com).

2.3 Categorizers Versus Describers
Taggers can be divided into two main types [27]: categorizers
and describers. Categorizer users are the ones who apply
tags such that the objects are easier to find later for personal
use. They have their own vocabulary. Sets in Delicious
is a perfect example of metadata by categorizers. On the
other hand, describer users tag objects such that they are
easier to be searched by others. Often tags to a single object
would contain many synonyms. Vocabulary of a describer
is much larger compared to an average categorizer. But
a categorizer has her own limited personal vocabulary and
subjective tags. ESP game is a perfect example of metadata
creation by describers. Categorizers and describers can be
identified using these intuitions:

• The more the number of tags that were only used once
by a user, the higher the probability that the user is a
describer.

• The faster the tagging vocabulary increases, the more
likely it is that the person is a describer.

• A categorizer tends to achieve tag entropy that is as
low as possible because he tries to “encode” her re-
sources in a good and balanced way.

These intuitions can be formalized as metrics like tag ra-
tio (ratio between tags and resources), orphaned tags (pro-
portion of tags which annotate only a small amount of re-
sources) and tag entropy (reflects the effectiveness of the
encoding process of tagging).

4http://www.flickr.com/photos/tags/sometaithurts/
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2.4 Linguistic Classification of Tags
Based on linguistics, tags can be classified as follows [53].

• Functional: Tags that describe the function of an ob-
ject. (e.g., weapon)

• Functional collocation: These are defined by function
but in addition, they have to be collected in a place
(and/or time). (e.g., furniture, tableware)

• Origin collocation: Tags that describe why things are
together? (e.g., garbage, contents, dishes (as in “dirty
dishes” after a meal)).

• Function and origin: Tags that decribe why an object
is present, what is the purpose, or where did it come
from. (e.g., “Michelangelo” and “medieval” on an im-
age of a painting by Michelangelo)

• Taxonomic: They are words that can help in classi-
fying the object into an appropriate category. (e.g.,
“Animalia” or “Chordata” tag to an image of a heron)

• Adjective: They decribe the object that denotes the
resource. (e.g., “red”, “great”, “beautiful”, “funny”)

• Verb: These are action words. (e.g., “explore”, “todo”,
“jumping”)

• Proper name: Most of the tags are of this category.
(e.g., “New Zealand”, “Manhattan bridge”)

2.5 Game Based Tagging
In the ESP game, the players cannot see each other’s guesses.
The aim is to enter the same word as your partner in the
shortest possible time. Peekaboom takes the ESP Game to
the next level. Unlike the ESP Game, it is asymmetrical.
To start, one user is shown an image and the other sees an
empty blank space. The first user is given a word related
to the image, and the aim is to communicate that word to
the other player by revealing portions of the image. So if
the word is “eye” and the image is a face, you reveal the
eye to your partner. But the real aim here is to build a bet-
ter image search engine: one that could identify individual
items within an image. PhotoPlay[12] is a computer game
designed to be played by three to four players around a hor-
izontal display. The goal for each player is to build words
related to any of the four photos on the display by select-
ing from a 7x7 grid of letter tiles. All these games, help in
tagging the resources.

Problems with game-based tagging

Game-based tagging mechanisms may not provide high qual-
ity tags [28]. Maximizing your scores in the game means
sacrificing a lot of valuable semantics. People tend to write
very general properties of an image rather than telling about
the specifics or details of the image. E.g., colors are great
for matching, but often are not the most critical or valuable
aspects of the image. The labels chosen by people trying to
maximize their matches with an anonymous partner are not
necessarily the most “robust and descriptive” labels. They
are the easiest labels, the most superficial labels, the labels
that maximize the speed of a match rather than the qual-
ity of the descriptor. In addition, they are words that are
devoid of context or depth of knowledge. Tagging for your
own retrieval is different than tagging for retrieval by people
you know and even more different than tagging for retrieval
in a completely uncontextualized environment.

3. TAG GENERATION MODELS
In order to describe, understand and analyze tags and tag-
ging systems, various tag generation models have been pro-
posed. These models study various factors that influence
the generation of a tag, such as the previous tags suggested
by others, users’ background knowledge, content of the re-
sources and the community influences. In this section, we
present different models which have been proposed in the lit-
erature, and discuss advantages and disadvantages of these
models.

3.1 Polya Urn Generation Model
Intuitively, the first factor that influences the choice of tags
is the previous tag assignments. The amount of effort re-
quired to tag items may affect an individual’s decision to
use tags. Using suggested tags rather than one’s own re-
quires less effort. Pirolli and Card’s theory of information
foraging [38] suggests greater adoption of suggested tags be-
cause people adapt their behavior to optimize the informa-
tion/effort ratio. Users cost-tune their archives by spending
the least amount of effort needed to build up enough struc-
ture to support fast retrieval of their most useful resources.
Based on this intuition, various models based on the stochas-
tic Polya urn process have been proposed.

3.1.1 Basic Polya Urn Model
Golder and Huberman [15] propose a model based on a vari-
ation of the stochastic Polya urn model where the urn ini-
tially contains two balls, one red and one black. In each
step of the simulation, a ball is selected from the urn and
then it is put back together with a second ball of the same
color. After a large number of draws the fraction of the balls
with the same color stabilizes but the fractions converge to
random limits in each run of the simulation.

This model successfully captures that previously assigned
tags are more likely to be selected again. However, this basic
model fails to capture that new tags will also be added into
the system. So several extensions of this model have been
proposed later.

3.1.2 Yule-Simon Model
Yule-Simon model [47] assumes that at each simulation step
a new tag is invented and added to the tag stream with a low
probability of p. This leads to a linear growth of the distinct
tags with respect to time and not to the typical continuous,
but declining growth. Yule-Simon model can be described
as follows. At each discrete time step one appends a word
to the text: with probability p the appended word is a new
word, that has never occurred before, while with probability
1 − p the word is copied from the existing text, choosing it
with a probability proportional to its current frequency of
occurrence. This simple process produces frequency-rank
distributions with a power law tail whose exponent is given
by a = 1 − p.

Cattuto et al. [9] study the temporal evolution of the global
vocabulary size, i.e., the number of distinct tags in the entire
system, as well as the evolution of local vocabularies, that is,
the growth of the number of distinct tags used in the context
of a given resource or user. They find that the number
N of distinct tags present in the system is N(T ) ∝ T γ ,
with γ < 1. The rate at which new tags appear at time T
scales as T γ−1, i.e., new tags appear less and less frequently,
with the invention rate of new tags monotonically decreasing
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very slowly towards zero. This sub-linear growth is generally
referred to as Heaps’ law.

3.1.3 Yule-Simon Model with Long Term Memory
Cattuto et al. [10] propose a further variation of the Simon
model. It takes the order of the tags in the stream into
account. Like the previous models, it simulates the imita-
tion of previous tag assignments but instead of imitating
all previous tag assignments with the same probability it
introduces a kind of long-term memory. Their model can
be stated as follows: the process by which users of a col-
laborative tagging system associate tags to resources can
be regarded as the construction of a “text”, built one step
at a time by adding “words” (i.e., tags) to a text initially
comprised of n0 words. This process is meant to model the
behavior of an effective average user in the context identi-
fied by a specific tag. At a time step t, a new word may be
invented with probability p and appended to the text, while
with probability 1 − p one word is copied from the existing
text, going back in time by x steps with a probability that
decays as a power law, Qt(x) = a(t)/(x + τ). a(t) is a nor-
malization factor and τ is the characteristic time-scale over
which the recently added words have comparable probabil-
ities. Note that Qt(x) returns a power law distribution of
the probabilities. This Yule-Simon model with long term
memory successfully reproduces the characteristic slope of
the frequency-rank distribution of co-occurrence tag streams
but it fails to explain the distribution in resource tag streams
as well as the decaying growth of the set of distinct tags be-
cause it leads to a linear growth.

3.1.4 Information Value Based Model
Halpin et al. [17] present a model which does not only sim-
ulate the imitation of previous tag assignments but it also
selects tags based on their information value. The infor-
mation value of a tag is 1 if it can be used for only se-
lecting appropriate resources. A tag has an information
value of 0 if it either leads to the selection of no or all
resources in a tagging system. They empirically estimate
the information value of a tag by retrieving the number of
webpages that are returned by a search in Delicious with
the tag. Besides of the selection based on the information
value, the model also simulates the imitation of previous
tag assignments using the Polya urn model. They model
tag selection as a linear combination of information value
and preferential attachment models. Probability of a tag
x being reinforced or added can be expressed as P (x) =

λ×P (I(x)) + (1− λ)×P (a)×P (o)×P ( R(x)∑
R(x)

) where λ is

used to weigh the factors. P (a) is the probability of a user
committing a tagging action at any time t. P (n) determines
the number n of tags a user is likely to add at once based on
the distribution of the number of tags a given user employs
in a single tagging action. An old tag is reinforced with con-
stant probability P (o). If the old tag is added, it is added

with a probability R(x)∑
R(i)

where R(x) is the number of times

that particular previous tag x has been chosen in the past
and

∑
R(i) is the sum of all previous tags. Overall, the pro-

posed model leads to a plain power law distribution of the
tag frequencies and to a linear growth of the set of distinct
tags. It thus only partially reproduces the frequency-rank
distributions in co-occurrence and resource tag streams and
it is not successful in reproducing the decaying tag growth.

3.1.5 Fine-tuning by Adding More Parameters
Klaas et al. [11] present the following model: The simulation
of a tag stream always starts with an empty stream. Then,
in each step of the simulation, with probability I (0.6-0.9)
one of the previous tag assignments is imitated. With prob-
ability BK, the user selects an appropriate tag from her
background knowledge about the resource. It corresponds
to selecting an appropriate natural language word from the
active vocabulary of the user. Each word t has been assigned
a certain probability with which it gets selected, which cor-
responds to the probability with which t occurs in the Web
corpus. The parameter n represents the number of popu-
lar tags a user has access to. In case of simulating resource
streams, n will correspond to the number of popular tags
shown. (e.g., n = 7 for Delicious). In case of co-occurrence
streams n will be larger because the union of the popular
tags of all resources that are aggregated in the co-occurrence
stream will be depicted over time. Furthermore, the param-
eter h can be used for restricting the number of previous
tag assignments which are used for determining the n most
popular tags. The probability of selecting the concrete tag
t from the n tags is then proportional to how often t was
used during the last h tag assignments. Using these parame-
ters, the authors describe a model that reproduces frequency
rank for both tag co-occurrence and resource streams and
also simulates the tag vocabulary growth well.

3.2 Language Model
The content of resource would affect generation of tags.
Hence, tagging process can also be simulated using a lan-
guage model like the latent Dirichlet allocation model [5].
Tagging is a real-world experiment in the evolution of a
simple language [6]. Zhou et al. [59] propose a probabilis-
tic generative model for generation of document content as
well as associated tags. This helps in simultaneous topical
analysis of terms, documents and users. Their user content
annotation model can be explained as follows. For document
content, each observed term ω in document d is generated
from the source x (each document d maps one-to-one to a
source x). Then from the conditional probability distribu-
tion on x, a topic z is drawn. Given the topic z, ω is finally
generated from the conditional probability distribution on
the topic z. For document tags, similarly, each observed tag
word ω for document d is generated by user x. Specific to
this user, there is a conditional probability distribution of
topics, from which a topic z is then chosen. This hidden
variable of topic again finally generates ω in the tag.

3.3 Other Influence Factors
Besides above models, researchers [45; 32] have also observed
that there are other factors which are likely to influence how
people apply the tags.

Sen et al. [45] mention three factors that influence people’s
personal tendency (their preferences and beliefs) to apply
tags: (1) their past tagging behaviors, (2) community influ-
ence of the tagging behavior of other members, and (3) tag
selection algorithm that chooses which tags to display. New
users have an initial personal tendency based on their expe-
riences with other tagging systems, their comfort with tech-
nology, their interests and knowledge. Personal tendency
evolves as people interact with the tagging system.

Experiments with Movielens dataset reveal the following.
Once a user has applied three or more tags, the average co-
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sine similarity for the nth tag application is more than 0.83.
Moreover, similarity of a tag application to the user’s past
tags continues to rise as users add more tags. Besides reusing
tag classes, users also reuse individual tags from their vocab-
ulary. Community influence on a user’s first tag is stronger
for users who have seen more tags. The tag selection algo-
rithm influences the distribution of tag classes (subjective,
factual, and personal).

The community influence on tag selection in Flickr has been
studied by Marlow et al. [32]. One feature of the contact
network is a user’s ability to easily follow the photos be-
ing uploaded by their friends. This provides a continuous
awareness of the photographic activity of their Flickr con-
tacts, and by transitivity, a constant exposure to tagging
practices. Do these relationships affect the formation of
tag vocabularies, or are individuals guided by other stim-
uli? They find that the random users are much more likely
to have a smaller overlap in common tags, while contacts
are more distributed, and have a higher overall mean. This
result shows a relationship between social affiliation and tag
vocabulary formation and use even though the photos may
be of completely different subject matter. This common-
ality could arise from similar descriptive tags (e.g., bright,
contrast, black and white, or other photo features), simi-
lar content (photos taken on the same vacation), or similar
subjects (co-occurring friends and family), each suggesting
different modes of diffusion.

Apart from the different aspects mentioned above, user tag-
ging behaviors can be largely dictated by the forms of con-
tribution allowed and the personal and social motivations
for adding input to the system [32].

4. TAG ANALYSIS
To better understand social tagging data, a lot of research
has been done in analyzing a variety of properties of social
tagging data, such as how tags are distributed and their
hidden semantics. In the following subsections we present
some major analysis and results.

4.1 Tagging Distributions
Researchers began their study with analyzing tags distribu-
tion in tagging systems. They found that most of them are
power law distributions, which is one of prominent features
of a social tagging system.

4.1.1 Tagging System Vocabulary
As has been noted by different studies on a variety of datasets,
total number of distinct tags in the system with respect
to time follows a power law. However, recent studies have
shown that this vocabulary growth is somewhat sublinear.

4.1.2 Resource’s Tag Growth
For a single resource over time, vocabulary growth for tags
also follows power law with exponent 2/3 [9]. Frequency-
rank distribution of tag streams also follows a power law [11].
For some webpages tagged on Delicious, tag frequency (sorted)
versus tag rank for a web page is a decreasing graph with a
sudden drop between ranks 7 and 10 [11]. This may be due
to an artifact of the user interface of Delicious. The graph
of probability distribution of number of tags contained in a
posting versus the number of tags displays an initial expo-
nential decay with typical number of tags as 3-4 and then
becomes a power law tail with exponent as high as -3.5 [9].

Researchers have also observed convergence of the tag distri-
butions. In [17], Halpin et al. observe that majority of sites
reach their peak popularity, the highest frequency of tag-
ging in a given time period, within 10 days of being saved
on Delicious (67% in the data set of Golder and Huber-
man [15]) though some sites are rediscovered by users (about
17% in their data set), suggesting stability in most sites but
some degree of burstiness in the dynamics that could lead
to a cyclical relationship to stability characteristic of chaotic
systems. They also plot KL divergence between the tag fre-
quency distributions for a resource versus the time. The
curve drops very steeply. For almost all resources the curve
reaches zero at about the same time. In the beginning few
weeks, curve is quite steep and slowly becomes gentle as time
progresses. Golder and Huberman also find that the propor-
tion of frequencies of tags within a given site stabilizes over
time.

Cattuto et al. [9] have shown the variation of the proba-
bility distribution of the vocabulary growth exponent γ for
resources, as a function of their rank. The curve for the
1000 top-ranked (most bookmarked) resources closely fits
a Gaussian curve at γ ≈ 0.71. This indicates that highly
bookmarked resources share a characteristic law of growth.
On computing the distribution P(γ) for less and less popu-
lar resources, the peak shifts towards higher values of γ and
the growth behavior becomes more and more linear.

Wetzker et al. [54] also show that most popular URLs dis-
appear after peaking. They also point out that some of the
tags can peak periodically, e.g., Christmas.

4.1.3 User tag vocabulary growth
There are also studies that focus on tags applied by a spe-
cific user. Golder and Huberman [15] show that certain
users’ sets of distinct tags grow linearly as new resources
are added. But Marlow et al. [32] find that for many users,
such as those with few distinct tags in the graph, distinct
tag growth declines over time, indicating either agreement
on the tag vocabulary, or diminishing returns on their usage.
In some cases, new tags are added consistently as photos are
uploaded, suggesting a supply of fresh vocabulary and con-
stant incentive for using tags. Sometimes only a few tags
are used initially with a sudden growth spurt later on, sug-
gesting that the user either discovered tags or found new
incentives for using them.

4.2 Identifying Tag Semantics
Intuitively, tags as user generated classification labels are
semantically meaningful. So, research has been done for ex-
ploring the semantics of tags. These research works include
three aspects: (1) Identifying similar tags, (2) mapping tags
to taxonomies, and (3) extracting certain types of tags.

4.3 Analysis of Pairwise Relationships between
Tags

In order to measure similarity of tags beyond words, re-
searchers proposed various models to explore tags’ similar-
ity. Most of them are based on a simple assumption that
tags that are similar may be used to tag the same resources,
and similar resource would be tagged by similar tags. There-
fore, inter tag correlation graph (tag as nodes, edges between
two tags if they co-occur, weight on edge = cosine distance
measure using number of times a tag was used) can be built
for a tagging system. An analysis of the structural prop-
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erties of such tag graphs may provide important insights
into how people tag and how semantic structures emerge
in distributed folksonomies. A simple approach would be
measuring tags similarity based on the number of common
web pages tagged by them. In section 6, we show how anal-
ysis of co-occurrence of tags can be used to generate tag
recommendations.

4.3.1 Extracting ontology from tags
Another line of research for identifying semantics of tags is
mapping tags to an existing ontology. Being able to au-
tomatically classify tags into semantic categories allows us
to understand better the way users annotate media objects
and to build tools for viewing and browsing the media ob-
jects. The simplest approach is based on string matching.
Sigurbjörnsson et al. [46] map Flickr tags onto WordNet
semantic categories using straight forward string matching
between Flickr tags and WordNet lemmas. They found that
51.8% of the tags in Flickr can be assigned a semantic cat-
egory using this mapping. To better assign tags to a cate-
gory, content of resources associated with a given tag could
be used. Overell et al. [36] designed a system to auto-classify
tags using Wikipedia and Open Directory. They used struc-
tural patterns like categories and templates that can be ex-
tracted from resource metadata to classify Flickr tags. They
built a classifier to classify Wikipedia articles into eleven
semantic categories (act, animal, artifact, food, group, lo-
cation, object, person, plant, substance and time). They
map Flickr tags to Wikipedia articles using anchor texts in
Wikipedia. Since they have classified Wikipedia articles,
Flickr tags can be categorized using the same classification.
They classify things as what, where and when. They show
that by deploying ClassTag they can improve the classified
portion of the Flickr vocabulary by 115%. Considering the
full volume of Flickr tags, i.e., taking tag frequency into ac-
count, they show that with ClassTag nearly 70% of Flickr
tags can be classified. Figure 1 shows the classification of
Flickr tags.

Figure 1: Classification of Flickr tags using ClassTag system

Unclassified (30.8%)

Location (19.3%)Artifact/object (15.1%)

Person/group (15.9%)

Action/event (4.1%)

Time (7.0%)
Other (7.8%)

4.3.2 Extracting place and event semantics
Tags also contain specific information, such as locations or
events. Rattenbury et al. [41] study the problem of extract-
ing place and event semantics for Flickr tags. They analyze
two methods inspired by burst-analysis techniques (popular
in signal processing) and one novel method: Scale-structure
Identification. The location, lp, (consisting of latitude-longitude
coordinates) associated with photo p generally marks where
the photo was taken; but sometimes marks the location of
the photographed object. The time, tp, associated with
photo p generally marks the photo capture time; but occa-
sionally refers to the time the photo was uploaded to Flickr.

They aim to determine, for each tag in the dataset, whether
the tag represents an event (or place). The intuition behind
the various methods they present is that an event (or place)
refers to a specific segment of time (or region in space). The
number of usage occurrences for an event tag should be much
higher in a small segment of time than the number of usage
occurrences of that tag outside the segment. The scale of
the segment is one factor that these methods must address;
the other factor is calculating whether the number of usage
occurrences within the segment is significantly different from
the number outside the segment. The Scale-structure Iden-
tification method performs a significance test that depends
on multiple scales simultaneously and does not rely on apri-
ori defined time segments. The key intuition is: if tag x is
an event then the points in Tx, the time usage distribution,
should appear as a single cluster at many scales. Interesting
clusters are the ones with low entropy. For place identifica-
tion, Lx is used rather than Tx. Periodic events have strong
clusters, at multiple scales, that are evenly spaced apart in
time. Practically, because tags occur in bursts, a periodic
tag should exhibit at least three strong clusters (to rule out
tags that just happened to occur in two strong temporal
clusters but are not truly periodic). Overall, their approach
has a high precision however a large proportion of tags re-
main unclassified.

4.4 Tags Versus Keywords
To identify the potential of tags in being helpful for search,
there have been works that compare tags with keywords. As
shown in Figure 2, given a web document, the “most impor-
tant” words (both wrt tf as well as tf×idf) of the document
are generally covered by the vocabulary of user-generated
tags [30]. This means that the set of user-generated tags
has the comparable expression capability as the plain En-
glish words for web documents. Li et al. [30] found that
most of the missed keywords are misspelled words or words
invented by users, and usually cannot be found in dictionary.

Figure 2: Tag coverage for important keywords

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

C
D

F
 o

v
e
r 

a
ll 

U
R

L
s

Fraction of keywords (TF) missed by tags

Top 10
Top 20
Top 40

Further, they define tag match ratio e(T, U) for tag set T
associated with a URL U as ratio of weights of the tags of
a particular URL that can be matched by the document.

e(T, U) =
∑

k|tk∈U w(tk)
∑

i w(ti)
. Here, w(t) is the weight of tag t,

i.e., the frequency of tag t in the data set. The tag match ra-
tio represents the ratio of important tags of a URL matched
by the document. Figure 3 shows the distribution of tag
match ratio for URLs in their Delicious dataset.

Besides this, tags often have much more expressive power.
E.g., consider the Google home page. It does not mention
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Figure 3: Distribution of the tag match ratio
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the phrase “search engine” anywhere. But “searchengine”
can be found as a tag against the bookmarked URL

http://www.google.com/ig on Delicious.

5. VISUALIZATION OF TAGS
Social tagging is one of the most important forms of user
generated content. Appropriate rendering of tags can pro-
vide useful information to users. Tag clouds have been ex-
plored to support browsing on web portals, and various tag
selection methods for tag clouds have been developed. Much
work has been done to identify hierarchy of tags in the tag
cloud construction. Visualization schemes stress on display
formats and evolutionary aspect of tag clouds, etc. We re-
view these in this section.

5.1 Tag clouds for Browsing/Search
Tag cloud, a visual depiction of user-generated tags, is used
to facilitate browsing and search process of the tags. Sin-
clair and Cardew-Hall [48] discuss situations when using tag
clouds is better than doing search. They conducted an ex-
periment, giving participants the option of using a tag cloud
or a traditional search interface to answer various questions.
They found that participants preferred the search interface
if the information need is specific while they preferred the
tag cloud if the information-seeking task was more general.
It is partly because tags are good at broad categorization,
as opposed to specific characterization of content. In to-
tal, the number of questions answered using the tag cloud
was greater than those answered using the search box. The
tag cloud provides a visual summary of the contents of the
database. A number of participants commented that tag
clouds gave them an idea of where to begin their informa-
tion seeking. The tag cloud helps the information seeker
to get familiar with the domain and allows more focused
queries based on the information gained from browsing. It
appears that scanning the tag cloud requires less cognitive
load than formulating specific query terms.

Tag clouds have their disadvantages too. First, tag clouds
obscure useful information by being skewed towards what
is popular. Second, answering a question using the tag
cloud required more queries per question than the search
box. Third, many of the participants commented that the
tag cloud did not allow them to narrow their search enough
to answer the given questions. On average, roughly half of
the articles in the dataset remain inaccessible from the tag
cloud. Most tagging systems mitigate this by including tag
links when viewing individual articles, thus exposing some
of the less popular tags. However, this is not necessarily

useful when someone is seeking specific information.

Millen et al. [34] did experiments on Dogear system where
clicking a tag leads to a view of bookmarks that are asso-
ciated with that tag. They found that the most frequent
way to browse bookmarks is by clicking on another person’s
name, followed by browsing bookmarks by selecting a spe-
cific tag from the system-wide tag cloud. It is considerably
less common for a user to select a tag from another user’s tag
cloud and very less chances of using more advanced browsing
of tag intersections.

5.2 Tag Selection for Tag Clouds
Since there is only limited display space for tags in tag
clouds, how to select the appropriate tags is a challenging
task. Hassan-Montero and Herrero-Solana [18] describe a
system for bi-dimensional visualization of tag clouds. Tag
selection is based on usefulness as determined by: (1) its
capacity to represent each resource as compared to other
tags assigned to the same resource, (2) the volume of cov-
ered resources as compared to other tags, (3) its capacity
to cover these resources less covered by other tags. Seman-
tic relationships among tags are defined in terms of their
similarity, quantified by means of the Jaccard coefficient.
K-means clustering is then applied on tag similarity ma-
trix, with an apriori chosen number of clusters and a fixed
number of selected relevant tags. They apply Multidimen-
sional Scaling, using Pearson’s correlation as the similarity
function, on a tag-to-tag correlation matrix. MDS creates
a bi-dimensional space, which is then visualized through a
fish-eye system. Alphabetical-based schemes are useful for
know-item searching, i.e., when user knows previously what
tag she is looking for, such as when user browses her per-
sonal tag cloud. They propose a tag cloud layout based on
the assumption that clustering techniques can improve tag
clouds’ browsing experience. The display method is simi-
lar to traditional tag cloud layout, with the difference that
tags are grouped with semantically similar tags, and like-
wise clusters of tags are displayed near semantically similar
clusters. Similar tags are horizontally neighbors, whereas
similar clusters are vertically neighbors. Clustering offers
more coherent visual distribution of tags than traditional
alphabetical arrangements, allowing to differentiate among
main topics in tag cloud, as well as to infer semantic knowl-
edge from the neighbors’ relationships.

Begelman et al. [3] propose a clustering algorithm to find
strongly related tags. The algorithm is based on counting
the number of co-occurrences of any pair of tags and a cut-off
point is determined when the co-occurrence count is signifi-
cant enough to be used. To determine this cutoff point, they
start from the tail on the right end and seek the point where
the first derivative of the count has its first high peak (that
is when the second derivative goes from positive to nega-
tive) and check if the peak was high enough. This results
in a sparse matrix that represents tags, so that the value of
each element is the similarity of the two tags. Using this
definition of similarity, they design an inter-tag correlation
network graph. They then cluster this graph using spectral
bisection and modularity function.

5.3 Tag Hierarchy Generation
Beyond the flat structure of tags, hierarchical structure also
exists in the tagging space. Caro et al. [8] present the
tagFlake system, which supports semantically informed nav-
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igation within a tag cloud. The system organizes tags ex-
tracted from textual content in hierarchical organizations,
suitable for navigation, visualization, classification and track-
ing. It extracts the most significant tag/terms from text
documents and maps them onto a hierarchy in such a way
that descendant terms are contextually dependent on their
ancestors within the given corpus of documents. This pro-
vides tagFlake with a mechanism for enabling navigation
within the tag space and for classification of the text doc-
uments based on the contextual structure captured by the
generated hierarchy.

Li et al. [29] present Effective Large Scale Annotation Browser
(ELSABer), to browse large-scale social annotation data.
ELSABer helps the users browse a huge number of annota-
tions in a semantic, hierarchical and efficient way. ELSABer
has the following features: (1) the semantic relations be-
tween annotations are explored for browsing of similar re-
sources; (2) the hierarchical relations between annotations
are constructed for browsing in a top-down fashion; (3)
the distribution of social annotations is studied for efficient
browsing. The hierarchy structure is determined by a de-
cision tree with the features including tag coverage, URL
intersection rate, inverse-coverage rate, etc.

5.4 Tag Clouds Display Format
Tags clouds can be displayed in different formats. Bielenberg
and Zacher [4] have proposed circular clouds, as opposed
to the typical rectangular layout, where the most heavily
weighted tags appear closer to the center. Font size and
distance to the center represent the importance of a tag, but
distance between tags does not represent their similarity.

Owen and Lemire [24] present models and algorithms to im-
prove the display of tag clouds that consist of in-line HTML,
as well as algorithms that use nested tables to achieve a
more general two-dimensional layout in which tag relation-
ships are considered. Since the font size of a displayed tag
is usually used to show the relative importance or frequency
of the tag, a typical tag cloud contains large and small text
interspersed. A consequence is wasteful white space. To
handle the space waste problem, the authors propose the
classic electronic design automation (EDA) algorithm, min-
cut placement, for area minimization and clustering in tag
clouds. For the large clumps of white space, the solution is a
hybrid of the classic Knuth-Plass algorithm for text justifi-
cation, and a book-placement exercise considered by Skiena.
The resulting tag clouds are visually improved and tighter.

5.5 Tag Evolution Visualization
Other than the text information, tags usually have the time
dimension. To visualize the tag evolution process is an in-
teresting topic. Dubinko et al. [14] consider the problem of
visualizing the evolution of tags within Flickr. An anima-
tion provided via Flash in a web browser allows the user to
observe and interact with the interesting tags as they evolve
over time. The visualization is made up of two interchange-
able metaphors - the ‘river’ and the ‘waterfall’. The visual-
ization provides a view of temporal evolution, with a large
amount of surface data easily visible at each timestep. It
allows the user to interact with the presentation in order to
drill down into any particular result. It remains “situated”
in the sense that the user is always aware of the current
point of time being presented, and it provides random ac-
cess into the time stream so that the user can reposition the

current time as necessary. There are two novel contributions
in their algorithm. The first is a solution to an interval cov-
ering problem that allows any timescale to be expressed ef-
ficiently as a combination of a small number of pre-defined
timescales that have been pre-computed and saved in the
“index” structure. The second contribution is an extension
of work on score aggregation allowing data from the small
number of pre-computed timescales to be efficiently merged
to produce the optimal solution without needing to consume
all the available data. The resulting visualization is available
at Taglines5. In some cases, the user may seek data points
that are particularly anomalous, while in other cases it may
be data points that are highly persistent or that manifest
a particular pattern. The authors focus on one particular
notion of “interesting” data: the tags during a particular
period of time that are most representative for that time
period. That is, the tags that show a significantly increased
likelihood of occurring inside the time period, compared to
outside.

Russel [42] has proposed Cloudalicious6, a tool to study the
evolution of the tag cloud over time. Cloudalicious takes a
request for a URL, downloads the tagging data from Deli-
cious, and then graphs the collective users tagging activity
over time. The y-axis shows the relative weights of the most
popular tags for that URL. As the lines on the graph move
from left to right, they show signs of stabilization. This
pattern can be interpreted as the collective opinion of the
users. Diagonal lines are the most interesting elements of
these graphs as they suggest that the users doing the tag-
ging have changed the words used to describe the site.

5.6 Popular Tag Cloud Demos
Some demos for visualizing tags are also available on the
Web. Grafolicious7 produces graphs illustrating when and
how many times a URL has been bookmarked in Delicious.
HubLog8 gives a graph of related tags connected with the
given tags. Although these demos gave a vivid picture of
social annotations in different aspects, their goals are not
to help users to browse annotations effectively. PhaseTwo9

aims at creating visually pleasant tag clouds, by presenting
tags in the form of seemingly random collections of circles
with varying sizes: the size of the circle denotes its fre-
quency. Delicious also provides its own tag cloud view10.
Tag.alicio.us11 operates as a tag filter, retrieving links from
Delicious according to tag and time constraints (e.g., tags
from this hour, today, or this week). Extisp.icio.us12 dis-
plays a random scattering of a given user’s tags, sized ac-
cording to the number of times that the user has reused
each tag, and Facetious13 was a reworking of the Delicious
database, which made use of faceted classification, group-
ing tags under headings such as “by place” (Iraq, USA,
Australia), “by technology” (blog, wiki, website) and “by

5http://research.yahoo.com/taglines
6http://cloudalicio.us/tagcloud.php
7http://www.neuroticWeb.com/recursos/del.icio.us-
graphs/
8http://hublog.hubmed.org/tags/visualisation
9http://phasetwo.org/post/a-better-tag-cloud.html

10http://del.icio.us/tag/
11http://planetozh.com/blog/2004/10/tagalicious-a-way-to-
integrate-delicious/

12http://kevan.org/extispicious
13http://www.siderean.com/delicious/facetious.jsp
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attribute” (red, cool, retro). Tag clouds have also been inte-
grated inside maps for displaying tags having geographical
information, such as pictures taken at a given location.

6. TAG RECOMMENDATIONS
The tagging system can recommend some tags to a user,
and the user can select one of those tags or come up with a
new one. Tag recommendation is not only useful to improve
user experience, but also makes rich annotation available.
There have been many studies on tag recommendation. Tags
can be recommended based on their quality, co-occurrence,
mutual information and object features.

6.1 Using Tag Quality
Tag quality can guide the tag recommendation process. The
tag quality can be evaluated by facet coverage and popular-
ity, and those tags of high quality are used for recommenda-
tion. Xu et al. [57] propose a set of criteria for tag quality
and then propose a collaborative tag suggestion algorithm
using these criteria to discover the high-quality tags. A good
tag combination should include multiple facets of the tagged
objects. The number of tags for identifying an object should
be minimized, and the number of objects identified by the
tag combination should be small. Note that personally used
organizational tags are less likely to be shared by different
users. Thus, they should be excluded from tag recommen-
dations. The proposed algorithm employs a goodness mea-
sure for tags derived from collective user authorities to com-
bat spam. The goodness measure is iteratively adjusted by
a reward-penalty algorithm, which also incorporates other
sources of tags, e.g., content-based auto-generated tags. The
algorithm favors tags that are used by a large number of
people, and minimizes the overlap of concepts among the
suggested tags to allow for high coverage of multiple facets
and honors the high correlation among tags.

6.2 Using Tag Co-occurrences
One important criterion used for tag recommendation is
tag co-occurrence. Those tags co-occurring with the exist-
ing tags of the object are used for recommendation. Sig-
urbjörnsson and Zwol [46] present four strategies to recom-
mend tags. These include two co-ocurrence based strate-
gies: Jaccard similarity and an asymmetric measure P (tj |

ti) =
|ti

⋂
tj |

|ti|
. Tag Aggregation and promotion strategies are

based on voting or weighted voting based on co-occurrence
count. From the tag frequency distribution, they learned
that both the head and the tail of the power law would prob-
ably not contain good tags for recommendation. Considered
that user-defined tags with very low collection frequency are
less reliable than tags with higher collection frequency, those
tags for which the statistics are more stable were promoted.
They define stability for a user using this intuition.

stabilityu = ks

ks+abs(ks−log(|u|))

Tags with very high frequency are likely to be too general
for individual photos.

descriptivec = kd

kd+abs(kd−log(|c|))

The rank rank(u, c) of a candidate tag c for a user u is
kr

kr+r−1
where r is rank of tag wrt co-occurrence. The pro-

motion score can be defined as promotion(u, c) = rank(u, c)×
stability(u) × descriptive(c). Tag score is finally computed
as score(c) =

∑
u∈U

vote(u, c) × promotion(u, c). Tag fre-
quency distribution follows a perfect power law, and the mid

section of this power law contained the most interesting can-
didates for tag recommendation. They found that locations,
artifacts and objects have a relatively high acceptance ratio
(user acceptance of the recommended tag). However, peo-
ple, groups and unclassified tags (tags that do not appear
in WordNet) have relatively low acceptance ratio.

6.3 Using Mutual Information between Words,
Documents and Tags

Mutual information is another criterion for tag recommen-
dation. Song et al. [49] treat the tagged training documents
as triplets of (words, documents, tags), and represent them
as two bipartite graphs, which are partitioned into clusters
by Spectral Recursive Embedding (SRE) and using Lanc-
zos algorithm for symmetric low rank approximation for the
weighted adjacency matrix for the bipartite graphs. Tags in
each topical cluster are ranked by a novel ranking algorithm.
A two-way Poisson Mixture Model (PMM) is proposed to
model the document distribution into mixture components
within each cluster and aggregate words into word clusters
simultaneously. During the online recommendation stage,
given a document vector, its posterior probabilities of classes
are first calculated. Then based on the joint probabilities
of the tags and the document, tags are recommended for
this document based on their within-cluster ranking. The
efficiency of the Poisson mixture model helps to make rec-
ommendations in linear-time in practice. Within a cluster,
node ranking is defined by Ranki = exp(− 1

r(i)2
) for r(i) 6= 0

where r(i) = npi × log(nri). N-Precision (npi) of a node i
is the weighted sum of its edges that connect to the nodes
within the same cluster, divided by the total sum of edge
weights in that cluster. N-recall (Nri)=edges associated
with node i/edges associated with node i within the same
cluster.

6.4 Using Object Features
Tag recommendation can also be performed using object fea-
tures. E.g., the extracted content features from the images
can be helpful in tag recommendation. In [31], Liu et al. pro-
pose a tag ranking scheme to automatically rank the tags
associated with a given image according to their relevance
to the image content. To estimate the tag relevance to the
images, the authors first get the initial tag relevance scores
based on probability density estimation, and then apply a
random walk on a tag similarity graph to refine the scores.
Since all the tags have been ranked according to their rele-
vance to the image, for each uploaded image, they find the
K nearest neighbors based on low-level visual features, and
then the top ranked tags of the K neighboring images are
collected and recommended to the user. In [55], Wu et al.
model the tag recommendation as a learning task that con-
siders multi-modality including tag co-occurrence and visual
correlation. The visual correlation scores are derived from
Visual language model (VLM), which is adopted to model
the content of the tags in visual domain. The optimal combi-
nation of these ranking features is learned by the Rankboost
algorithm.

7. APPLICATIONS OF TAGS
In this section, we would summarize different applications
for which tags have been used. Social tagging can be useful
in the areas including indexing, search, taxonomy genera-
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tion, clustering, classification, social interest discovery, etc.

7.1 Indexing
Tags can be useful for indexing sites faster. Users bookmark
sites launched by their friends or colleagues before a search
engine bot can find them. Tags are also useful in deeper
indexing. Many pages bookmarked are deep into sites and
sometimes not easily linked to by others, found via bad or
nonexistent site navigation or linked to from external pages.
Carmel et al. [7] claim that by appropriately weighting the
tags according to their estimated quality, search effective-
ness can be significantly improved.

7.2 Search
Tags have been found useful for web search, personalized
search and enterprise search. Schenkel et al. [43] develop an
incremental top-k algorithm for answering queries using tags
by social and semantic expansions. Hotho et al. [22] present
a formal model and a new search algorithm for folksonomies,
called FolkRank. Heymann et al. [21] analyze posts to De-
licious and conclude that social bookmarking can provide
search data not currently provided by other sources, though
it may currently lack the size and distribution of tags nec-
essary to make a significant impact. Though Noll et al. [35]
observe that the amount of new information provided by
metadata (tags, anchor text, search keywords) is compara-
tively low, Heckner et al. [19] found out using a survey that
Flickr and Youtube users perceive tags as helpful for IR.
Xu et al. [56] present a framework in which the rank of a
web page is decided not only by the term matching between
the query and the web page’s content but also by the topic
matching (using tags) between the user’s interests and the
web page’s topics. Bao et al. [2] observe that the social an-
notations can benefit web search in two aspects. First, the
annotations are usually good summaries of corresponding
web pages. Second, the count of annotations indicates the
popularity of web pages. Dmitriev et al. [13] show how user
annotations can be used to improve the quality of intranet
(enterprise) search.

7.3 Taxonomy generation
Tags have also been exploited for taxonomy generation. Hey-
mann and Garcia-Molina [20] provide an algorithm for con-
verting a large corpus of tags annotating objects in a tag-
ging system into a navigable hierarchical taxonomy of tags.
Schmitz et al. [44] discuss how association rule mining can
be adopted to analyze and structure folksonomies, and how
the results can be used for ontology learning and support-
ing emergent semantics. Folksonomies have the potential
to add much value to public library catalogues by enabling
clients to: store, maintain and organize items of interest in
the catalogue [51].

7.4 Clustering and classification
Web objects can be classified and clustered more efficiently
using tags. Ramage et al. [40] explore the use of tags in
K-means clustering in an extended vector space model that
includes tags as well as page text. Brooks and Montanez [6]
analyze the effectiveness of tags for classifying blog entries
by gathering the top 350 tags from Technorati and mea-
suring the similarity of all articles that share a tag. Yin
et al. [58] cast the web object classification problem as an
optimization problem on a graph of objects and tags.

7.5 Social interesting discovery
Tags can be useful for social interest discovery. Li et al. [30]
propose that human users tend to use descriptive tags to an-
notate the contents that they are interested in. As described
in section 4, Rattenbury et al. [41] focus on the problem of
extracting place and event semantics for Flickr tags. Look-
ing at the latest place and event tags can help us discover
recent popular events.

7.6 Enhanced Browsing
Zubiaga et al. [60] suggest alternative navigation ways using
social tags: pivot browsing (moving through an information
space by choosing a reference point to browse), popularity
driven navigation (sometimes a user would like to get docu-
ments that are popular for a known tag), and filtering (social
tagging allows to separate the stuff you do not want from the
stuff you do want). Millen et al. [34] perform experiments
to study user browsing habits in presence of tag clouds.

7.7 Integrated folksonomies
Tags from multiple folksonomies can be combined using tag
co-occurrence analysis and clustering [50]. An integration of
such folksonomies can help in solving the problem of sparsity
of tags associated with an object. Cross-linking distributed
user tag clouds can help in creating richer user profiles [52].
TAGMAS (TAG Management System) [23] is a federation
system that supplies a uniform view of tagged resources dis-
tributed across a range of Web2.0 platforms. Such a sys-
tem can be useful for automatic tag creation (which permit
to create desktop-specific tags), folksonomy loading (which
permit to import a folksonomy from a folkserver), resource
annotation (where a resource can be annotated along loaded
folksonomies) and resource searching (where tag-based fil-
tering is used to locate resources regardless of where the
resource is held).

8. TAGGING PROBLEMS
Though tags are useful, exploiting them for different appli-
cations is not easy. Tags suffer from problems like spam-
ming, canonicalization and ambiguity issues. Other prob-
lems such as sparsity, no consensus, etc. are also critical. In
this section, we discuss these problems and suggest solutions
described in the literature.

8.1 Spamming
Spammers can mis-tag resources to promote their own in-
terests. Wetzker et al. [54] have observed such phenomena
where a single user labeled a large number of bookmarks
with the same tags all referring to the same blog site. They
have also observed a phenomenon where users upload thou-
sands of bookmarks within minutes and rarely actively con-
tribute again. They characterize the spammers as possessing
these properties: very high activity, tagging objects belong-
ing to a few domains, high tagging rate per resource, and
bulk posts. To detect such spamming, they propose a new
concept called diffusion of attention which helps to reduce
the influence of spam on the distribution of tags without
the actual need of filtering. They define the attention a tag
achieves in a certain period of time as the number of users
using the tag in this period. The diffusion for a tag is then
given as the number of users that assign this tag for the
first time. This measures the importance of an item by its
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capability to attract new users while putting all users on
an equal footage. Every user’s influence is therefore limited
and a trend can only be created by user groups.

Koutrika et al. [26] study the problem of spamming exten-
sively. How many malicious users can a tagging system tol-
erate before results significantly degrade? What types of
tagging systems are more vulnerable to malicious attacks?
What would be the effort and the impact of employing a
trusted moderator to find bad postings? Can a system au-
tomatically protect itself from spam, for instance, by ex-
ploiting user tag patterns? In a quest for answers to these
questions, they introduce a framework for modeling tagging
systems and user tagging behavior. The framework com-
bines legitimate and malicious tags. This model can study
a range of user tagging behaviors, including the level of mod-
eration and the extent of spam tags, and compare different
query answering and spam protection schemes. They de-
scribe a variety of query schemes and moderator strategies
to counter tag spam. Particularly, they introduce a social
relevance ranking method for tag search results that takes
into account how often a user’s postings coincide with oth-
ers’ postings in order to determine their “reliability”. They
define a metric for quantifying the “spam impact” on re-
sults. They compare the various schemes under different
models for malicious user behavior. They try to understand
the weaknesses of existing systems and the magnitude of the
tag spam problem. They also make predictions about which
schemes will be more useful and which malicious behaviors
will be more disruptive in practice.

8.2 Canonicalization and Ambiguities
Ambiguity arises in folksonomies because different users ap-
ply terms to documents in different ways. Acronyms can also
lead to ambiguities. Users often combine multiple words as
a single tag, without spaces, e.g., ‘vertigovideostillsbbc’ on
Flickr. Currently, tags are generally defined as single words
or compound words, which means that information can be
lost during the tagging process. Single-word tags lose the
information that would generally be encoded in the word
order of a phrase. There is no synonym or homonym control
in folksonomies. Different word forms, plural and singular,
are also often both present. Folksonomies provide no formal
guidelines for the choice and form of tags, such as the use of
compound headings, punctuation, word order. In addition,
the different expertise and purposes of tagging participants
may result in tags that use various levels of abstraction to
describe a resource.

Guy and Tonkin [16] point out the existence of useless tags
due to misspellings, bad encoding like an unlikely compound
word grouping (e.g., TimBernersLee); tags that do not fol-
low convention in issues such as case and number; per-
sonal tags that are without meaning to the wider community
(e.g., mydog); single use tags that appear only once in the
database(e.g., billybobsdog), symbols used in tags. Con-
ventions have become popular, such as dates represented
according to the ISO standard (eg. 20051201 for “1st De-
cember, 2005”) and the use of the year as a tag. One wildly
popular convention is geotagging, a simple method of en-
coding latitude and longitude within a single tag; this rep-
resented over 2% of the total tags sampled on Flickr. A
common source of “misspelt” tags was in the transcoding of
other alphabets or characters.

Zubiaga [60] suggests a solution to the canonicalization prob-

lem. To merge all forms of the same tag, the system can
rely on a method like that by Librarything. This site al-
lows users to define relations between tags, indicating that
some of them have the same meaning. In his blog entry,
Lars Pind [37] has suggested various ways to solve canoni-
calization problem, including the following: (1) suggest tags
for user, (2) find synonyms automatically, (3) help user use
the same tags that others use, (4) infer hierarchy from the
tags, and (5) make it easy to adjust tags on old content.
Quintarelli [39] mentions that the system can have a corre-
lation feature that, given a tag, shows related tags, i.e., tags
that people have used in conjunction with the given tag to
describe the same item. Guy and Tonkin [16] suggest edu-
cating the users, simple errorchecking in systems when tags
are entered by users, making tag suggestions (synonyms, ex-
pansion of acronyms etc.) when users submit resources (e.g.,
using Scrumptious, a recent Firefox extension, offers popu-
lar tags from Delicious for every URL). They also suggest
creation of discussion tools through which users can share
reasons for tagging things in a certain way. More under-
standing of who is submitting certain tags could possibly
alter personal rating of posts by other users.

8.3 Other Problems
There are many other problems related to social tagging, in-
cluding sparsity, no consensus and search inefficiency. Spar-
sity is related to the annotation coverage of the data set. Bao
et al. [2] point out that certain pages may not be tagged at
all. Users do not generally associate tags to newly emerging
web pages or web pages that can be accessed easily from hub
pages, or uninteresting web pages. Halpin et al. [17] point
that users may not reach a consensus over the appropriate
set of tags for a resource leading to an unstable system. As
Golder and Huberman [15] suggest, changes in the stabil-
ity of such patterns might indicate that groups of users are
migrating away from a particular consensus on how to char-
acterize a site and its content or negotiating the changing
meaning of that site. Quintarelli [39] points out that tags
have no hierarchy. Folksonomies are a flat space of key-
words. Folksonomies have a very low findability quotient.
They are great for serendipity and browsing but not aimed
at a targeted approach or search. Tags do not scale well if
you are looking for specific targeted items.

9. CONCLUSION AND FUTURE DIRECTIONS
In this work, we surveyed social tagging with respect to
different aspects. Tags are taking on a new meaning as
other forms of media like microblogs are gaining popularity.
Below we mention a few aspects which can be a part of
future research.

9.1 Analysis
Most current research on tagging analysis focus on one sin-
gle tag stream itself. However, as the type of user generated
content evolves, tags may be different and related to differ-
ent kinds of user generated data, such as microblogs and
query logs. For example, How does tag growth differ in mi-
croblogs versus that for bookmarks and images. Tagging
models for microblogs can be quite different from other tag-
ging models. E.g., certain tags reach a peak on twitter quite
unexpectedly. These tags don’t relate to any specific events.
Such varying degree of social influence when a pseudo event
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happens hasn’t been captured by any of the tagging models,
yet.

9.2 Improving system design
Current tagging systems only support a type of tags and re-
searchers have developed mechanisms to extract hierarchi-
cal structures (ontology) from this flat tagging space. Sys-
tems can provide more functionality like hierarchical tags,
say (programming/java), multi-word tags. A tagging sys-
tem can also support a tag discussion forum where users
can debate about the appropriateness of a tag for a re-
source. Structured tags can also be supported, i.e., allow
people to tag different portions of a web page with different
tags and assign key=value pairs rather than just “values”.
E.g., person=“Mahatma Gandhi”, location=“Porbandar”,
year=“1869”, event=“birth”. By adding more such func-
tionality into the system, we can expect that a more mean-
ingful semantic structure could be extracted.

9.3 Personalized tag recommendations
Is the user a describer or organizer? What is the context?
Is she tagging on sets in Flickr or just photos in the photo-
stream (i.e., context within the tagging site itself)? Based
on her history, what is the probability that she would choose
a new tag? What are the words used in her previous tags,
words used in her social friends’ tags? Given some tags tied
to a resource, we can identify whether users prefer to repeat
tags for this resource or do they like to put on new tags.
Using this we can vary the tag history window size shown
with the resource. Apart from tag recommendation, a rec-
ommendation system can also recommend related resources
once a user selects a particular tag.

9.4 More applications
There are also interesting applications which are worth ex-
ploring. E.g., (1) Tagging support for desktop systems us-
ing online tags. (2) Geographical/demographical analysis of
users’ sentiments based on the tags they apply to products
launched at a particular location. (3) Mashups by integrat-
ing resources with same/similar tags. (4) Establishing web-
site trustworthiness based on what percent of the keywords
mentioned in the <meta> tag are actual tags for web page
bookmarks. (5) Summary generation using tags with NLP.
(6) Intent detection and behavioral targeting based on user
history of tags.

9.5 Dealing with problems
Sparsity, canonicalization, ambiguities in tags still remain
as open problems. More work needs to be done to come up
with solutions to effectively deal with them. Also, certain
tags get outdated. E.g., a camera model may be marked as
‘best camera’. But after two years, it no longer remains the
‘best camera’. How can we clean up such kind of tag rot?
Similarly, tags that haven’t been repeated by another user
within a time window, can be considered as personal tags
and can be removed from public view.
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