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ABSTRACT

Social tagging on online portals has become a trend now.
It has emerged as one of the best ways of associating meta-
data with web objects. With the increase in the kinds of web
objects becoming available, collaborative tagging of such ob-
jects is also developing along new dimensions. This popular-
ity has led to a vast literature on social tagging. In this sur-
vey paper, we would like to summarize different techniques
employed to study various aspects of tagging. Broadly, we
would discuss about properties of tag streams, tagging mod-
els, tag semantics, generating recommendations using tags,
visualizations of tags, applications of tags and problems as-
sociated with tagging usage. We would discuss topics like
why people tag, what influences the choice of tags, how to
model the tagging process, kinds of tags, different power
laws observed in tagging domain, how tags are created, how
to choose the right tags for recommendation, etc. We con-
clude with thoughts on future work in the area.
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1. INTRODUCTION

Social tagging became popular with the launch of sites like
Delicious and Flickr. Since then, different social systems
have been built that support tagging of a variety of re-
sources. Given a particular web object or resource, tag-
ging is a process where a user assigns a tag to an object.
On Delicious, a user can assign tags to a particular book-
marked URL. On Flickr, users can tag photos uploaded by
them or by others. Whereas Delicious allows each user to
have her personal set of tags per URL, Flickr has a single
set of tags for any photo. On blogging sites like Blogger,
Wordpress, Livejournal, blog authors can add tags to their
posts. On micro-blogging sites like Twitter, hash tags are
used within the tweet text itself. On social networking sites
like Facebook, Orkut, etc., users often annotate parts of
the photos. Users can also provide tagging information in
other forms like marking something as “Like” on Facebook.
Upcoming event sites can allow users to comment on and
tag events. Recently, tripletags (tags of the format names-
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pace:key=value (e.g., geo:lat=53.1234) are becoming popu-
lar. Such a syntax can improve the usability of tags to a
large extent. Using rel-tags®, a page can indicate that the
destination of that hyperlink is an author-designated tag for
the current page. Rel-tags have been used by various im-
plementation sites to tag blogs, music, links, news articles,
events, listings, etc. Citation websites have tags attached to
publication entries. Cataloging sites like LibraryThing and
Shelfari allow users to tag books. Social news sites like Digg,
SlashDot allow users to attach tags to news stories. Yelp,
CitySearch and other such business/product reviews sites
allow users to attach their reviews and other users to select
tags to rate reviews too. Multimedia objects like podcasts,
live casts, videos and music can also be tagged on sites like
Youtube, imeem, Metacafe, etc. On Yahoo! Answers, you
can tag an answer as positive or negative depending on how
helpful it was. Tags are often used to collect such binary
or multi-valued ratings or categorical decisions from users.
Tags are omni-present on the web. But what led to the
emergence of tagging based systems? As we shall see in this
section, tags are a better way of generating metadata and
prevent problems associated with fixed taxonomies in social
systems.

1.1 Problems with Metadata Generation and
Fixed Taxonomies

Different web portals focus on sharing of different types of
objects like images, news articles, bookmarks, etc. Often
to enrich the context related to these objects and thereby
support more applications like search, metadata needs to be
associated with these objects. However, manual metadata
creation is costly in terms of time and effort [33]. Also, vo-
cabulary of this metadata may be completely different from
that of system designer or content producers or taxonomy
creators or eventual users. Besides associating metadata to
the objects, building a taxonomy for these social sharing
systems may be useful in classifying and organizing the ob-
jects. But fixed static taxonomies are rigid, conservative,
and centralized [39]. Items do not always fit exactly inside
one and only one category. Hierarchical classifications are
influenced by the cataloguer’s view of the world and, as a
consequence, are affected by subjectivity and cultural bias.
Rigid hierarchical classification schemes cannot easily keep
up with an increasing and evolving corpus of items. Social
systems need to hire expert cataloguers who can use same
thinking and vocabulory as users and can build taxonomies
which can be stable over time. Once such a hierarchy is

"http://microformats.org/wiki/rel-tag
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created, the object creators can be asked to assign a fixed
category to the object, in the hierarchy. This can induce
“post activation analysis paralysis” [19] into the user. By
their very nature, hierarchies tend to establish only one con-
sistent authoritative structured vision. This implies a loss of
precision, erases difference of expression, and does not take
into account the variety of user needs and views.

1.2 Folksonomies as a Solution

Folksonomies and social tagging help in preventing these
problems and hence provide a simpler, cheaper and a more
natural way of organizing web objects. A folksonomy (folk
(people) + taxis (classification) 4+ nomos (management)) is
a user-generated classification, emerging through bottom-
up consensus. The term was coined by Thomas Vander
Wal in the AIfTA mailing list to mean the wide-spreading
practice of collaborative categorization using freely chosen
keywords by a group of people cooperating spontaneously.
A folksonomy can be defined as a collection of a set of users,
set of tags, set of resources or objects, and a ternary rela-
tion between users, tags and resources with a time dimen-
sion [11]. Unlike formal taxonomies, folksonomies have no
explicitly defined relationship between terms. All terms be-
long to a flat namespace, i.e., there is no hierarchy. Since
users themselves tag the objects, folksonomies directly re-
flect the vocabulary of users [39]. Hence, a folksonomy is a
simple, emergent and iterative system. It helps create the
most popular way of organizing objects referred to as de-
sire lines®. Apart from this, tagging provides no barriers to
entry or cooperation and hence involves low cognitive cost.
Tagging helps users get immediate feedback. This feedback
loop leads to a form of asymmetric communication between
users through metadata. The users of a system negotiate
the meaning of the terms in the folksonomy, whether pur-
posefully or not, through their individual choices of tags to
describe objects for themselves. Further, folksonomies are
inclusive, i.e., they include terms related to popular topics
and also terms related to long tail topics. With appropriate
browsing support, interlinking related tag sets is wonderful
for finding things unexpectedly in a general area.

In summary, folksonomies are a trade-off between traditional
structured centralized classification and no classification or
metadata at all. Their advantage over traditional top-down
classification is their capability of matching users’ real needs
and language, not their precision. Building, maintaining,
and enforcing a sound controlled vocabulary is often too
expensive in terms of development time and presents a steep
learning curve to the user to learn the classification scheme.
In other words, folksonomies are better than nothing, when
traditional classification is not viable.

1.3 Outline

In this survey paper, we present a systematic detailed study
of tagging literature. We first list different user motiva-
tions and different ways of tagging web objects in Section
2. There have been a lot of generative models proposed to
understand the process of tagging. We present a summary
of such models in Section 3. In Section 4, we present a sum-
marization of work done on analysis of tagging distributions,
identification of tag semantics, expressive power of tags ver-
sus keywords. Appropriate rendering of tags can provide

Zhttp://www.adaptivepath.com/blog/2009/10/27/desire-
lines-the-metaphor-that-keeps-on-giving/
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useful information to users. Different visualization schemes
like tag clouds have been explored to support browsing on
web portals. We present some works related to such visual-
ization studies in Section 5. When a user wishes to attach
tags to an object, the system can recommend some tags to
the user. A user can select one of those tags or come up with
a new one. In Section 6, we discuss different ways of gen-
erating tag recommendations. In Section 7, we summarize
different applications for which tags can be used. Usage of
tags involves a lot of problems like sparsity, ambiguities and
canonicalization. We list these problems in Section 8. Fi-
nally, we conclude with thoughts on future work in Section
9.

2. TAGS: WHY AND WHAT?

Since 2005, there have been works describing why people tag
and what the tags mean. We briefly summarize such works
[32; 15; 57; 6; 1; 19; 45; 33; 25; 16] below. We provide a
detailed classification of user tagging motivations and also
list different kinds of tags in this section.

2.1 Different User Tagging Motivations

e Future Retrieval: Users can tag objects aiming at
ease of future retrieval of the objects by themselves or
by others. Tags may also be used to incite an activity
or act as reminders to oneself or others (e.g., the “to
read” tag). These descriptive tags are exceptionally
helpful in providing metadata about objects that have
no other tags associated.

e Contribution and Sharing: Tags can be used to
describe the resource and also to add the resource to
conceptual clusters or refined categories for the value
of either known or unknown audience.

e Attract Attention: Popular tags can be exploited
to get people to look at one’s own resources.

e Play and Competition: Tags can be based on an
internal or external set of rules. In some cases, the
system devises the rules such as the ESP Game’s in-
centive to tag what others might also tag. In others,
groups develop their own rules to engage in the sys-
tem such as when groups seek out all items with a
particular feature and tag their existence.

e Self Presentation (Self Referential Tags): Tags
can be used to write a user’s own identity into the
system as a way of leaving their mark on a partic-
ular resource. E.g., the “seen live” tag in Last.FM
marks an individual’s identity or personal relation to
the resource. Another example are tags beginning with
“my” like “mystuff”.

e Opinion Expression: Tags can convey value judg-
ments that users wish to share with others (e.g., the
“elitist” tag in Yahoo!’s Podcast system is utilized by
some users to convey an opinion). Sometimes people
tag simply to gain reputation in the community.

e Task Organization: Tags can also be used for task
organization. E.g., “toread”, “jobsearch”, “gtd” (got
to do), “todo”.
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e Social Signalling: Tags can be used to communicate
contextual information about the object to others.

e Money: Some sites like Squidoo and Amazon Me-
chanical Turk pay users for creating tags.

e Technological Ease: Some people tag because the
current technology makes it easy to upload resources
with tags to the web. E.g., drag-and-drop approach for
attaching labels to identify people in photos. The lat-
est photo browser commercial packages, such as Adobe
Photoshop Album, adopted similar methods to sup-
port easy labeling of photos. With ‘Phonetags™, a
listener hears a song on the radio, uses her cell phone
to text back to a website with tags and star ratings.
Later, returning to the website, the user can type in
her phone number and see the songs she had book-
marked.

2.2 Kinds of Tags

e Content-Based Tags: They can be used to identify
the actual content of the resource. E.g., Autos, Honda
Odyssey, batman, open source, Lucene.

e Context-Based Tags: Context-based tags provide
the context of an object in which the object was cre-
ated or saved, e.g., tags describing locations and time
such as San Francisco, Golden Gate Bridge, and 2005-
10-19.

e Attribute Tags: Tags that are inherent attributes
of an object but may not be able to be derived from
the content directly, e.g., author of a piece of content
such as Jeremy’s Blog and Clay Shirky. Such tags can
be used to identify what or who the resource is about.
Tags can also be used to identify qualities or char-
acteristics of the resource (e.g., scary, funny, stupid,
inspirational).

e Ownership Tags: Such tags identify who owns the
resource.

e Subjective Tags: Tags that express user’s opinion
and emotion, e.g., funny or cool. They can be used to
help evaluate an object recommendation (item qual-
ities). They are basically put with a motivation of
self-expression.

e Organizational Tags: Tags that identify personal
stuff, e.g., mypaper or mywork, and tags that serve
as a reminder of certain tasks such as to-read or to-
review. This type of tags is usually not useful for global
tag aggregation with other users’ tags. These tags are
intrinsically time-sensitive. They suggest an active en-
gagement with the text, in which the user is linking
the perceived subject matter with a specific task or a
specific set of interests.

e Purpose Tags: These tags denote non-content spe-
cific functions that relate to an information seeking
task of users (e.g., learn about LaTeX, get recommen-
dations for music, translate text).

http://www.spencerkiser.com/geoPhoneTag/
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e Factual Tags: They identify facts about an object
such as people, places, or concepts. These are the tags
that most people would agree to apply to a given ob-
ject. Factual tags help to describe objects and also
help to find related objects. Content-based, context-
based and objective, attribute tags can be considered
as factual tags. Factual tags are generally useful for
learning and finding tasks.

e Personal Tags: Such tags have an intended audience
of the tag applier themselves. They are most often
used to organize a user’s objects (item ownership, self-
reference, task organization).

o Self-referential tags: They are tags to resources
that refer to themselves. E.g., Flickr’s “sometaithurts”*
- for “so meta it hurts” is a collection of images regard-
ing Flickr, and people using Flickr. The earliest image
is of someone discussing social software, and then sub-
sequent users have posted screenshots of that picture
within Flickr, and other similarly self-referential im-
ages.

e Tag Bundles: This is the tagging of tags that results
in the creation of hierarchical folksonomies. Many tag-
gers on Delicious have chosen to tag URLs with other
URLs, such as the base web address for the server
(e.g., a C# programming tutorial might be tagged
with http://www.microsoft.com).

2.3 Categorizers Versus Describers

Taggers can be divided into two main types [27]: categorizers
and describers. Categorizer users are the ones who apply
tags such that the objects are easier to find later for personal
use. They have their own vocabulary. Sets in Delicious
is a perfect example of metadata by categorizers. On the
other hand, describer users tag objects such that they are
easier to be searched by others. Often tags to a single object
would contain many synonyms. Vocabulary of a describer
is much larger compared to an average categorizer. But
a categorizer has her own limited personal vocabulary and
subjective tags. ESP game is a perfect example of metadata
creation by describers. Categorizers and describers can be
identified using these intuitions:

e The more the number of tags that were only used once
by a user, the higher the probability that the user is a
describer.

e The faster the tagging vocabulary increases, the more
likely it is that the person is a describer.

e A categorizer tends to achieve tag entropy that is as
low as possible because he tries to “encode” her re-
sources in a good and balanced way.

These intuitions can be formalized as metrics like tag ra-
tio (ratio between tags and resources), orphaned tags (pro-
portion of tags which annotate only a small amount of re-
sources) and tag entropy (reflects the effectiveness of the
encoding process of tagging).

“http://www.flickr.com/photos/tags /sometaithurts,/
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2.4 Linguistic Classification of Tags

Based on linguistics, tags can be classified as follows [53].

e Functional: Tags that describe the function of an ob-
ject. (e.g., weapon)

e Functional collocation: These are defined by function
but in addition, they have to be collected in a place
(and/or time). (e.g., furniture, tableware)

e Origin collocation: Tags that describe why things are
together? (e.g., garbage, contents, dishes (as in “dirty
dishes” after a meal)).

e Function and origin: Tags that decribe why an object
is present, what is the purpose, or where did it come
from. (e.g., “Michelangelo” and “medieval” on an im-
age of a painting by Michelangelo)

e Taxonomic: They are words that can help in classi-
fying the object into an appropriate category. (e.g.,
“Animalia” or “Chordata” tag to an image of a heron)

e Adjective: They decribe the object that denotes the
resource. (e.g., “red”, “great”, “beautiful”, “funny”)

e Verb: These are action words. (e.g., “explore”, “todo”,
“j umping” )

e Proper name: Most of the tags are of this category.
(e.g., “New Zealand”, “Manhattan bridge”)

2.5 Game Based Tagging

In the ESP game, the players cannot see each other’s guesses.
The aim is to enter the same word as your partner in the
shortest possible time. Peekaboom takes the ESP Game to
the next level. Unlike the ESP Game, it is asymmetrical.
To start, one user is shown an image and the other sees an
empty blank space. The first user is given a word related
to the image, and the aim is to communicate that word to
the other player by revealing portions of the image. So if
the word is “eye” and the image is a face, you reveal the
eye to your partner. But the real aim here is to build a bet-
ter image search engine: one that could identify individual
items within an image. PhotoPlay[12] is a computer game
designed to be played by three to four players around a hor-
izontal display. The goal for each player is to build words
related to any of the four photos on the display by select-
ing from a 7x7 grid of letter tiles. All these games, help in
tagging the resources.

Problems with game-based tagging

Game-based tagging mechanisms may not provide high qual-
ity tags [28]. Maximizing your scores in the game means
sacrificing a lot of valuable semantics. People tend to write
very general properties of an image rather than telling about
the specifics or details of the image. E.g., colors are great
for matching, but often are not the most critical or valuable
aspects of the image. The labels chosen by people trying to
maximize their matches with an anonymous partner are not
necessarily the most “robust and descriptive” labels. They
are the easiest labels, the most superficial labels, the labels
that maximize the speed of a match rather than the qual-
ity of the descriptor. In addition, they are words that are
devoid of context or depth of knowledge. Tagging for your
own retrieval is different than tagging for retrieval by people
you know and even more different than tagging for retrieval
in a completely uncontextualized environment.
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3. TAG GENERATION MODELS

In order to describe, understand and analyze tags and tag-
ging systems, various tag generation models have been pro-
posed. These models study various factors that influence
the generation of a tag, such as the previous tags suggested
by others, users’ background knowledge, content of the re-
sources and the community influences. In this section, we
present different models which have been proposed in the lit-
erature, and discuss advantages and disadvantages of these
models.

3.1 Polya Urn Generation Model

Intuitively, the first factor that influences the choice of tags
is the previous tag assignments. The amount of effort re-
quired to tag items may affect an individual’s decision to
use tags. Using suggested tags rather than one’s own re-
quires less effort. Pirolli and Card’s theory of information
foraging [38] suggests greater adoption of suggested tags be-
cause people adapt their behavior to optimize the informa-
tion/effort ratio. Users cost-tune their archives by spending
the least amount of effort needed to build up enough struc-
ture to support fast retrieval of their most useful resources.
Based on this intuition, various models based on the stochas-
tic Polya urn process have been proposed.

3.1.1 Basic Polya Urn Model

Golder and Huberman [15] propose a model based on a vari-
ation of the stochastic Polya urn model where the urn ini-
tially contains two balls, one red and one black. In each
step of the simulation, a ball is selected from the urn and
then it is put back together with a second ball of the same
color. After a large number of draws the fraction of the balls
with the same color stabilizes but the fractions converge to
random limits in each run of the simulation.

This model successfully captures that previously assigned
tags are more likely to be selected again. However, this basic
model fails to capture that new tags will also be added into
the system. So several extensions of this model have been
proposed later.

3.1.2 Yule-Simon Model

Yule-Simon model [47] assumes that at each simulation step
a new tag is invented and added to the tag stream with a low
probability of p. This leads to a linear growth of the distinct
tags with respect to time and not to the typical continuous,
but declining growth. Yule-Simon model can be described
as follows. At each discrete time step one appends a word
to the text: with probability p the appended word is a new
word, that has never occurred before, while with probability
1 — p the word is copied from the existing text, choosing it
with a probability proportional to its current frequency of
occurrence. This simple process produces frequency-rank
distributions with a power law tail whose exponent is given
by a=1-—p.

Cattuto et al. [9] study the temporal evolution of the global
vocabulary size, i.e., the number of distinct tags in the entire
system, as well as the evolution of local vocabularies, that is,
the growth of the number of distinct tags used in the context
of a given resource or user. They find that the number
N of distinct tags present in the system is N(T) o« T7 ,
with 7 < 1. The rate at which new tags appear at time 7T’
scales as 7771, i.e., new tags appear less and less frequently,
with the invention rate of new tags monotonically decreasing
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very slowly towards zero. This sub-linear growth is generally
referred to as Heaps’ law.

3.1.3 Yule-Simon Model with Long Term Memaory

Cattuto et al. [10] propose a further variation of the Simon
model. It takes the order of the tags in the stream into
account. Like the previous models, it simulates the imita-
tion of previous tag assignments but instead of imitating
all previous tag assignments with the same probability it
introduces a kind of long-term memory. Their model can
be stated as follows: the process by which users of a col-
laborative tagging system associate tags to resources can
be regarded as the construction of a “text”, built one step
at a time by adding “words” (i.e., tags) to a text initially
comprised of ng words. This process is meant to model the
behavior of an effective average user in the context identi-
fied by a specific tag. At a time step t, a new word may be
invented with probability p and appended to the text, while
with probability 1 — p one word is copied from the existing
text, going back in time by x steps with a probability that
decays as a power law, Q:(z) = a(t)/(x + 7). a(t) is a nor-
malization factor and 7 is the characteristic time-scale over
which the recently added words have comparable probabil-
ities. Note that Q:(x) returns a power law distribution of
the probabilities. This Yule-Simon model with long term
memory successfully reproduces the characteristic slope of
the frequency-rank distribution of co-occurrence tag streams
but it fails to explain the distribution in resource tag streams
as well as the decaying growth of the set of distinct tags be-
cause it leads to a linear growth.

3.1.4 Information Value Based Model

Halpin et al. [17] present a model which does not only sim-
ulate the imitation of previous tag assignments but it also
selects tags based on their information value. The infor-
mation value of a tag is 1 if it can be used for only se-
lecting appropriate resources. A tag has an information
value of 0 if it either leads to the selection of no or all
resources in a tagging system. They empirically estimate
the information value of a tag by retrieving the number of
webpages that are returned by a search in Delicious with
the tag. Besides of the selection based on the information
value, the model also simulates the imitation of previous
tag assignments using the Polya urn model. They model
tag selection as a linear combination of information value
and preferential attachment models. Probability of a tag
2 being reinforced or added can be expressed as P(z) =

Ax P(I(z)) + (1= ) x P(a) x P(0) x P(s425) where X is
used to weigh the factors. P(a) is the probability of a user
committing a tagging action at any time ¢. P(n) determines
the number n of tags a user is likely to add at once based on
the distribution of the number of tags a given user employs
in a single tagging action. An old tag is reinforced with con-
stant probability P(o0). If the old tag is added, it is added

with a probability ZRI(;C()Q where R(z) is the number of times

that particular previous tag = has been chosen in the past
and ) R(4) is the sum of all previous tags. Overall, the pro-
posed model leads to a plain power law distribution of the
tag frequencies and to a linear growth of the set of distinct
tags. It thus only partially reproduces the frequency-rank
distributions in co-occurrence and resource tag streams and
it is not successful in reproducing the decaying tag growth.
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3.1.5 Fine-tuning by Adding More Parameters

Klaas et al. [11] present the following model: The simulation
of a tag stream always starts with an empty stream. Then,
in each step of the simulation, with probability I (0.6-0.9)
one of the previous tag assignments is imitated. With prob-
ability BK, the user selects an appropriate tag from her
background knowledge about the resource. It corresponds
to selecting an appropriate natural language word from the
active vocabulary of the user. Each word ¢ has been assigned
a certain probability with which it gets selected, which cor-
responds to the probability with which ¢ occurs in the Web
corpus. The parameter n represents the number of popu-
lar tags a user has access to. In case of simulating resource
streams, n will correspond to the number of popular tags
shown. (e.g., n = 7 for Delicious). In case of co-occurrence
streams n will be larger because the union of the popular
tags of all resources that are aggregated in the co-occurrence
stream will be depicted over time. Furthermore, the param-
eter h can be used for restricting the number of previous
tag assignments which are used for determining the n most
popular tags. The probability of selecting the concrete tag
t from the n tags is then proportional to how often ¢ was
used during the last h tag assignments. Using these parame-
ters, the authors describe a model that reproduces frequency
rank for both tag co-occurrence and resource streams and
also simulates the tag vocabulary growth well.

3.2 Language Model

The content of resource would affect generation of tags.
Hence, tagging process can also be simulated using a lan-
guage model like the latent Dirichlet allocation model [5].
Tagging is a real-world experiment in the evolution of a
simple language [6]. Zhou et al. [59] propose a probabilis-
tic generative model for generation of document content as
well as associated tags. This helps in simultaneous topical
analysis of terms, documents and users. Their user content
annotation model can be explained as follows. For document
content, each observed term w in document d is generated
from the source x (each document d maps one-to-one to a
source x). Then from the conditional probability distribu-
tion on x, a topic z is drawn. Given the topic z, w is finally
generated from the conditional probability distribution on
the topic z. For document tags, similarly, each observed tag
word w for document d is generated by user x. Specific to
this user, there is a conditional probability distribution of
topics, from which a topic z is then chosen. This hidden
variable of topic again finally generates w in the tag.

3.3 Other Influence Factors

Besides above models, researchers [45; 32] have also observed
that there are other factors which are likely to influence how
people apply the tags.

Sen et al. [45] mention three factors that influence people’s
personal tendency (their preferences and beliefs) to apply
tags: (1) their past tagging behaviors, (2) community influ-
ence of the tagging behavior of other members, and (3) tag
selection algorithm that chooses which tags to display. New
users have an initial personal tendency based on their expe-
riences with other tagging systems, their comfort with tech-
nology, their interests and knowledge. Personal tendency
evolves as people interact with the tagging system.
Experiments with Movielens dataset reveal the following.
Once a user has applied three or more tags, the average co-
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sine similarity for the nth tag application is more than 0.83.
Moreover, similarity of a tag application to the user’s past
tags continues to rise as users add more tags. Besides reusing
tag classes, users also reuse individual tags from their vocab-
ulary. Community influence on a user’s first tag is stronger
for users who have seen more tags. The tag selection algo-
rithm influences the distribution of tag classes (subjective,
factual, and personal).

The community influence on tag selection in Flickr has been
studied by Marlow et al. [32]. One feature of the contact
network is a user’s ability to easily follow the photos be-
ing uploaded by their friends. This provides a continuous
awareness of the photographic activity of their Flickr con-
tacts, and by transitivity, a constant exposure to tagging
practices. Do these relationships affect the formation of
tag vocabularies, or are individuals guided by other stim-
uli? They find that the random users are much more likely
to have a smaller overlap in common tags, while contacts
are more distributed, and have a higher overall mean. This
result shows a relationship between social affiliation and tag
vocabulary formation and use even though the photos may
be of completely different subject matter. This common-
ality could arise from similar descriptive tags (e.g., bright,
contrast, black and white, or other photo features), simi-
lar content (photos taken on the same vacation), or similar
subjects (co-occurring friends and family), each suggesting
different modes of diffusion.

Apart from the different aspects mentioned above, user tag-
ging behaviors can be largely dictated by the forms of con-
tribution allowed and the personal and social motivations
for adding input to the system [32].

4. TAG ANALYSIS

To better understand social tagging data, a lot of research
has been done in analyzing a variety of properties of social
tagging data, such as how tags are distributed and their
hidden semantics. In the following subsections we present
some major analysis and results.

4.1 Tagging Distributions

Researchers began their study with analyzing tags distribu-
tion in tagging systems. They found that most of them are
power law distributions, which is one of prominent features
of a social tagging system.

4.1.1 Tagging System Vocabulary

As has been noted by different studies on a variety of datasets,
total number of distinct tags in the system with respect
to time follows a power law. However, recent studies have
shown that this vocabulary growth is somewhat sublinear.

4.1.2 Resource’s Tag Growth

For a single resource over time, vocabulary growth for tags
also follows power law with exponent 2/3 [9]. Frequency-
rank distribution of tag streams also follows a power law [11].

For some webpages tagged on Delicious, tag frequency (sorted)

versus tag rank for a web page is a decreasing graph with a
sudden drop between ranks 7 and 10 [11]. This may be due
to an artifact of the user interface of Delicious. The graph
of probability distribution of number of tags contained in a
posting versus the number of tags displays an initial expo-
nential decay with typical number of tags as 3-4 and then
becomes a power law tail with exponent as high as -3.5 [9].
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Researchers have also observed convergence of the tag distri-
butions. In [17], Halpin et al. observe that majority of sites
reach their peak popularity, the highest frequency of tag-
ging in a given time period, within 10 days of being saved
on Delicious (67% in the data set of Golder and Huber-
man [15]) though some sites are rediscovered by users (about
17% in their data set), suggesting stability in most sites but
some degree of burstiness in the dynamics that could lead
to a cyclical relationship to stability characteristic of chaotic
systems. They also plot KL divergence between the tag fre-
quency distributions for a resource versus the time. The
curve drops very steeply. For almost all resources the curve
reaches zero at about the same time. In the beginning few
weeks, curve is quite steep and slowly becomes gentle as time
progresses. Golder and Huberman also find that the propor-
tion of frequencies of tags within a given site stabilizes over
time.

Cattuto et al. [9] have shown the variation of the proba-
bility distribution of the vocabulary growth exponent « for
resources, as a function of their rank. The curve for the
1000 top-ranked (most bookmarked) resources closely fits
a Gaussian curve at v ~ 0.71. This indicates that highly
bookmarked resources share a characteristic law of growth.
On computing the distribution P(«) for less and less popu-
lar resources, the peak shifts towards higher values of v and
the growth behavior becomes more and more linear.
Wetzker et al. [54] also show that most popular URLs dis-
appear after peaking. They also point out that some of the
tags can peak periodically, e.g., Christmas.

4.1.3 User tag vocabulary growth

There are also studies that focus on tags applied by a spe-
cific user. Golder and Huberman [15] show that certain
users’ sets of distinct tags grow linearly as new resources
are added. But Marlow et al. [32] find that for many users,
such as those with few distinct tags in the graph, distinct
tag growth declines over time, indicating either agreement
on the tag vocabulary, or diminishing returns on their usage.
In some cases, new tags are added consistently as photos are
uploaded, suggesting a supply of fresh vocabulary and con-
stant incentive for using tags. Sometimes only a few tags
are used initially with a sudden growth spurt later on, sug-
gesting that the user either discovered tags or found new
incentives for using them.

4.2 ldentifying Tag Semantics

Intuitively, tags as user generated classification labels are
semantically meaningful. So, research has been done for ex-
ploring the semantics of tags. These research works include
three aspects: (1) Identifying similar tags, (2) mapping tags
to taxonomies, and (3) extracting certain types of tags.

4.3 Analysis of Pairwise Relationships between

Tags
In order to measure similarity of tags beyond words, re-
searchers proposed various models to explore tags’ similar-
ity. Most of them are based on a simple assumption that
tags that are similar may be used to tag the same resources,
and similar resource would be tagged by similar tags. There-
fore, inter tag correlation graph (tag as nodes, edges between
two tags if they co-occur, weight on edge = cosine distance
measure using number of times a tag was used) can be built
for a tagging system. An analysis of the structural prop-
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erties of such tag graphs may provide important insights
into how people tag and how semantic structures emerge
in distributed folksonomies. A simple approach would be
measuring tags similarity based on the number of common
web pages tagged by them. In section 6, we show how anal-
ysis of co-occurrence of tags can be used to generate tag
recommendations.

4.3.1 Extracting ontology from tags

Another line of research for identifying semantics of tags is
mapping tags to an existing ontology. Being able to au-
tomatically classify tags into semantic categories allows us
to understand better the way users annotate media objects
and to build tools for viewing and browsing the media ob-
jects. The simplest approach is based on string matching.
Sigurbjornsson et al. [46] map Flickr tags onto WordNet
semantic categories using straight forward string matching
between Flickr tags and WordNet lemmas. They found that
51.8% of the tags in Flickr can be assigned a semantic cat-
egory using this mapping. To better assign tags to a cate-
gory, content of resources associated with a given tag could
be used. Overell et al. [36] designed a system to auto-classify
tags using Wikipedia and Open Directory. They used struc-
tural patterns like categories and templates that can be ex-
tracted from resource metadata to classify Flickr tags. They
built a classifier to classify Wikipedia articles into eleven
semantic categories (act, animal, artifact, food, group, lo-
cation, object, person, plant, substance and time). They
map Flickr tags to Wikipedia articles using anchor texts in
Wikipedia. Since they have classified Wikipedia articles,
Flickr tags can be categorized using the same classification.
They classify things as what, where and when. They show
that by deploying ClassTag they can improve the classified
portion of the Flickr vocabulary by 115%. Considering the
full volume of Flickr tags, i.e., taking tag frequency into ac-
count, they show that with ClassTag nearly 70% of Flickr
tags can be classified. Figure 1 shows the classification of
Flickr tags.

Figure 1: Classification of Flickr tags using ClassTag system

Other (7.8%)
Time (7.0%)

Action/event (4.1%) Unclassified (30.8%)

Person/group (15.9%)

Artifact/object (15.1%) Location (19.3%)

4.3.2 Extracting place and event semantics

Tags also contain specific information, such as locations or
events. Rattenbury et al. [41] study the problem of extract-
ing place and event semantics for Flickr tags. They analyze
two methods inspired by burst-analysis techniques (popular
in signal processing) and one novel method: Scale-structure

Identification. The location, I, (consisting of latitude-longitude

coordinates) associated with photo p generally marks where
the photo was taken; but sometimes marks the location of
the photographed object. The time, ¢,, associated with
photo p generally marks the photo capture time; but occa-
sionally refers to the time the photo was uploaded to Flickr.
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They aim to determine, for each tag in the dataset, whether
the tag represents an event (or place). The intuition behind
the various methods they present is that an event (or place)
refers to a specific segment of time (or region in space). The
number of usage occurrences for an event tag should be much
higher in a small segment of time than the number of usage
occurrences of that tag outside the segment. The scale of
the segment is one factor that these methods must address;
the other factor is calculating whether the number of usage
occurrences within the segment is significantly different from
the number outside the segment. The Scale-structure Iden-
tification method performs a significance test that depends
on multiple scales simultaneously and does not rely on apri-
ori defined time segments. The key intuition is: if tag z is
an event then the points in 7, the time usage distribution,
should appear as a single cluster at many scales. Interesting
clusters are the ones with low entropy. For place identifica-
tion, L is used rather than 7. Periodic events have strong
clusters, at multiple scales, that are evenly spaced apart in
time. Practically, because tags occur in bursts, a periodic
tag should exhibit at least three strong clusters (to rule out
tags that just happened to occur in two strong temporal
clusters but are not truly periodic). Overall, their approach
has a high precision however a large proportion of tags re-
main unclassified.

4.4 Tags Versus Keywords

To identify the potential of tags in being helpful for search,
there have been works that compare tags with keywords. As
shown in Figure 2, given a web document, the “most impor-
tant” words (both wrt ¢t f as well as ¢ f X idf) of the document
are generally covered by the vocabulary of user-generated
tags [30]. This means that the set of user-generated tags
has the comparable expression capability as the plain En-
glish words for web documents. Li et al. [30] found that
most of the missed keywords are misspelled words or words
invented by users, and usually cannot be found in dictionary.

Figure 2: Tag coverage for important keywords
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Further, they define tag match ratio e(7T,U) for tag set T'
associated with a URL U as ratio of weights of the tags of
a particular URL that can be matched by the document.

e(T,U) = ZHstst
i.e., the frequency of tag ¢ in the data set. The tag match ra-
tio represents the ratio of important tags of a URL matched
by the document. Figure 3 shows the distribution of tag
match ratio for URLs in their Delicious dataset.

. Here, w(t) is the weight of tag ¢,

Besides this, tags often have much more expressive power.
E.g., consider the Google home page. It does not mention
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Figure 3: Distribution of the tag match ratio
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the phrase “search engine” anywhere. But “searchengine”
can be found as a tag against the bookmarked URL
http://www.google.com/ig on Delicious.

5. VISUALIZATION OF TAGS

Social tagging is one of the most important forms of user
generated content. Appropriate rendering of tags can pro-
vide useful information to users. Tag clouds have been ex-
plored to support browsing on web portals, and various tag
selection methods for tag clouds have been developed. Much
work has been done to identify hierarchy of tags in the tag
cloud construction. Visualization schemes stress on display
formats and evolutionary aspect of tag clouds, etc. We re-
view these in this section.

5.1 Tag clouds for Browsing/Search

Tag cloud, a visual depiction of user-generated tags, is used
to facilitate browsing and search process of the tags. Sin-
clair and Cardew-Hall [48] discuss situations when using tag
clouds is better than doing search. They conducted an ex-
periment, giving participants the option of using a tag cloud
or a traditional search interface to answer various questions.
They found that participants preferred the search interface
if the information need is specific while they preferred the
tag cloud if the information-seeking task was more general.
It is partly because tags are good at broad categorization,
as opposed to specific characterization of content. In to-
tal, the number of questions answered using the tag cloud
was greater than those answered using the search box. The
tag cloud provides a visual summary of the contents of the
database. A number of participants commented that tag
clouds gave them an idea of where to begin their informa-
tion seeking. The tag cloud helps the information seeker
to get familiar with the domain and allows more focused
queries based on the information gained from browsing. It
appears that scanning the tag cloud requires less cognitive
load than formulating specific query terms.

Tag clouds have their disadvantages too. First, tag clouds
obscure useful information by being skewed towards what
is popular. Second, answering a question using the tag
cloud required more queries per question than the search
box. Third, many of the participants commented that the
tag cloud did not allow them to narrow their search enough
to answer the given questions. On average, roughly half of
the articles in the dataset remain inaccessible from the tag
cloud. Most tagging systems mitigate this by including tag
links when viewing individual articles, thus exposing some
of the less popular tags. However, this is not necessarily
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useful when someone is seeking specific information.

Millen et al. [34] did experiments on Dogear system where
clicking a tag leads to a view of bookmarks that are asso-
ciated with that tag. They found that the most frequent
way to browse bookmarks is by clicking on another person’s
name, followed by browsing bookmarks by selecting a spe-
cific tag from the system-wide tag cloud. It is considerably
less common for a user to select a tag from another user’s tag
cloud and very less chances of using more advanced browsing
of tag intersections.

5.2 Tag Selection for Tag Clouds

Since there is only limited display space for tags in tag
clouds, how to select the appropriate tags is a challenging
task. Hassan-Montero and Herrero-Solana [18] describe a
system for bi-dimensional visualization of tag clouds. Tag
selection is based on usefulness as determined by: (1) its
capacity to represent each resource as compared to other
tags assigned to the same resource, (2) the volume of cov-
ered resources as compared to other tags, (3) its capacity
to cover these resources less covered by other tags. Seman-
tic relationships among tags are defined in terms of their
similarity, quantified by means of the Jaccard coefficient.
K-means clustering is then applied on tag similarity ma-
trix, with an apriori chosen number of clusters and a fixed
number of selected relevant tags. They apply Multidimen-
sional Scaling, using Pearson’s correlation as the similarity
function, on a tag-to-tag correlation matrix. MDS creates
a bi-dimensional space, which is then visualized through a
fish-eye system. Alphabetical-based schemes are useful for
know-item searching, i.e., when user knows previously what
tag she is looking for, such as when user browses her per-
sonal tag cloud. They propose a tag cloud layout based on
the assumption that clustering techniques can improve tag
clouds’ browsing experience. The display method is simi-
lar to traditional tag cloud layout, with the difference that
tags are grouped with semantically similar tags, and like-
wise clusters of tags are displayed near semantically similar
clusters. Similar tags are horizontally neighbors, whereas
similar clusters are vertically neighbors. Clustering offers
more coherent visual distribution of tags than traditional
alphabetical arrangements, allowing to differentiate among
main topics in tag cloud, as well as to infer semantic knowl-
edge from the neighbors’ relationships.

Begelman et al. [3] propose a clustering algorithm to find
strongly related tags. The algorithm is based on counting
the number of co-occurrences of any pair of tags and a cut-off
point is determined when the co-occurrence count is signifi-
cant enough to be used. To determine this cutoff point, they
start from the tail on the right end and seek the point where
the first derivative of the count has its first high peak (that
is when the second derivative goes from positive to nega-
tive) and check if the peak was high enough. This results
in a sparse matrix that represents tags, so that the value of
each element is the similarity of the two tags. Using thi