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A pair of recent Monte Carlo studies have reported evidence for and against a crossover from weak- to strong-
disorder criticality in the one-dimensional dirty boson problem. The Monte Carlo analyses rely on measurement of
two observables: the effective Luttinger parameter K. and the superfluid susceptibility x. The former quantity
was previously calculated analytically, using the strong-disorder renormalization group (SDRG), by Altman,
Kafri, Polkovnikov, and Refael. Here, we use an extension of the SDRG framework to find a nonuniversal
anomalous dimension 7 characterizing the divergence of the susceptibility with system size, x ~ L>7. We
show that ny obeys the hyperscaling relation 1y = 1/2 K. We also identify an important obstacle to measuring
this exponent on finite-size systems and comment on the implications for numerics and experiments.
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Disordered bosonic systems pose theoretical challenges
because of the unique pathologies of their noninteracting
limits: At low temperatures, bosons condense into a localized
single-particle state, forming a configuration that is intrin-
sically unstable to interactions. Therefore, Giamarchi and
Schulz pioneered the study of the so-called “dirty boson
problem” by perturbing a strongly interacting one-dimensional
system with weak disorder. They identified a superfluid-
insulator transition, belonging to the Kosterlitz-Thouless
(KT) universality class, at which disorder is perturbatively
irrelevant,! see also Refs. 2,3. It was long believed that
this universality always characterizes the one-dimensional
transition. In the past decade, the possibility has emerged that a
novel criticality, also of KT type but with certain nonuniversal
disorder-dependent features, takes over at sufficiently strong-
disorder strength. This “strong-disorder criticality,” first pro-
posed by Altman, Kafri, Polkovnikov, and Refael,*° remains
unconfirmed.” Recent Monte Carlo results by Hrahsheh and
Vojta may provide evidence of the crossover between the
two types of universality,® while calculations by Pielawa
and Altman support the existence of a strong-disorder fixed
point.9 Meanwhile, experimental advances in various contexts,
including cold atoms, spin systems, and dirty superconductors,
have made it especially urgent to gain a better theoretical
understanding of the seemingly universal properties of the
dirty boson problem. %13

In this Rapid Communication, we extend the analysis of
the universal aspects of the one-dimensional (1D) superfluid-
insulator transition in the strong-disorder regime. In particular,
we analytically calculate the superfluid susceptibility near the
transition. This affords us a different perspective on recent
numerical developments and allows us to clarify their rela-
tionship with the theoretical strong-disorder renormalization
group (SDRG) framework. The model that we concentrate on
is the particle-hole symmetric rotor model
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This model can describe a 1D array of superconducting islands
connected by Josephson junctions, and we assume strong
disorder in the on-site charging energies U; and Josephson

couplings J;. Our principal result is that, at the strong-disorder
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transition, the divergence of the superfluid susceptibility is
characterized by an anomalous exponent
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Here
Nsd 7 2(e? — 1) (3)
T

depends upon the bare disorder strength, parametrized by
the quantity y;. We plot ny as a function of y; in Fig. 1.
The parameter y; can be understood if we imagine tuning
the transition with the universal coupling distributions of
the SDRG:* y; =0 corresponds to a flat distribution of
bare Josephson couplings, and as y; increases, the bare
Josephson coupling distribution becomes progressively more
strongly peaked near the RG scale, effectively reducing
the disorder strength. Thus, the anomalous dimension
monotonically increases as the disorder strength decreases,
and the weak-disorder universality presumably takes over
when 7y ~ %, the value at the Giamarchi-Schulz transition. !
Throughout the strong-disorder regime, our prediction (3)
approximately obeys
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2Kt

where K. is the Luttinger parameter predicted by Altman
et al..% This scaling relation follows in clean systems from a
Kubo formula for the susceptibility, and Monte Carlo results
suggest that it may be valid in strongly disordered systems as
well.®

Below, we describe the calculation leading to our exponent
Nsd- We begin by making some additional comments on our
model (1). We then proceed to briefly outline the strong-
disorder renormalization group (SDRG) procedure. Next,
we qualitatively describe and then perform the calculation,
comparing intermediate analytical predictions to a numerical
implementation of the SDRG when possible. Finally, we
comment on implications of our results for theory, numerics,
and experiments.

The rotor model (1) can be viewed as a disordered
Bose-Hubbard model at large commensurate filling. However,
it strictly omits diagonal (i.e., chemical potential) disorder

Tsd “
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FIG. 1. (Color online) In the main figure, the solid line shows the
anomalous exponent 7(y;), as approximated in the small y; regime
by (3). The dashed reference line shows the anomalous exponent of
Giamarchi and Schulz (Ref. 1), and the crossing presumably indicates
the crossover from strong-disorder to weak-disorder criticality. The
inset shows the system size at which we can expect to cleanly observe
the strong-disorder exponent 7. The two reference lines show, at
increasing values of L, the typical system size probed by Monte
Carlo (Ref. 8) and the system sizes available to numerical SDRG.

and, therefore, exhibits an exact particle-hole symmetry
;- —nj, éj — —(]Sj). Altman et al. showed that this
symmetry results in an incompressible Mott glass phase
intervening between the superfluid and Mott insulating phases
in the phase diagram.>'® The Mott glass replaces the Bose
glass phase of the generic dirty boson problem.!”!® Despite
this, the universal properties of the strong-disorder transition
do not depend on the special symmetry properties of the model,
and we perform our calculation in the particle-hole symmetric
model for analytical convenience.

We perform our calculation using the SDRG.!"?> We
iteratively find the strongest coupling in the problem (which
sets the RG scale 2) and locally choose the ground state to
satisfy that term in the Hamiltonian. We then account for the
effect of neighboring couplings perturbatively. This process
gradually lowers €2, leading to a low-energy description of
the system. For the rotor model (1), there are two possible
RG steps. If the dominant coupling is a charging energy
(i.e., Q = U,), then it is unlikely that the particle number
will fluctuate strongly on site m. To zeroth order, we can
set n,, = 0 and calculate perturbative corrections from the
Josephson couplings penetrating this site. This site-decimation
procedure, pictured in Fig. 2(a), leads to an effective coupling
between sitesm — 1 and m + 1,

J, m—1 J, m—1 J, m
g - o )
Instead, the RG scale may be set by a Josephson coupling
(i.e., Q = J,). Then, it is unlikely that there will be phase
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FIG. 2. (Color online) In (a), the site decimation RG step, and in
(b), the link decimation RG step.
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slips between sites m and m + 1, and we may merge these two
sites into one, yielding an effective charging energy for a new
cluster site,

22, " ©)
Um B Um Um+1.

This process of link decimation is shown in Fig. 2(b).*
Altman et al. wrote integrodifferential equations describing

the flow of the distributions of the variables ¢; = Uﬂ — 1 and
J

Bj = ln(%) as a function of the RG time I' = ln(%), where
2; is the initial RG scale. We direct the reader to Ref. 4 for
these flow equations and here only quote the solution forms
for the distributions

f@D) = foe 4, g@.I) = goe @, (7)
where fo = f(0,I") and go = g(0,T") satisfy

d d
d—{i’ = foll = go). diro = — fogo- ®)

The quantity € = fy — go+1Ingo+ 1 is an invariant and
natural tuning parameter of the flows (8). When € = 0, the flow
terminates at an unstable fixed point at ( fy,g0) = (0,1) that
controls the transition between insulator (¢ > 0) and superfluid
(e < 0). This fixed point corresponds to a classical model with
vanishing charging energies. Expanding about this point by
defining go(I") = 1 4+ y(I'), we can approximate the critical
flows

2

oM~ =5,

yI)~ —. C))

XN

Here, y; = y(0) and

2
yIMH=T+—. (10)
Consider perturbing the rotor model (1) with an ordering
field,

I-?’:—hZcos(qAbj). (11)
J

The superfluid susceptibility is the linear response

1y eos(dy)

L oh (12)

X:

; h=0

The RG builds clusters of various sizes (through link dec-
imation steps) and then removes these clusters from the
chain (through site decimation steps). Each cluster is an
approximately independent superfluid island, and our goal is
to accumulate the contributions to x from all such islands.
We do this by following the RG to a time I'; at which the
initial L-site chain has been renormalized to a single cluster.
Then, we take into account the contribution of the final cluster
separately,

Xp [
0

Here, X us(I") is the extensive superfluid susceptibility of
clusters decimated at time I', p(I") is the density (number
per unit area) of these clusters, and X is the extensive
susceptibility of the final cluster.

220501-2



SUSCEPTIBILITY AT THE SUPERFLUID-INSULATOR ...

In implementing the calculation (13), we also want to keep
in mind that, in one dimension, true long-range order does not
exist within superfluid clusters; therefore, we must account
for the internal fluctuations that the SDRG neglects. The link
decimation procedure implies absence of phase slips within
the cluster, and this makes the effective cluster Hamiltonian
quadratic. A uniform, quadratic Hamiltonian is easy to
study analytically, so we adopt a uniformization procedure
(described below) to calculate the cluster susceptibilities.
Uniformization is reasonable as long as the susceptibility of
a disordered, quadratic chain self-averages. Numerical checks
on moderately sized (L = 100) systems seem to indicate that
this is the case; nevertheless, the uniformization procedure is
an uncontrolled approximation whose ultimate justification is
that it gives results that are consistent with those from Monte
Carlo.®

We now proceed to the details of the calculation. We first
use our solutions (9) to calculate the number of sites remaining
in the system at RG time I" [see Eq. (8) of Ref. 4]:

4% 7D
yi (2

Reasoning that a fraction f(I")dI" of these get site-decimated
in the interval (I',I" 4+ dTI"), we find

NI)~ L (14)

8eir ¢
p(D)dl' ® —— ———dT.
y; r(@?
Also, using Eq. (14), we can infer the renormalization time I" ¢
by setting N(I'y) = 1. This yields an expression that can be
iteratively inverted to yield

4en 4ev 2
'y ~In —L —2Inln —L)-—. (16)
' y Y

i
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We also need to compute certain “internal” properties of
the clusters decimated at time I', including their typical size
5 (i.e., the number of bare sites that they represent) and
statistical properties of the internal couplings. In our cluster
uniformization procedure, we will define the effective uniform
charging energies and Josephson couplings as the averages

1 1 1 1
= — -, = — -, 17
Uunif SZUj Juni S Jj ( )

jec

where the sums are taken over all the sites or links of which the
cluster is built. While Ui = sS2 for clusters at the RG scale,
finding Jyni¢ requires an extension of the RG to keep track of
the distribution f (¢,R,T") where R is the sum

R:Z]ij. as)

jec

Such an extension was described in Ref. 6. Here, we are
interested in the average value of R as a function of ¢
and I,

[dRRF(,R,T)

k@)= TdRF(C.RT)

19)
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We can formulate an equation governing the evolution of this
average near criticality,

aR_l OR R M+1 r
ﬁ—( +§)%+ [fo()+ — go(I)

dlnf Odlnf
oc  or :|+2fo(F)g0(F)

Jo(T)go(I')
—g

+A+9¢)

{ -
X / d¢'R(\T)+¢ (20)
0
In the large I" limit, this equation can be solved when we insert
the solutions (7) and (9),

R F)~£(1+C)[ex (-—i>—1] @1
RS PUTTYD '

Proceeding along similar lines, we can find the mean cluster
size 5(¢,I),

2
5(¢,0) ~ 7’(1 +0)eb. (22)

We now pause to compare the predictions (21) and (22) to
numerical RG. We run the RG on L = 107 lattices, beginning
with the attractor distributions (7), for various values of y;.
We periodically interrupt the procedure and check if the
numerically generated distributions of R and § match the
analytical expectations. In Fig. 3, we plot results for y; = 0.1,
showing that the predictions remain valid until the effective
renormalized chain consists of only two sites (i.e., after
107 — 2 RG steps).

In its final two steps, the numerical RG typically merges
the two remaining sites and then site-decimates the resulting
cluster. At this stage, the comparison of analytics and numerics
is subtle. Essentially, it is illegitimate to estimate I" based on
the final site’s charging energy, since there is no longer any
distribution of sites or couplings. Instead, we can assume that
the RG time is I' y and rewrite Eq. (21) to eliminate ¢ in favor
of the effective charging energy Uy. The numerical results
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FIG. 3. (Color online) In the main figure, a check of the
result (21) for R(¢,T"). Note that a = [exp (y; — %) — 1]. We stop
the numerical RG for y; = 0.1 when only two sites are remaining
and pool 103 samples. In the inset, a similar check of the result (22)
for 5(¢,I"). Here, A = Q’T“z The reference lines show the analytical
predictions, and the inset blocks one outlier of the main figure.
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then confirm the following relationship for R,

_ 2
UfRf%exp<y,-——>—l, (23)
Vs

where y; = y(I'y). We can also circumvent Eq. (22) and
compute the size of the final cluster by finding the fraction
of the chain that has been site-decimated by time I"f,

1".
fo ' dTp(I)5(0,T") ~ %y,?. (24)

Thus, the final cluster represents approximately (1 — % y,z)L
sites of the original chain.

The final ingredient that we need is the calculation of the
susceptibility of the uniformized cluster. We begin with the
uniformized quadratic Hamiltonian

J K R R K A
House = %lf D (@i = i) + Unie Y5, (25)
j=1 j=1

and use standard path integral techniques. Here, we simply
quote the result,

(revE)~ng3n

Uunit

Xclusl ~

[1+nlnn+ nln(re’™)], (26)

where yg ~ 0.5772 is the Euler gamma and

I [2Uunis 1
= — |—— = —+2UR. 27
g 2 Junif 2 ( )

Note that U = 5Uit.

We can now assemble the final result. Equations (26)
and (23) allow us to compute the final cluster’s contribution to
the susceptibility,

2 onf1_ 2\ " Laaon
~ TeVEY "ol — ZL L=—"vr
Xp s (re™) ( 2)

i 12

x[1+n(yp)In(me™) +nyp)Inn(ys)l,  (28)

1 2
nly) = E\/Z[CXP <)’i - m) - 1]- (29)

On the other hand, determining the contribution of the
subleading clusters involves evaluating the integral

2y2 y(Ty) Ty? 2\ 1Y) G20y

~ 2L I LVELT Y -
Xsl ) /2 dy( > e’te > 3

x [1 4+ n(y)In(e™) + n(y) Inn(y)]. (30)

where

At small y;, the density of subleading clusters is strongly
suppressed, and these clusters have little opportunity to con-
tribute to the susceptibility. In any case, in the thermodynamic
limit, both contributions (28) and (30) diverge as L>~", where
Nsd = lim, ., n(y) is the anomalous exponent (3). Thus, 1
is the principal result of our work.
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We must, however, question when this anomalous exponent
can be observed. Equation (29) reveals that the thermodynamic
limit requires

2
Ly> - (3D

1

This implies

y? 2
L > =~ exp (—) (32)
4 Vi

For small values of y;, this corresponds to an enormous
length scale that is inaccessible to Monte Carlo and even
numerical SDRG. We plot this length scale as a function of
y; in the inset of Fig. 1. This indicates the need for caution
in interpreting the results of Hrahsheh and Vojta:® Due to
strong finite-size effects, their measurement of the anomalous
dimension likely underestimates the “true” thermodynamic
value. Here, an underestimate actually moves n further from
the value at the Giamarchi-Schulz transition, n = le’ and closer
to the scaling result, n = 0. Since various laboratory systems
(e.g., ultracold atoms) reach only moderate values of L, this
obstacle to cleanly observing ny could be experimentally
relevant.

In Ref. 7 Pollet et al. argued that the one-dimensional
superfluid-Bose glass transition is characterized by a slow
classical renormalization of Josephson couplings, beyond
which the criticality of Giamarchi and Schulz sets in at in-
accessibly large length scales. In the strong-disorder scenario,
late stages of the critical RG flow are also dominated by link
decimations; however, rare site decimations have a dramatic
effect in renormalizing the Josephson coupling distribution,
and this has crucial consequences for the susceptibility. Thus,
an exceedingly slow and apparently classical renormalization
flow can also be a precursor of strong-disorder criticality.

As a final point, we reiterate that our anomalous ex-
ponent (3) approximately obeys the scaling relation (4),
which usually follows from a Kubo formula in clean sys-
tems. In our uniformization procedure, we essentially cal-
culate K for each cluster and then integrate the result-
ing correlation function to find the cluster’s susceptibility:
Hence, we build in the Kubo formula for each cluster.
More surprisingly, n = ﬁ was observed in Monte Carlo.?
One of the virtues of our methodology is that it explains
why the scaling relation is obeyed on finite-size lattices,
even as n and K slowly drift to their thermodynamic
values.
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