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Abstract: Text data has always accounted for a major portion of the world’s information. As the 

volume of information increases exponentially, the portion of text data also increases significantly. 

Text classification is therefore still an important area of research. LDA is an updated, probabilistic 

model which has been used in many applications in many other fields. As regards text data, LDA also 

has many applications, which has been applied various enhancements. However, it seems that no 

applications take care of the input for LDA. In this paper, we suggest a way to map the input space to a 

reduced space, which may avoid the unreliability, ambiguity and redundancy of individual terms as 

descriptors. The purpose of this paper is to show that LDA can be perfectly performed in a “clean and 

clear” space. Experiments are conducted on 20 News Groups data sets. The results show that the 

proposed method can boost the classification results when the appropriate choice of rank of the 

reduced space is determined. 
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1. Introduction 
 

The explosion in the volume of information has been 

accompanied by an increasing challenge of effective 

content indexing and summarization. Text classification, 

which automatically assigns predefined categories to new 

documents, is considered as an effective solution to this 

problem. It is notable, however, that the high 

dimensionality of the feature space makes the task much 

more difficult [1]. For example, the dimensionality of the 

original feature space, which consists of unique terms 

(words or phrases) in documents, can be up to hundreds of 

thousands even for a moderately sized text collection. This 

is prohibitively high for many learning algorithms [1][ 11]. 

To ease the situation, numerous information techniques 

have been developed one by one.  

Latent Semantic Analysis (LSA) is a well-known 

technique that uses the linear algebra Singular Value 

Decomposition tool. The key idea of this technique is to 

map high-dimensional count vectors, such as the ones 

arising in vector space representations of text documents 

[3], on to a lower dimensional representation in a so-called 

latent semantic space. Hoffman’s Probabilistic Latent 

Semantic Analysis (PLSA) marked a significant step 

forward when using this novel statistical technique for the 

analysis of two-mode and co-occurrence data. PLSA has 

applications in the fields of information retrieval and 

filtering, natural language processing, machine learning 

from texts, and in other related areas. It took another four 

years until Blei et al. (2003) suggested the Latent Dirichlet 

Allocation (LDA), which overcame the limitations of 

PLSA. LDA provides a probabilistic model at the 

document level. In the context of text modeling, the topic 

probabilities provide an explicit representation of a 

document [4].  

However, none of these methods care much about the 

status of the input space of data. The input space may 

contain a lot of noise, ambiguity, and even imprecision 

(missing or incorrect values), all of which may lead to a 

decrease in the results of classification. 

In this paper, we try to find a way to cope with this 

situation, based on the model suggested by Deerwester. We 

use the algebra matrix Singular Value Decomposition 

technique to map the input data space on to a rank-

specified reduced space. The main purpose is to remove the 

noise, ambiguity and perhaps the imprecision from the 

input space. The results show that the proposed method can 

somewhat boost the classification results just in the event 

that the appropriate choice of rank of the reduced space can 

be determined. 
 

 

2. Related Work and Motivation 
 

2.1 Latent Semantic Analysis by Singular Value 

Decomposition 
 

As mentioned in the introduction, the key idea of Latent 

Semantic Analysis (LSA) is to map documents (and by 

symmetry terms) on to a vector space of reduced 

dimensionality, namely the latent semantic space [7]. The 

mapping is restricted to linearity and is based on a Singular 

Value Decomposition (SVD) of the co-occurrence table.  

However, its theoretical foundation remains to a large 

extent unsatisfactory and incomplete in that LSA does not 
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define a properly normalized probability distribution and 

there is no obvious interpretation of the directions in the 

LSA latent space. 

A matrix X of terms and documents, N x M, can be 

decomposed into the product of three other matrices, where 

X = W0S0D0
t, W0 and D0 have ortho-normal columns 

(W0
tW0

 = D0
tD0 = I), and S0 is diagonal. W0 and D0 are the 

matrices of the left and right singular vectors and S0 is the 

diagonal matrix of the singular values of X. This is called 

the Singular Value Decomposition of matrix X. The LSA 

approximation of X is computed by setting all but the 

largest L singular values in S0 to zero, S(LxL).   Thus, 

W0, D0 are also reduced to W(NxL) and D(MxL). The 

result is a reduced model  = WSDt. SVD can be 

viewed as a technique for deriving a set of uncorrelated 

indexing variables or factors. Each term and document is 

represented by its vector of factor values. That is, the 

"meaning" of a particular term/word, query, or document 

can be expressed by L factor values, or equivalently, by the 

location of a vector in the L-space defined by the factors 

[3][ 7][ 11].  

 

 

Fig. 1 Graphical model representation of PLSA 

 

2.2 Probabilistic Latent Semantic Analysis 
 

We have M documents containing terms from a 

vocabulary of size N. The corpus of text documents is 

summarized in the N by M co-occurrence table X, where X 

= (x(wi, dj))ij stores the number of occurrences of a term wi 

in document dj . This is known as the bag of words model. 

In addition, there is a hidden (latent) topic variable zk 

associated with each occurrence of a word wi in a 

document dj. 

The joint probability P(wi, dj , zk) is assumed to have 

the form of the graphical model shown in Figures 1 and 2. 

Marginalizing over topics zk determines the conditional 

probability P(wi|dj): 

 

    (1) 

 

where P(zk|dj) is the probability of topic zk occurring in 

document dj, and P(wi|zk) is the probability of word wi 

occurring in a particular topic zk.  

However, in the PLSA space, each document is 

represented as a list of numbers (the mixing proportions for 

topics), and there is no generative probabilistic model for 

these numbers. This leads to several problems: (1) the 

number of parameters in the model grows linearly with the 

size of the corpus, which leads to serious problems with 

over-fitting, and (2) it is not clear how to assign probability 

to a document outside of the training set [1, 4, 8]. Although 

PLSA represents a significant step towards probabilistic 

modeling of textual data, it provides no probabilistic model 

at the level of documents [7]. 

 

 

Fig. 1 Another graphical model presentation of PLSA 

 

Examples:   

Assume that there is a document d containing 5 

characters A, B, C, D and E; and that there is a set of 

corresponding topics z, including 4 topics z1, z2, z3 and z4. 

Then we have: 

 

d={A, B, C, D, E} and z={z1, z2, z3, z4}, in which: 

• A, D is known to have belonged to z1. 

• C, E is known to have belonged to z2. 

• B is known to have belonged to z4. 

Thus, we can present d as a mixture of portions of z1, 

z2 and z4. 

 

2.3 Latent Dirichlet Allocation 

 
Unlike PLSA, LDA (Figure 3) treats the multinomial 

weights P(z|d) over topics as latent random variables. The 

LDA model is extended by sampling those weights from a 

Dirichlet distribution, the conjugate prior to the 

multinomial distribution. This extension allows the model 

to assign probabilities to data outside the training corpus 

and uses fewer parameters, thus reducing over- fitting [13]. 

LDA assumes the following generative process for each 

document in a corpus: 

 

1. Choose N  ∼ Poisson(ξ). 
2. Choose θ  ∼ Dir(α). 

3. For each of the N words wn: 

(a) Choose a topic zk  Multinomial(θ). 
(b) Choose a word wn from p(wn|zk,β), a multinomial 

probability conditioned on the topic zk. 

 

By using some generative variables to control the 

objects of interest (documents, words, and topics), LDA 

can overcome the limitations of local observation and the 

problem of the linear increase in the number of parameters 

in PLSA. Variable α will control the documents, while β 

will control the words and θ will control the topics. Figure 

3 illustrates this idea. 

Given the Dirichlet parameters α and β, with a topic 

mixture θ, a set of K topics {zk}, and a set of N words {wn}, 

we have the marginal distribution over topics {zk} of a 

document: 
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 (2) 

 

Each item of a collection is modeled as a finite mixture 

over an underlying set of topics. Each topic is, in turn, 

modeled as an infinite mixture over an underlying set of 

topic probabilities. This three-level hierarchical 

probabilistic model gives LDA the strength to overcome 

the problems of local training set indexing and parameter 

over-fitting. 

 

 
 

Fig. 2. LDA is an updated PLSA 

 

This method is the most advanced of the three; however, 

it does not take care of the input space, which may contain 

a lot of noise, ambiguity and even imprecision, all of which 

may lead to a decrease in the classification results. 

 

2.4 Motivation 

 
Singular Value Decomposition (SVD) is an interesting 

algebra tool which has been included in many applications. 

These employ SVD to compute the least squares fitting of 

data and to determine the rank, range and null space of a 

matrix. Many other works use SVD as an effective 

technique in image compressing/decompressing, image 

decomposition, and circuit signal filtering or clustering. 

For text data, SVD has just been significantly used in LSA. 

The LSA technique led to the idea of using SVD to create a 

reduced space where documents and terms will be 

presented with the inference vectors of factor values. The 

reduced space is significant in that it can avoid the 

unreliability, ambiguity and redundancy of individual terms 

as descriptors [3]. 

LDA, as mentioned above, is one of the best among the 

infinite mixture of probability models. This line of thinking 

has led to the key idea of my work. SVD is included in 

LSA, which is neither well-modeled nor equipped with any 

random probabilistic models. But, SVD alone can create 

the reduced space without unreliability, ambiguity and 

redundancy. This advantage should not be wasted. At the 

same time, LDA, an updated model of which constitutes a 

well-designed, three-level hierarchical probabilistic model, 

can model and classify the data very well. That being the 

case, why should we not use these strong elements to 

create a new procedure? The new combined method may 

have the ability to outperform the old ones. This work has 

been executed as an answer to the foregoing question. 

 

 

3. The Combined Model 
 

As mentioned above, the combined model wants to use 

the strong points of both LSA and LDA. LSA helps to map 

the original feature description (documents by symmetry 

terms) on to a vector space of reduced dimensionality, the 

latent semantic space, while LDA has the exceptional 

ability to represent and infer the latent relationship among 

terms/words, documents and topics. To take advantage of 

these two methods, the combined model tries to perform 

LDA on the latent semantic space generated by LSA. In 

this semantic space, the terms, documents and queries are 

already represented in a way that can avoid the unreliability, 

ambiguity and redundancy of individual terms as 

descriptors [3]. The hope here is that LDA can perfectly 

perform in a “clean and clear” compact space.  

Assume that we have M documents of size Nm (m  [1, 

M]) containing terms from a vocabulary V. The corpus of 

text documents is then summarized in an M by N co-

occurrence table/matrix X, where matrix X=(x(m, n)mn (n 

 [1, Nm]) stores the number of occurrences of a particular 

term for the term placeholder [m, n]. The decomposition of 

X in the way of SVD is the product of three other matrices, 

X = U0S0V0
T, where U0 and V0 have ortho-normal columns 

(U0
TU0

 = V0
TV0 = I) and S0 is diagonal.  

The reduce space  is reconstructed by setting all but 

the largest L singular values in S0 to zero. Since zeros were 

introduced into S0, the representation can be simplified by 

deleting the zero rows and columns of S0 to obtain a new 

diagonal matrix S, and then by deleting the corresponding 

columns of U0 and V0 to obtain U, V and S, respectively. 

The result is a reduced model  = USVT. The new 

space now has the same size as X but the content is 

stressed. From now on, the later LDA will be performed on 

this reduced space instead of on X in the hope that within 

the clean and clear space, free from unreliability, ambiguity 

and redundancy, LDA can show only the best results.  

 

Fig. 3 An LDA generative graphical model 

In order to create a reduced space/matrix, we have to 

choose a value L that is known to be the rank of the new 
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space. This is not a simple problem. The choice of rank L 

critically affects our work. Ideally, we want a value of L 

that is large enough to fit all the real structures in the data, 

but small enough so that we do not also fit the sampling 

error or unimportant details. The proper way to make such 

choices remains an open issue in the factor analytic 

literature. In this work, we assume that a value of L which 

yields good retrieval performance is chosen. 

A set of K topics is assumed to be already known and 

fixed. A document Wm is generated by first picking a 

distribution over topics θm from a Dirichlet distribution 

Dir(α), which determines the topic assignment for words in 

that document. Then, the topic assignment for each word 

placeholder [m,n] is performed by sampling a particular 

topic zm,n from a multinomial distribution Mult(θm). And, 

finally, a particular word wm,n is generated for the word 

placeholder [m, n] by sampling from the multinomial 

distribution Mult(φk). Such a generative process is shown 

in Figure 4 and described as a pseudo code in the table 

below. 

 

Table 1 A pseudo code for the LDA generation process 

 

for all topics k in [1,K] do 

sample mixture components k  Dir(β) 

end for 

for all documents m in [1,M] do 

sample mixture proportion m  Dir(α) 

sample document length Nm   Poiss(ξ) 

for all words n in [1, Nm] do 

sample topic index zm,n  Mult(θm) 

sample term for word wm,n  Mult(φk) 

end for 

end for 

 

Given the Dirichlet parameters α and β, with a topic 

mixture θ, a set of K topics, the likelihood of a document 

Wm can be computed by integrating over θm, φk and 

summing over Zm as below.  

 

  (3) 

 

By calculating the product of the likelihood of the whole 

data collection {Wm}, we can obtain the likelihood of all 

documents: 

 

   (4) 

 

 

4. Experiments 
 

Experiments are set up using the data set “20 

Newsgroups”, which is a collection of approximately 20,000 

newsgroup documents, partitioned (nearly) evenly across 20 

different newsgroups. To the best of my knowledge, it was 

originally collected by Ken Lang, probably for his paper 

titled Newsweeder: Learning to filter netnews, though he 

does not explicitly mention this collection. The ‘20 

newsgroups’ collection has become a popular data set for 

experiments in text applications of machine learning 

techniques, such as text classification and text clustering. 

The version chosen (“by date” version) is sorted by date into 

training (60%) and test (40%) sets, and does not include 

cross-posts (duplicates) or newsgroup-identifying headers 

(Xref, Newsgroups, Path, Followup-To, Date). 

The experiments are performed using 3 particular 

methods: PLSA, LDA, and the method proposed in this 

paper. We will conduct experiments on 405,628 data 

entries divided into train data (208,994 entries) and test 

data (196,634 entries). This amount of data contains 5 

topics. Because the cost of computing SVD is extremely 

high, we decided to use a subset of the data set. The Matlab 

smoothed code for LDA and PLSA is from Jakob Verbeek 

(LEAR team). All options are set to default, which means 

estimates for gammas and betas are used. Gammas values 

will show the probability of one document being assigned 

to a topic. At the same time, the beta values show the 

probability of one word being assigned to a topic.  

We check the accuracy in a situation where there are 

T=5 topics, and with SVD-LDA the rank L varies among 

100, 300, 500, 700, 900 (L=3000 is the maximum with this 

amount of data).  

With (T,L)=(5,100) or (T,L)=(5,300), SVD-LDA is 

worse than PLSA and LDA. But when the rank L is 

slightly increased to L=500, we can see that the SVD-LDA 

method has already passed PLSA. Then, at the point where 

(T,L)=(5,700), SVD-LDA is the winner. Compared to 

PLSA, this represents an improvement of 1.89%, while 

compared to LDA, an improvement of 0.71%. However, a 

decrease with L=900 was also noticed. From the 

experiments, we can tell that our method is capable of 

boosting the results of the LDA method with the right 

choice of rank L. However, L=700 may not be the best 

choice: the best choice must be somewhere between 500 

and 900.  
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Fig. 5 Accuracy changes over the ranks (T=5). 

 

The results show that the proposed method is slightly 

better than LDA and PLSA, having the appropriate rank L 

of the reduced space. This once again stresses the critical 

role of the choice of rank L, which still requires further 

research before it can be used effectively. 

In Fig. 2, the original clean images are located in the 

first column, while the second column contains the noisy 

images and the third one contains the de-noised images of 

our proposed algorithm. 

 

 

5. Conclusions 
 

We have presented a combined model SVD-LDA which 

can be used for text classification. This approach attempts 

to deal with noise, ambiguity and perhaps imprecision in 

the input space. To ease the situation, we suggest the idea 

of using the algebra matrix Singular Value Decomposition 

technique as a filter. The SVD filter will map the input data 

space on to a rank-specified reduced space. Then, LDA 

will be performed on this new space.  

The experimental results show that the proposed method 

can somewhat boost the classification results in the event 

that the appropriate choice of rank of the reduced space can 

be determined. This also proves that the classification 

results can be improved with this combination, which may 

lead us to (an) other effective one(s).  
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