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Abstract

Many efforts have been made for addressing coverage

problems in sensor networks. They fall into two categories,

full coverage and barrier coverage, featured as static cover-

age. In this work, we study a new coverage scenario, sweep

coverage, which differs with the previous static coverage. In

sweep coverage, we only need to monitor certain points of

interest (POIs) periodically so the coverage at each POI is

time-variant, and thus we are able to utilize a small num-

ber of mobile sensors to achieve sweep coverage among a

much larger number of POIs. We investigate the definitions

and model for sweep coverage. Given a set of POIs and

their sweep period requirements, we prove that determin-

ing the minimum number of required sensors (min-sensor

sweep-coverage problem) is NP-hard, and it cannot be ap-

proximated within a factor of 2. We propose a centralized

algorithm with constant approximation ratio 2 + ε for the

simplified problem where all sweep periods are identical.

We further characterize the non-locality of the problem and

design a distributed sweep algorithm, DSWEEP, cooperat-

ing sensors to provide required sweep requirements with the

best effort. We conduct extensive simulations to study the

performance of the proposed algorithms. Our simulations

show that DSWEEP outperforms the randomized scheme in

both effectiveness and efficiency.

1 Introduction

Wireless sensor networks have been widely studied for

environment surveillance applications. In such applica-

tions, achieving specific coverage requirements is essential.

There has been tremendous work done for different cover-

age problems in sensor networks under two main existing

coverage scenarios, full coverage and barrier coverage. In

full coverage [1, 2, 3, 19, 22], sensors deployed over the

field continuously monitor the entire area. Any point within

the area is ensured to be covered by at least one or k sensors.

A full coverage is required usually when users need to fully

monitor the entire environment. In barrier coverage [4-6],

sensors are deployed to form a barrier for detecting any in-

truders crossing the given strip area. Sensors cooperate to

guard barrier coverage by covering the crossing paths. Bar-

rier coverage is usually required for guarding safeties from

intruders.

In either of the above two coverage scenarios, the mon-

itored area requires being covered all the time, featured as

static coverage. On the opposite, some applications set re-

quirements with more dynamics along the time dimension.

In a typical application of patrol inspection, we only need

provide monitoring on certain Points Of Interest (POI) pe-

riodically instead of all along, which is featured as a sweep

coverage. Sweep coverage differs with the static coverage,

in the sense that in sweep coverage the coverage at each

POI is time-variant as long as a coverage period is guaran-

teed. Therefore, directly applying traditional work under

static coverage to the sweep coverage scenario is not fea-

sible, suffering from poor efficiency and unnecessary extra

overhead.

In this work, we investigate the sweep coverage prob-

lem in sensor networks. We propose a model for sweep

coverage, in which each POI is covered by a sensor at a

specific time instance iff. the sensor is located at the posi-

tion of the POI. A POI is t-sweep covered if it is covered at

least once every t time units, and t is the sweep period of



this POI. Different POIs could have different sweep periods.

For periodical monitoring, we can utilize a small number of

mobile sensor nodes to achieve sweep coverage among a

much larger number of POIs. In this scenario, we assume

that all sensors are mobile, since the situation consisting of

both stationary and mobile sensors can easily be reduced to

scheduling mobile nodes for sweep coverage among those

POIs not covered by stationary sensors.

Given the sweep coverage model with a set of POIs and

the requirement of their sweep periods, a natural problem

is to determine the minimum number of mobile sensors for

required sweep coverage, which we define as min-sensor

sweep-coverage. Unfortunately, we prove that this min-

sensor sweep-coverage problem is NP-hard and it cannot be

approximated within a factor of 2 unless P = NP. It is even

challenging whether we can design a polynomial algorithm

achieving constant approximation ratio. We further charac-

terize the non-locality of the sweep coverage problem, i.e.,

an individual mobile sensor cannot locally say “yes” or “no”

to the question of whether a given set of POIs are glob-

ally t-sweep covered. As a result, how to design a sound

distributed algorithm to cooperate the sensors achieving the

sweep coverage efficiently is non-trivial.

We first target a simplified min-sensor sweep-coverage

problem where the sweep periods of all POIs are assumed

to be identical. We propose a centralized sweep algorithm,

CSWEEP, to schedule the sensors, which has an approxi-

mation ratio 2 + ε for any ε > 0 on the minimum num-

ber of required sensors. In CSWEEP , the moving route of

each mobile sensor is predetermined to guarantee the cov-

erage. Then we extend to the general min-sensor sweep-

coverage problem. For practicability and scalability, we

propose a distributed sweep algorithm, DSWEEP, which

cooperates sensors efficiently to provide required coverage

with the best effort. In DSWEEP, each sensor decides its

moving path individually in runtime with the knowledge

of the traces of others. Therefore, each sensor maintains a

sweep table to save the swept POI ID and swept time. Sen-

sors propagate their sweep tables to the network through the

epidemic exchange. Our simulations show that DSWEEP

outperforms the randomized scheme in both effectiveness

and efficiency.

The rest of this paper is organized as follows. Section

2 discusses related work. Section 3 describes the prelim-

inaries on sweep coverage. We also prove the NP hard-

ness of the min-sensor sweep coverage problem and present

CSWEEP algorithm. In Section 4, we present the design of

DSWEEP, including the information exchange and local de-

cision processes. We conduct the performance evaluation of

DSWEEP in Section 5 and finally, we conclude this work in

Section 6.

2 Related Work

The coverage problem has been a hot issue in wireless

sensor networks. Many efforts have been made on the full

coverage problem, such as area coverage [10, 11] and point

coverage [12]. There has been some work using mobile

sensors to assist static coverage under a hybrid network ar-

chitecture [13, 14]. Wang et al. investigate the optimized

movement of mobile sensors to provide k-coverage in both

mobile sensor networks and hybrid sensor networks [13].

The authors in literature [14] propose a distributed reloca-

tion algorithm, where each mobile sensor only requires lo-

cal information to achieve optimal relocation. They explore

the potentials of mobile sensors to extend the network life-

time. Also many researchers study the coverage of mobile

sensor networks. Howard et al. [15] propose a potential-

field-based algorithm and ensure that the initial configu-

ration of nodes quickly spreads out to maximize coverage

area. Wang et al. [16] present another virtual-force-based

sensor movement strategy to enhance network coverage af-

ter an initial random placement of sensors. Sensor nodes are

redeployed according to the virtual force calculation. They

also consider the coverage holes in the network and move

sensors to the desired target positions in order to improve

the coverage [17]. Above algorithms aim to spread sensors

over the field for a stationary configuration to maximize the

coverage area. A complete survey of the full coverage prob-

lem is provided by Wu et al. [3].

Kumar et al. extensively study the barrier coverage prob-

lem [4-6], where the sensors form a barrier to prevent in-

truders from crossing a thin strip. The work in literature [4]

is the first one to study the theoretical foundations of bar-

rier coverage. A localized algorithm providing local barrier

coverage is proposed in literature [5]. Balister et al. [6] fur-

ther derive reliable density estimates for achieving barrier

coverage and connectivity in thin strips.

Most of existing work focuses on static coverage with

stationary configurations of the sensors. Even with mobile

sensors, they mostly focus on achieving an optimized de-

ployment through their mobility without exploring the dy-

namic coverage. Obviously, the results and approaches of

the work do not directly apply to the sweep coverage sce-

nario. One previous work [18] studies the dynamic aspects

of the coverage in a mobile sensor network. It shows that

while the area coverage at any given time instance remains

unchanged, a larger area will be covered during a time in-

terval. The targets that not detected in a stationary sensor

network can now be detected by moving the sensors. How-

ever, it focuses on providing coverage for the full area and

does not consider the sweep coverage scenario.

The concept of sweep coverage initially comes from the

context of robotics [8, 9] which mainly concerns the met-

ric of coverage frequency, i.e., the frequency of the cover-



age of each point. Robots coordinate or randomly move on

the field and deploy communication beacons in the environ-

ment to mark previously visited areas. Robots then make

local decisions on their motion strategy through communi-

cations with those beacons. The techniques proposed in the

domain of robotics cannot be directly applied to sensor net-

works due to the highly integrated intelligence and costly

hardware requirements of robots. To the best of our knowl-

edge, this work is the first to introduce the sweep coverage

in sensor networks which builds the theoretical foundation

and proposes practical protocols.

3 The Sweep Coverage Problem

In this section, we first give some definitions for sweep

coverage problem. We prove the NP hardness of deter-

mining the minimum number of sensors to provide re-

quired sweep coverage (min-sensor sweep-coverage prob-

lem). We find that this problem cannot be approximated

within a factor of 2 unless P = NP. We then propose a

centralized approximation algorithm against the min-sensor

sweep-coverage problem with constant approximation ra-

tio. At the end of this section, we characterize the non-

locality property of sweep coverage problem.

3.1 Sweep coverage

Assume that n mobile sensors

S = {s1, s2, · · · , sn}

are (randomly or strategically) utilized to monitor m points-

of-interest (POIs)

H = {h1, h2, · · · , hm}

in a region.

Let di,j be the Euclidean distance between POI hi and

hj . We assume that all mobile sensors will move at the same

speed v. At a specific time instance, a POI is covered by a

sensor iff. the sensor is located at the position of that POI.

We assume that all sensors are mobile, since the situation

consisting of both stationary and mobile sensors can easily

be reduced to scheduling mobile nodes for sweep coverage

among those POIs not covered by stationary sensors.

Sweep coverage is different with traditional full cover-

age or barrier coverage in which users need provide static

and continuous coverage all the time. In sweep coverage

we only require that the POIs are covered at least once every

certain time interval, so that we can guarantee event detec-

tion within a certain delay bound. Based on this, we define

t-sweep coverage as follows.

Definition 1 (t-sweep coverage) A POI is said to be t-
sweep covered by a coverage scheme F iff. it is covered

at least once every t time units by the mobile sensors sched-

uled by F .

Coverage scheme F is a schedule of the mobile sensor

movement. If a POI is t-sweep covered, time interval t is

called the sweep period of the POI. In practice, different

POIs may have different sweep period requirements. We

assume that the POI hi need to be covered once every ti
time units.

Definition 2 (Global sweep coverage) A set of POIs are

said to be globally sweep covered by a coverage scheme

F iff. every POI hi is ti-sweep covered under F .

When ti = t for all POIs, it becomes a simplified prob-

lem we call global t-sweep coverage.

3.2 Problem hardness

The most fundamental problem we concern is, given a

set of POIs, what is the minimum number of mobile sen-

sors to satisfy the required global sweep coverage under the

ti-sweep coverage constraints for each POI. We denote this

problem as min-sensor sweep-coverage problem. We show

by Theorem 1 that the min-sensor sweep-coverage prob-

lem is NP-hard by a reduction from the Traveling Salesman

Problem (TSP).

Theorem 1 Given a set of POIs and their sweep coverage

time-period requirement, determining the minimum number

of required mobile sensors is NP-hard, and it cannot be ap-

proximated within a factor of 2 unless P = NP.

Proof To prove the NP-hardness of the min-sensor sweep

coverage problem, we reduce the TSP problem to the min-

sensor sweep-coverage problem as follows.

For a TSP problem, given a set of m sites U =
{u1, u2, · · · , um} in a 2-dimensional domain, TSP seeks

the shortest route to visit all sites once and return to the

starting point. The corresponding decision problem of TSP

asks whether there is a cycle with length not exceeding a

given value L. Given a decision problem of TSP (U,L), we

define a min-sensor sweep-coverage problem accordingly:

the POIs are right the m sites U = {u1, u2, · · · , um}, and

the sweep period ti of each POI is L
v

, where v is the moving

speed of mobile sensors.

Apparently, if the given TSP problem (U , L) has a solu-

tion, then one sensor is enough to provide L
v

-sweep cover-

age1: the cycle that visits all sites defines a moving scheme

F such that all sites will be visited by this sensor at least

1In other words, the solution to this min-sensor sweep-coverage prob-

lem is 1.



once every L
v

time units. On the other hand, if the min-

sensor sweep-coverage problem has a solution of one sen-

sor, the decision problem of TSP has a yes solution. Be-

cause for any interval of t = L
v

time units, each site must be

visited at least once by this sensor during this time interval

by the coverage scheme F . This implies that the scheme F
provides a route such that all sites are visited at least once.

Obviously, the total length of this route is at most L
v
·v = L.

The above reduction proves that the min-sensor sweep-

coverage problem is NP-hard. We then show that this prob-

lem does not have any polynomial time algorithm with ap-

proximation ratio ≤ 2 − ε for an arbitrary ε > 0, unless

P = NP. For the sake of contradiction, assume that such a

polynomial time approximation algorithm exists, denoted

by APPR. Consider the decision TSP with L as the length

of the optimum route for TSP. Then the corresponding min-

sensor sweep-coverage still has optimum solution with one

sensor. For this special min-sensor sweep-coverage prob-

lem, the number of sensors found by APPR will be at most

(2 − ε) · 1. It implies that the optimum solution for min-

sensor coverage problem is 1, and this solution can be com-

puted in polynomial time. This implies that the original TSP

problem has a yes solution. Recall that, it is NP-hard to de-

cide whether the decision TSP, with L as the length of the

optimum route for TSP, has a yes solution. This finishes the

proof.

3.3 CSWEEP algorithm

For the min-sensor sweep-coverage problem, global t-
sweep coverage is a simplified case where ti = t. For such

case we design a centralized sweep algorithm (CSWEEP),

which is derived from the approximation algorithm of the

TSP problem.

For the TSP problem, there is a well known polynomial

time algorithm [21], PTAS, with the best approximation ra-

tio 1 + ε. We begin with this algorithm. First, we create a

weighted complete graph using the given POIs as vertices,

and the link weights is just the distance between two POIs.

We input this graph into PTAS. Then the output is a subop-

timal route P for the corresponding TSP. Here every POI

appears just once on P in the TSP problem. We partition

route P into equal pieces with length L0 = v·t
2 as shown

in Fig. 1(a). Then, we let each mobile sensor move con-

tinuously on one individual piece of route back and forth as

shown in Fig. 1(b). As a result, each POI located on one

piece of route will be visited at least once every 2·L0

v
= t

time units. By this way, every POI is t-sweep covered and

the set of POIs are globally t-sweep covered.

By Theorem 2 we further show that CSWEEP has an

approximation ratio of 2 + ε.

Theorem 2 For the min-sensor sweep-coverage problem,

the approximation ratio of CSWEEP algorithm is at most

2 + ε for arbitrary ε > 0.

Proof First, taking the POIs of the min-sensor sweep-

coverage as sites in TSP, we have the corresponding TSP

problem. We assume that the length of optimal route for

the TSP problem is L. Notice that route P is derived

from the algorithm PTAS. Then the length of route P is

L′ = L · (1 + ε), since PTAS has an approximation ra-

tio (1 + ε). Thus, the route P should be divided into
L′

L0

= 2·L·(1+ε)
v·t

pieces in CSWEEP. As shown above, in

CSWEEP we assign each mobile sensor an individual piece

of route. Then the number of mobile sensors required in

CSWEEP is Ncen = 2·L·(1+ε)
v·t

. Second, we assume the

optimal solution of min-sensor sweep-coverage problem is

Nopt. In other words, there is a coverage scheme F and

according to scheme F , if we use Nopt sensors moving at

constant speed v, each POI will be visited at least once in t
time units. As L is the length of the shortest route for cor-

responding TSP problem, we get the following inequation

Nopt · v · t ≥ L leading to Nopt ≥
L
v·t

. Finally, the approx-

imation ratio of CSWEEP is calculated Ncen

Nopt
≤ 2 + ε. This

finishes the proof.

3.4 Non-locality of Sweep Coverage

In full coverage, it has been shown that sensors can

locally determine whether a given region is not fully k-

covered [2]. If any point on the perimeter of a sensor’s sens-

ing disk is covered by less than k sensors, then this sensor

can locally conclude that the region is not fully k-covered.

In the case of sweep coverage, however, an individual

mobile sensor cannot locally say “yes” or “no” to the ques-

tion of whether a given set of POIs is globally sweep cov-

ered. We can explain this as follows.

In many applications, the number of POIs is large and the

distance between them is long. One sensor is insufficient

for many application requirements, and two or more mobile

sensors are necessary. In such a mobile sensor network, if

no centralized deterministic scheme like CSWEEP is pro-

vided, a sensor si cannot know the whole moving path of all

other sensors. Then si cannot determine whether the POIs

not monitored by itself during each sweep period have been

visited by any other sensor during corresponding time pe-

riod. Therefore, a sensor cannot locally determine whether

all POIs are t-sweep covered. Consequently, t-sweep cov-

erage cannot be guaranteed by any deterministic scheme F
without global information. In other words, none of the dis-

tributed local algorithms can guarantee the required t-sweep

coverage.

Unfortunately, centralized global algorithms are not scal-

able for large scale networks. In practice, the POIs to be

sweep covered may change over time. Furthermore, the

moving speed of mobile sensors might also vary and the



(a) All the POIs are connected by the route

computed by approximation algorithm PTAS of

TSP. Then this route is divided into three equal

pieces.

1

2

3

(b) Each mobile sensor is assigned to move

continuously on one individual piece of route

back and forth and monitors the POIs on its

route.

Figure 1. The illustration of CSWEEP algorithm.

mobile sensor may even fail during their trips. Therefore,

CSWEEP is not scalable and adaptive to practical cases. To

address these problems, we propose a distributed sweep al-

gorithm, DSWEEP, using only local information to provide

adaptive and reliable coverage with best effort of mobile

sensors.

4 THE DSWEEP ALGORITHM

As mentioned above, a distributed algorithm is necessary

for manipulating large scale networks. Without centralized

scheduled moving route, each sensor only locally decide its

moving path on runtime based on the knowledge exchanged

with other sensors. Two questions need be answered before

launching the algorithm. How does one sensor exchange

the information with other sensors in the dynamic network?

And, how does one sensor decide which POI to move to-

wards based on the obtained information? In this section,

we describe the principle of DSWEEP in detail and answer

above two questions.

4.1 Assumptions

DSWEEP makes following assumptions. All sensors

know their instant locations on the 2-D plane, with the help

of external location services such as GPS. Each POI has a

globally unique position and ID. The positions and sweep

period of all POIs are preknowledge for each sensor. Each

sensor periodically sends out beacon messages, so each sen-

sor knows the positions of all neighboring sensors. All sen-

sors keep moving with constant speed. The communica-

tion range of each sensor is assumed to be larger enough

so that the sensors can exchange their coverage information

with neighboring nodes. Also, all sensors are assumed to be

roughly synchronized [23].

4.2 Epidemic exchange

When a sensor arrives at one POI, it does the job of sam-

pling and inspection. Then, it stores the coverage informa-

tion, including the swept POI ID and swept time. All the

POI ID and swept time pair forms a sweep table which is lo-

cally stored at the sensor. For the same POI, only the latest

swept time is saved. In order to precisely determine the next

POI, each sensor needs the global coverage information of

all sensors. However, in a dynamic and mostly disconnected

network, there are few connected paths for sensors to flood

their sweep table.

To address this problem, we use a variant of epidemic

routing [7] to exchange sweep tables among sensor nodes.

Epidemic routing adopts a “store-carry-forward” paradigm:

a node receiving a packet buffers and carries that packet as

it moves, passing the packet on to new nodes that it en-

counters. Newly infected nodes, in turn, behave similarly.

The random pairwise exchanges of messages among mobile

hosts ensure eventual message delivery.

In our case, every time a mobile sensor encounters an-

other one, they immediately exchange their sweep tables.

And afterwards both of them locally combine the two sweep

tables into a new table. The combining rules are as follows.

If a new swept POI ID appears, the sensor just inserts it as

a new entry in its own sweep table. If the same swept POI

ID appears twice, the sensor only keeps the one with the lat-

est swept time. Next time any two other sensors encounter,

the same process is repeated, whereas exchanged tables are

new ones. Therefore, the coverage information of a sensor

can propagate quickly to the whole network. The ACK is



used to guarantee reliable exchange process.

At the same time, the sensor periodically updates cover-

age information. Deleting outdated and useless information

saves storage space and especially saves the energy con-

sumption of data transmission. For each swept POI, if the

time interval between its swept time and current time is no

less than its sweep period, then it is outdated and deleted by

the sensor.

4.3 Next-POI decision

After a sensor finishes sweeping one POI, it need decide

the next POI to serve. The natural idea is that the nearest

and most urgent POI should be first served. Considering

the POIs in a planar graph, we can get the maximum dis-

tance between neighboring POIs, which is denoted as dmax

and also referred to as one-hop distance. The moving speed

is denoted as v. Therefore, the moving time of one-hop dis-

tance is dmax

v
, which is also referred to as one-hop time.

Similarly, 2 · dmax is called as two-hop distance and 2·dmax

v

is two-hop time.

When sensor sj finishes sweeping POI hi, it first checks

the set of POIs less than one-hop distance from hi, denoted

as Hi. Then for each POI in Hi, sensor sj checks its sweep

time locally in the sweep table. If the ID of one POI is not

in the sweep table, the sensor mark this POI as one candi-

date. For all candidates, it chooses the closest one as next

POI for saving energy. Otherwise, for each POI, its forth-

coming sweep deadline is its last swept time added by its

own sweep period. If the forthcoming deadline of any POI

is within next one-hop time period, this POI is marked as an

urgent POI. If multiple urgent POIs exist, the one with ear-

liest sweep deadline is selected as next POI. If no POIs exist

during the next one-hop time period, the sensor tries to find

an urgent one during the next two-hop time period. Simi-

larly, the sensor finds the POIs less than two-hop distance,

and check whether their forthcoming sweep deadlines are

within next two-hop time period. The same steps are re-

peated until its next POI is decided.

4.4 State transition of DSWEEP

To better describe the execution of DSWEEP, we ana-

lyze the state transition of DSWEEP in each sensor. As

shown in the above, every sensor has five types of actions

in DSWEEP.

• Exchange: the action of coverage information propa-

gation described in section 4.2.

• Update: the action of periodically checking the sweep

table to delete outdated information described in sec-

tion 4.2.

• Sweep: the action of patrol inspection at a POI.

sweep is done
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Figure 2. State transition diagram of a mobile
sensor.

• Decide: the action of determining the next POI to

move towards, which is detailed in section 4.3.

• Move: the action of moving from one POI to another.

After deployment, all the sensors keep moving in the

given region and perform the DSWEEP algorithm. The

state transition of each sensor is shown in Fig. 2. In most of

the time, the sensor keeps moving towards the targeted POI.

When it arrives at the POI, it transits to the sweep state. The

data sampling and inspection is performed, and then it starts

to determine the next POI. After the next POI is determined,

it moves towards it immediately. During moving in the net-

work, if the sensor encounters another one, it will exchange

its sweep table with the neighbor. At the same time, the

sensor periodically updates its sweep table to delete dated

information.

5 PERFORMANCE EVALUATION

We conduct simulation experiments on the 3-D robot

simulator simbad [20] to test the performance of our algo-

rithms. We present the simulation results in this section.

5.1 Simulation setup

For the simulations, we implement a sweep coverage in-

stance on simbad [20]. 100 POIs are randomly deployed on

a 10 meters by 10 meters square. The constant communica-

tion range of sensors is set to be 2 meters. The default mov-

ing velocity of mobile sensors is 0.3m/s. Since the pro-

posed sweep coverage is a purely new coverage scenario,

existing distributed algorithms for sensor coverage could

not directly apply to this scenario. Therefore, we propose a

randomized scheme for comparison with our DSWEEP al-

gorithm described in section IV. In the randomized scheme,
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t = 160s.

Figure 3. The cumulative distribution function (CDF) of the average monitoring period of POIs (n = 10
and v = 0.3m/s).

each mobile sensor knows the positions of all POIs in ad-

vance. After the sensor arrives at a POI, it individually

chooses a random neighboring POI as the next destination.

For simplicity we name this randomized scheme as RAND

in the following.

5.2 Evaluation results

We compare the coverage efficiency of DSWEEP and

RAND under two different requirements of sweep cover-

age. One is all POIs require the same sweep period. The

other is different POIs have different periods.

5.2.1 POIs with the same sweep period requirement

We set the same sweep period for all POIs in this subsec-

tion. The actual sweep period for each individual POI is

the metric reflecting the coverage efficiency. Therefore, we

first evaluate the cumulative distributed function (CDF) of

the average sweep period for individual POIs. We also test

the average sweep period of all POIs and the standard devi-

ations.

We set the number of sensors n = 10 and the mov-

ing speed of mobile sensors to be v = 0.3m/s. Then for

different required sweep periods t = 80s, t = 120s and

t = 160s, we do the following experiments respectively.

We run the DSWEEP and RAND both for 100000s and

compute the actual sweep period for each POI.

Fig. 3 shows how the sweep periods of the POIs vary

with the required sweep period. Fig. 3(a) shows the CDF

of different average periods of individual POIs when the re-

quired sweep period t = 80s. It is obvious that DSWEEP

significantly outperforms RAND. First, for the fraction of

POIs with average period less than 80s, the required period,

the result of DSWEEP is 78% much more than the 51%

of RAND. This means, in DSWEEP more POIs meet their

sweep period requirement. Furthermore, the CDF curve of

DSWEEP reaches 100% more quickly than RAND which

guarantees that for those POIs, which cannot meet their re-

quired sweep period, will not be delayed for too long. Fig.

3(b) presents the situation when the required sweep period

t = 120s. Similarly with the previous situation, first we

can find that the sweep periods of POIs in DSWEEP con-

centrate around the required sweep period, t = 120s, while

those in RAND distribute along the entire span. Thus more

POIs in DSWEEP fulfill the requirements and for those ex-

ceeding the required period they will not be delayed for too

long as in RAND. Fig. 3(c) lifts the required sweep pe-

riod to be 160s and shows similar results. The main reason

for above results is that the mobile sensor does not coordi-

nate in the RAND scheme thus leading to the fact that some

POIs might be visited frequently while other POIs might be

visited rarely during a long time. In DSWEEP algorithm,

however, if one POI hi is monitored by a sensor recently,

the sensor will try to send out the information through epi-

demic exchange. Thereafter, other sensors obtaining this

information will not sweep cover it until the next deadline

of POI hi comes.

Through the above simulations, compared with the ran-

domized algorithm, DSWEEP provides required sweep

coverage with fewer sensors under lower moving velocity.

5.2.2 POIs with different sweep periods

When the POIs have different importance, their required

sweep periods can be different. In this group of experi-

ments, we divide the POIs into three types: the first type

with sweep period t = 80s, the second with t = 120s
and the third with t = 160s. Each type has equal num-

ber of POIs. Then varied number of sensors and velocities
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by DSWEEP (v = 0.3m/s).
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(c) Fraction of reliable POIs vs. the velocity of mobile sensors
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Figure 4. The fraction of reliable POIs by DSWEEP and RAND scheme.

are tested to evaluate their impact on the individual average

period of POIs. We call the POIs which fulfill the required

sweep period as reliable POIs. Fig. 4 shows the fraction of

reliable POIs for three types of POIs respectively.

Fig. 4(a) and Fig. 4(b) compare DSWEEP and RAND

with different number of mobile sensors. The moving ve-

locity of mobile sensors is set to be v = 0.3m/s. Ap-

parently DSWEEP outperforms RAND with a much larger

number of reliable POIs. Moreover, in DSWEEP all three

types of POIs have similar fraction of reliable POIs which

shows the DSWEEP is adaptive to the hybrid sweep pe-

riod requirements. In RAND, however, the three different

types of POIs differ much with each other. The POIs with

loose requirement (t = 160s) has a large fraction of reliable

POIs but those with strict requirements (t = 80s) has only a

small faction of reliable POIs. Similar results are shown in

Fig. 4(c) and 4(d), where we vary the velocities of sensors.

Therefore, according to above results, DSWEEP appears to

be more adaptive and versatile to the hybrid sweep coverage

requirements.

All the above experiments show that the proposed dis-

tributed algorithm DSWEEP outperforms the randomized

scheme in both effectiveness and efficiency.

6 Conclusion

Patrol inspection with mobile sensors is an efficient

scheme for many environments surveillance applications

with specified delay bounds. We define the concept of

sweep coverage to model the requirements of periodically

monitoring a set of POIs in such applications. We discuss



the problem of determining the minimum number of re-

quired sensors for given sweep coverage requirements. We

prove that this min-sensor sweep-coverage problem is NP-

hard and it cannot be approximated within a factor of 2.

Accordingly we propose a centralized algorithm, CSWEEP,

with constant approximation ratio 2+ε for a simplified case

where all sweep periods are identical. We further design a

distributed sweep algorithm, DSWEEP, which cooperates

sensors to provide efficient sweep coverage for given POIs

and their sweep period requirements with the best effort.

The simulation results show that DSWEEP outperforms a

straightforward randomized scheme in both effectiveness

and efficiency.

Sweep coverage is a purely new concept for sensor net-

work monitoring. There are still many interesting problems

not discussed in this paper. One significant extension of this

problem is that for a given area rather than a set of discrete

POIs, how to determine the metric of sweep coverage and

study the applicability? How to work towards a bounded

distributed algorithm and reduce the communication cost in

a practical protocol for sweep coverage is also challenging.

In our future work, we plan to study these problems and

obtain more useful results.
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