Psychological Review
2005, Vol. 112, No. 4, 777-813

Copyright 2005 by the American Psychological Association
0033-295X/05/$12.00 DOI: 10.1037/0033-295X.112.4.777

SWIFT: A Dynamical Model of Saccade Generation During Reading

Ralf Engbert, Antje Nuthmann, Eike M. Richter, and Reinhold Kliegl

University of Potsdam

Mathematical models have become an important tool for understanding the control of eye movements
during reading. Main goals of the development of the SWIFT model (R. Engbert, A. Longtin, & R.
Kliegl, 2002) were to investigate the possibility of spatially distributed processing and to implement a
general mechanism for all types of eye movements observed in reading experiments. The authors present
an advanced version of SWIFT that integrates properties of the oculomotor system and effects of word
recognition to explain many of the experimental phenomena faced in reading research. They propose new
procedures for the estimation of model parameters and for the test of the model’s performance. They also
present a mathematical analysis of the dynamics of the SWIFT model. Finally, within this framework,
they present an analysis of the transition from parallel to serial processing.

In modern society, reading is a central skill, which demonstrates
how efficiently a range of different cognitive processes (e.g.,
visual information processing, word recognition, attention, oculo-
motor control) can work together to perform a complex everyday
task. Consequently, a full account of how we read is among the
crucial problems of cognitive research. Here, we focus on the fact
that eye movements in reading represent an important example for
a coupled cognitive—motor system. Therefore, a detailed analysis
of the interface between high-level cognition (word recognition)
and eye-movement control (saccade generation) is essential to
contribute to our knowledge of reading.

The measurement, analysis, and modeling of eye movements is
one of the most powerful approaches to studying the way visual
information is (a) processed by the human mind and (b) used to
guide our actions (Findlay & Gilchrist, 2003). Measurements of
fixation durations on words or on regions of text are central for
investigating cognitive processes underlying reading (Liversedge
& Findlay, 2000; Rayner, 1998). Therefore, it is of central impor-
tance to develop a detailed understanding of how the experimental
observables are related to the underlying cognitive systems.

Over the last decades, there has been a considerable increase of
knowledge about eye movements and visual information process-
ing (e.g., Hyonid, Radach, & Deubel, 2003; Radach, Kennedy, &
Rayner, 2004; Rayner, 1998). The question of how the contribut-
ing cognitive subsystems for a specific task such as reading are
coordinated is a research problem representative of questions that
we believe cannot be investigated without fully quantitative math-
ematical models. Although it is still possible to investigate aspects
of eye-movement control (e.g., word skipping or programming of
refixations) in a nonmathematical way, a fully quantitative ap-
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proach in which most of the experimental phenomena are inte-
grated is necessary to test the interaction of different theoretical
assumptions (e.g., the potential impact of a mechanism for word
skipping on refixation behavior). In perspective, computational
models can be approximated with analytical means to check the
numerically obtained results and to derive the foundations of a
rigorous theory of eye-movement control during reading (e.g.,
Engbert & Kliegl, 2003a).

Our main goal in this article is to propose a mathematical model
for the control of eye movements during reading that is both
psychologically and neurophysiologically plausible and that ac-
counts for most of the known experimental findings. The model
presented here is an advanced and substantially extended version
of the SWIFT' model proposed earlier (Engbert, Longtin, &
Kliegl, 2002). The model is motivated by many different experi-
mental results, which we discuss in detail. The model incorporates
neurophysiological properties of the oculomotor system. Further-
more, the SWIFT model is compatible with a general framework
of the generation of saccades developed by Findlay and Walker
(1999) and shares concepts with the dynamic field theory of
movement preparation by Erlhagen and Schoner (2002). As our
cognitive systems have never been under evolutionary pressure to
optimize reading abilities (i.e., there has been no special adaptation
of humans for reading), plausible models of eye movements in
reading must have the potential for generalization to task manip-
ulations (e.g., reading with a scotoma) and nonreading tasks (e.g.,
visual search). We discuss the issue of generalizability later in this
article.

The model that we develop here is a minimal model, which is
related to two aspects of model design. First, the model is based on
only a few core principles. This is a challenging problem, because
even when reading relatively simple sentences, patterns of eye
movements turn out to be very complex. As an example, we
observe several different types of saccades including word skip-
ping (no fixation on the skipped word), refixations (more than one
fixation on the same word), and even interword regressions (back-
ward saccades landing on a previously fixated region of text). The

' (Autonomous) Saccade-Generation With Inhibition by Foveal Targets.
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formulation of separate assumptions for these different types of
eye movements would violate the principle of minimal modeling.
Therefore, we aim at a general mechanism underlying all types of
saccades—the fundamental principle of our model. Second, the
core assumptions of our model are idealizations, which will be
formulated mathematically in a parsimonious way (i.e., with as
few parameters as possible). Minimal modeling is also related to
generalizability, because, with an increasing number of assump-
tions specific to reading, the model would be more and more
inflexible to explain eye movements in different tasks. How we
control eye movements in visual search should be in agreement
with the main control principles guiding the eyes during reading.
A theoretical framework for the dynamics of movement prepa-
ration with a very general claim is the dynamic field theory
(Erlhagen & Schoner, 2002). In this theory, a field of activation—
the mathematical term for a function of space and time—is spa-
tially distributed over a number of potential movement targets.
Using concepts from the theory of nonlinear dynamical systems,
the dynamic field theory proposes laws governing the temporal
evolution of such activation fields. In the dynamic field theory,
there is continuous cross talk between different cognitive sub-
systems (e.g., memory system, perceptual input, movement plan-
ning). This continuous interaction of cognition and motor control
makes the theory highly relevant to eye-movement control during
reading, as the selection of words as saccade targets must be
performed on the basis of partial knowledge, because saccade
latency requires an early start of the next saccade program during
fixation. Thus, a temporally continuous interaction between pro-
cesses of word recognition and saccade generation is essential in a
plausible model of eye-movement control during reading. Al-
though we do not refer to the explicit formalism proposed by
Erlhagen and Schoner (2002), we use the concept of an activation
field already developed in the first version of the SWIFT model
(Engbert et al., 2002). Note, however, that the assumption of an
activation field already has strong implications. A theory built
around the core assumption of a dynamically changing activation
field necessarily involves spatially distributed processing. In read-
ing, words are the elementary targets for the saccadic system. To
build up an activation field, several words must be activated in
parallel. This parallel processing, however, is not necessarily re-
lated to word recognition, but could be limited to early stages of
word processing. We discuss this important aspect of our model
later and derive different types of parallel processing of words.
The first version of our model of eye-movement control in
reading® (Engbert et al., 2002) was developed as a viable alterna-
tive to the models based on sequential shifts of attention, a prin-
ciple that motivated the development of the currently most ad-
vanced model, E-Z Reader (Reichle, Pollatsek, Fisher, & Rayner,
1998; Reichle, Rayner, & Pollatsek, 1999, 2003; see also Engbert
& Kliegl, 2001). Because of the success of the E-Z Reader model,
which is based on strictly sequential processing, some researchers
speculated that an alternative model based on parallel processing
of words could not perform similarly well. For example, Starr and
Rayner (2001, p. 162) concluded that “such a model seems rather
complicated and would be difficult to implement in a computa-
tional model. Thus, a challenge for proponents of a parallel mech-
anism of attention during reading is to delineate the parameters of
such a framework.” From this perspective, the development of the
first version SWIFT-I was important in order to keep the scientific

debate open and to demonstrate a viable alternative to E-Z Reader
and/or the principle of sequential attention shifts.

Once we have developed a mathematical model based on par-
allel processing of words, we can investigate the problem of serial
versus parallel processing by computational means. We show later
in this article that it is possible to introduce a continuous spectrum
from strictly serial to fully parallel models by a parametrization of
the type of processing. Thus, we show how a computational model
might contribute to this long-standing research problem. In per-
spective, we hope to stimulate new experimental and theoretical
work motivated by the results obtained from the SWIFT-1I model.

Before we present our model and its mathematical analysis, we
briefly review three theoretical approaches to the control of eye
movements in reading, formulate the goals for our modeling ap-
proach, and present the core theoretical assumptions as a basis for
the SWIFT-II model.

Models of Eye-Movement Control in Reading

During reading, saccadic eye movements are necessary to move
words to the center of the visual field, the fovea, where high visual
acuity enables efficient word recognition. Thus, reading may be
looked upon as a case study in active vision (Findlay & Gilchrist,
2003), the notion that eye movements are essential for almost all
visual perception.

Given the complexity of eye-movement patterns and the con-
siderable amount of variance in fixation durations, it is unclear
whether eye movements are directly guided by high-level language
processes. With respect to model categorization, we are interested
in the problem of whether cognitive models, mainly driven by
language-related properties of words (e.g., word recognition), are
more adequate than primary oculomotor control (POC) models.
Models that fall into the latter category exploit low-level informa-
tion (e.g., word length) to reproduce some of the basic patterns of
eye movements. For example, Reilly and O’Regan (1998) assumed
that the eye is directed to the longest word in the area of about 20
characters to the right of fixation and that oculomotor errors (e.g.,
overshoot or undershoot of the center of a target word) lead to
properties of within-word corrections necessary for word recogni-
tion (see also O’Regan, 1990, 1992; O’Regan & Lévy-Schoen,
1987). McConkie, Kerr, and Dyre (1994) developed a two-state
model, which provided a good account of within-word landing
positions (McConkie, Kerr, Reddix, & Zola, 1988). It is important
to note that effects of lexical processing on eye-movement control
are not completely excluded in POC; however, it is assumed that
these higher level influences only modulate a control strategy that
is primarily based on low-level visual information.

Another recent primary oculomotor model was suggested by
Yang and McConkie (2001, 2004). The key assumption of their
competition—interaction theory is that the temporal aspect of sac-
cade planning is basically independent of lexical processing. Pro-
cessing difficulty, however, can inhibit the oculomotor system
from initiating a saccade program.

To give new insights into the debate about cognitive versus POC
models, it is necessary to develop a detailed model of eye-

2 We refer to the first version as SWIFT-1. For direct comparisons, the
current version of our model is labeled SWIFT-II.



THE SWIFT MODEL 779

movement control that integrates experimentally observed phe-
nomena from both approaches. As an example, such a model
should reproduce effects of word difficulty (e.g., measured by
printed word frequency) as well as oculomotor effects (e.g., sys-
tematic errors in initial landing positions).

Following the terminology we proposed earlier (see Engbert et
al., 2002), cognitive models may be further divided into subclasses
according to their principles of allocation of visual attention. Two
important concepts are control by sequential attention shifts (SAS)
and guidance by attentional gradients (GAG).

SAS models are generally based on Morrison’s (1984) proposal
that covert shifts of attention are generically performed during
fixation. On the basis of these attentional shifts, saccadic eye
movements are prepared (Deubel & Schneider, 1996; Kowler,
Anderson, Dosher, & Blaser, 1995; Kustov & Robinson, 1996). At
the same time, parafoveal information is used to start word rec-
ognition. The mechanism of SAS provided a straightforward ac-
count of selective skipping of short high-frequency words.

The E-Z Reader model (Reichle et al., 1998) represents the most
advanced attempt to build a theory of eye-movement control based
on SAS. The development of this model was motivated by two
important findings incompatible with Morrison’s (1984) model.
First, preview benefit, the shortening of processing time on sub-
sequent words originating from time spent on the foveal word, is
modulated by foveal processing load (Henderson & Ferreira, 1990;
Kennison & Clifton, 1995). Second, one often observes “spillover”
effects due to word frequency (Rayner & Duffy, 1986); that is,
lower frequency words induce longer fixation durations not only
locally but also lengthen the fixation duration on the succeeding
word. Recent further developments of E-Z Reader include landing
site distributions (Reichle et al., 1999) and improved refixation
behavior (Reichle et al., 2003), thus extending the model to repro-
duce effects generated by oculomotor control principles, in addi-
tion to effects of lexical processing. The interface between cogni-
tion and eye-movement control in E-Z Reader was reevaluated
recently (Pollatsek, Reichle, & Rayner, in press). In a variant of an
SAS model, Engbert and Kliegl (2001) showed that it is possible
to relax the strong assumption of lexically driven saccade pro-
gramming. Therefore, the SAS framework is compatible with the
assumption of autonomously generated saccades, saccades that are
not induced by a lexical control loop.

In models based on GAG, there is a continuous distribution of
lexical processing rate over the fixated region of text. Legge, Klitz,
and Tjan (1997) proposed a gradient-type model with a saccade-
targeting mechanism that minimizes the uncertainty about the
current word, called the ideal-observer model of reading (see also
Legge, Hooven, Klitz, Mansfield, & Tjan, 2002).

In SWIFT-I (Engbert et al., 2002), we proposed that four words
are processed in parallel. Processing rate is highest for the foveal
word and decreases to the parafoveal words to the left and to the
right of the fixated word, and there is still some parafoveal pro-
cessing on the second word to the right. Although this assumption
was rather simplified without word lengths taken into account, this
model turned out as a viable alternative to models based on the
SAS principle. To extend the range of phenomena explained by
SWIFT-II and to investigate the question of serial versus parallel
processing of words, we develop an advanced version of SWIFT in
this article. Before we start to explain the core principles of our

new model, it is necessary to clarify the goals of our attempt to
model the control of eye movements during reading.

Modeling Goals

The reduction of a real-world problem to a number of simple
rules is among the key principles of mathematical modeling. The
level of detail may vary across model components. As noted in a
recent viewpoint article by May (2004), an approach that includes
as many experimentally observed details as possible represents an
abuse of mathematical modeling, because many of the known
details of a problem may turn out to be irrelevant to the model and
some important ingredients might be missing:

Perhaps most common among abuses, and not always easy to recog-
nize, are situations where mathematical models are constructed with
an excruciating abundance of detail in some aspects, whilst other
important facets of the problem are misty or a vital parameter is
uncertain to within, at best, an order of magnitude. (p. 793)

As stated above, the main objective in our modeling approach is
the interface of visual processing of words and eye-movement
control. In mathematical models developed over the last few years,
it turned out that the control of eye movements in reading can be
captured by a theoretical model without integrating an advanced
model of language processing (see Reichle et al., 2003). Most of
the variance in eye-movement patterns and many of the experi-
mental phenomena can be explained by models on the basis of
rather simplified rules for word recognition and mechanisms for
saccade programming. Thus, although language comprehension is
the function of reading, many higher level linguistic processes
essential to language comprehension typically have a rather small
impact on the details of eye-movement control during reading. To
make our modeling approach more transparent, we briefly discuss
the experimentally observed phenomena that we attempt to repro-
duce with our model and how to evaluate the model’s
performance.

Quantitative Measures for Goodness of Fit

The performance of computational models can be evaluated by
quantitative and qualitative measures. Eye-movement patterns
clearly depend on properties of lexical difficulty, which is most
commonly characterized by printed word frequency and word
predictability (i.e., the probability of guessing a word from the
sequence of previous words of the sentence; Kliegl, Grabner,
Rolfs, & Engbert, 2004; see Rayner, 1998, for a review). Although
printed word frequency can be computed from large text corpora
and independent of context, word predictability incorporates many
aspects of a reader’s knowledge of language, depends strongly on
context, and must therefore be estimated from experiments, ob-
tained from incremental reading tasks, for each word of a given
sentence. An important physical word parameter influencing eye-
movement control is word length. For example, word-length in-
formation acquired parafoveally is used in computing the next
saccade length (e.g., Morris, Rayner, & Pollatsek, 1990; O’Regan,
1979; Rayner, 1979). From these considerations, word frequency,
word predictability, and word length will serve as independent
variables for the analysis of dependent measures discussed in this
section.
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Among the quantitative measures for the control of eye move-
ments in reading are temporal variables (fixation durations), spatial
variables (probabilities for different types of saccades), and a
number of experimentally observed effects, which mainly repre-
sent conditional variables, that is, more complicated combinations
of spatial and temporal measures such as fixation durations con-
ditional on the fixation location within a word.

Fixation durations. Inspection times are central for evaluating
visual information processing in reading. An important measure
for word difficulty is gaze duration (e.g., Rayner, 1998), the sum
of the first fixation and all immediate refixation durations. Because
of the large number of ways in which fixations sum up to gaze
duration, gaze duration is an average measure over many different
patterns of fixations, such as whether two successive fixations in a
word occur in a forward or backward sequence. For a more
detailed look into the model’s dynamics, we aim at a representa-
tion of the experimental data by nonoverlapping measures.® There-
fore, we separately calculate single fixation duration for all cases
in which words receive one fixation. For the evaluation of refix-
ations, we use first fixation duration* and second fixation duration.
These measures are limited to first-pass reading (i.e., fixations
after regressions to previous words do not contribute)—irrespec-
tive of whether this word had been skipped or fixated initially.
Finally, we calculate fotal reading time, the sum of all fixations
regardless of the eye’s trajectory that generates these fixations.”

Fixation probabilities. The four measures of fixation dura-
tions are complemented by four measures of fixation probabilities.
The fixation-probability measures characterize the spatial aspect of
eye-movement patterns. On the basis of first-pass reading, we
calculate skipping probability, the probability for two fixations,
and the probability for three or more fixations.® Inasmuch as our
model inherently produces interword regressions, we also calculate
the regression probability or, more precisely, the probability that a
word is the target of an interword regression.’

Effects of word length versus word frequency. Means of the
above eight measures of fixation durations and fixation probabil-
ities broken down by logarithmic word-frequency classes have
achieved the status of benchmark data for the first cohort of
computational models of eye-movement control in reading (e.g.,
Engbert & Kliegl, 2001; Engbert et al., 2002; Reichle et al., 1998).
These summary statistics also proved useful for estimating model
parameters. As effects of word length and word frequency are
potentially variables of equal importance, however, we will com-
pute model fits on the basis of individual words in this article.
Thus, each word contributes a “data point” to the dependent
variables. This opens the possibility for a detailed inspection of the
model’s performance on single sentences. Furthermore, by aver-
aging over classes of word length and frequency, we can easily
determine effects of word length and frequency based on the
summary statistics of the earlier studies.

Within-word landing positions. An important impact of the
oculomotor system on reading behavior arises from oculomotor
errors. In addition to random errors, which occur in all motor
systems, we observe a systematic component (McConkie et al.,
1988). As a consequence, the preferred viewing location (Rayner,
1979) is a point left of the center of a word.

Effect of inverted optimal viewing position (IOVP) of fixation
durations.  As visual acuity decreases from the maximum in the
center of the visual field (the fovea) to the parafovea and periph-

ery, word recognition is fastest when fixating an isolated word in
the center (O’Regan & Jacobs, 1992; O’Regan & Lévy-Schoen,
1987; O’Regan, Lévy-Schoen, Pynte, & Brugaillere, 1984). Con-
trary to this finding in isolated word recognition, Vitu, McConkie,
Kerr, and O’Regan (2001; see also Nuthmann, Engbert, & Kliegl,
2005) reported for continuous reading that first and single fixation
durations are longer for fixation positions in the word center than
for fixation positions near word boundaries. Without further the-
oretical specification, this effect is opposite to predictions of
cognitive models, which assume word recognition to be fastest
(rather than slowest) near word centers.

In addition to the well-established phenomena described above,
we also investigate model performance in relation to recent, still
somewhat controversial, issues, because one major motivation for
building mathematical models is to generate predictions for future
research directions.

Fixation duration before word skipping. Fixation durations
before skipped words provide a fingerprint for sequential alloca-
tion of attention, postulated in SAS models. The assumption that
the default target of an automatically started saccade program is
the next word implies that word skipping involves the cancelation
of this saccade program and a restart of a new saccade program to
the word beyond the next one. Such saccade cancelation increases
fixation durations before skipped words; that is, it leads to skipping
costs. In a recently published analysis, this theoretical prediction
was not consistently supported with experimental data from con-
tinuous reading (Kliegl & Engbert, 2005). Therefore, we investi-
gate fixation durations before word skipping as a model test.

Lag and successor effects. Fixation durations on a given word
depend not only on the length, frequency, and predictability of the
fixated word but also on these properties of the previous (i.e., lag)
and the next (i.e., successor) words (Kliegl, Nuthmann, & Engbert,
2005). Indeed, lag effects are of similar strength to the effects of
fixated word properties, inducing a longer average fixation dura-
tion on words following low-frequency, low-predictable, or long
words. One of several possible interpretations of this phenomenon
is that processing time spills over from word n — 1 to word n (e.g.,
Rayner & Duffy, 1986). Analogously, we can study successor
effects of word n + 1 on fixation durations of word n, a subset of
which are called parafoveal-on-foveal effects (Kennedy, 2000a,
2000b; Kennedy & Pynte, 2004). Mechanisms that reproduce these
experimental observations might lead to qualitative differences
between different models.

3 Nevertheless, we use gaze duration as a derived measure in Appen-
dix D.

#In the following, we compute first fixation durations as an average of
all cases with a second (or more) fixation, excluding single-fixation cases.
Traditionally, however, first fixation durations include single-fixation
cases (e.g., Rayner, 1998).

5 This category is necessary to collect all possible fixation sequences in
a “rest” category.

¢ By definition, the probability for a single fixation can be calculated by
1 minus the sum of the probability of skipping and the probabilities of two
and three or more fixations.

"In the following, we use the expression regression for interword
regressions exclusively; refixations oriented to the left are called regressive
refixations.
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Qualitative Aspects of Model Fitting

Several of the dependent variables mentioned above represent
qualitative measures of model performance. For example, models
may differ in (a) whether they account for regressions, (b) whether
they reproduce the IOVP effect, (c) whether they exhibit costs for
(or benefits from) word skipping, and (d) whether they reproduce
patterns of lag and successor effects. Such qualitative aspects of
model fitting are very important to test whether a model’s mech-
anism for reproducing an experimentally observed effect is correct,
whether it is the only possible explanation, and whether it is
possible to develop alternative mechanisms.

Given the substantial amount of knowledge about the neural
foundation of saccade generation, the neurophysiological plausi-
bility of models of eye-movement control is a further qualitative
criterion for the evaluation of theoretical models. A very general
model for the generation of saccades has been proposed by Findlay
and Walker (1999); this model is built on the assumption of two
separate pathways concerned with the spatial and the temporal
programming of eye movements. From this perspective, reading
might be looked on as a case study for the control of eye move-
ments in a well-structured environment. Therefore, we require that
modeling assumptions should be special cases of the general
principles proposed by Findlay and Walker.

Closely related to this point is model generalizability. In read-
ing, eye movements are effectively one-dimensional along the
horizontal axis (except for return sweeps to the next line of text).
Here we can ask whether and how the model’s control principles
can be extended to two-dimensional trajectories, for example, in
visual search. Ideally, a model for the control of eye movements in
reading should be generalizable to and theoretically enrich the
analysis of eye movements in visual search.

Core Concepts of Our Model

Before we present the detailed mathematical formulation, we
summarize the core principles of the SWIFT-II model in brief
statements (see Table 1). The principles are elaborated and dis-
cussed in detail in the following paragraphs.

Spatially distributed processing of an activation field (Principle
1): In our dynamic-field approach (e.g., Erlhagen & Schoner,
2002), all types of saccades are generated inherently to the model,
as target selection is due to a competition among words with
different activations. The parallel build-up of activations over
several words implies that processing is distributed across several
words at a time.

Table 1
Core Principles of the SWIFT Model
No. Principle
1 Spatially distributed processing of an activation field
2 Separate pathways for saccade timing and saccade target selection
3 Random saccade generation with time-delayed foveal inhibition
4 Two-stage saccade programming with labile and nonlabile stages
5  Systematic and random errors in saccade lengths
6 Error correction of mislocated fixations
7 Modulation of saccade latency by saccade length

Separate pathways for saccade timing and saccade target se-
lection (Principle 2): Motivated by neurophysiological findings,
temporal and spatial aspects of saccade generation are controlled
on different pathways (Findlay & Walker, 1999). Therefore, the
problems of when to start the next saccade program and where to
go next, are decoupled.

Autonomous saccade generation with time-delayed foveal inhi-
bition (Principle 3): Saccade programs are generated autono-
mously, so that fixation durations are basically realizations of a
random variable. This stochastic process is modulated by a foveal
inhibition process to extend the inspection times for difficult
words. Because this inhibitory process is based on a slower word-
recognition circuit (compared with the short brainstem saccade
generator; e.g., Carpenter, 2000), the inhibitory process includes a
time delay.

Two-stage saccade programming with labile and nonlabile lev-
els (Principle 4): Programming of saccades is a two-stage process,
motivated by results from the double-step paradigm (Becker &
Jiirgens, 1979). During the labile stage, the oculomotor system is
prepared for the next saccade program. A new initiation of a
saccade program during the labile stage leads to a cancelation of
the first saccade program and starts a new saccade program. At the
end of the labile stage, the target is selected from the field of
activations, a point-of-no-return is passed, and the saccade can no
longer be canceled.

Systematic and random errors in saccade lengths (Principle 5):
The oculomotor system inherently produces saccadic errors, that
can be decomposed into systematic and random components (Mc-
Conkie et al., 1988). As a consequence, in addition to random
variability in fixation positions, systematic shifts in within-word
landing position distributions as a function of launch-site distance
are observed. Misguided saccades may also lead to fixations on
unintended words (mislocated fixation, see below).

Error correction of mislocated fixations (Principle 6): Experi-
mental data suggest and our simulations show that saccades fre-
quently land on unintended words, which leads to mislocated
fixations (Nuthmann et al., 2005; see also Rayner, Warren, Juhasz,
& Liversedge, 2004). In this case, we assume that a new saccade
program starts immediately, that is, the autonomous timer is over-
ruled. The target of this saccade will be determined at the end of
the labile saccade stage according to the general rule (Principle 4).
This error-correcting mechanism can explain the IOVP effect of
fixation durations.

Modulation of saccade latency by intended saccade amplitude
(Principle 7): As a final principle, we assume that saccade latency
is modulated by the amplitude of the intended saccade. Because in
our model saccade target selection is performed at the end of the
labile stage of the saccade program—the intended saccade ampli-
tude is computed at the end of the labile stage— only the nonlabile
stage can be influenced by the intended saccade amplitude. We
will show that this principle, which is motivated by basic oculo-
motor research (e.g., Wyman & Steinman, 1973), contributes to
the explanation of the IOVP effect in fixation durations.

Given the core principles, there is no unique way for a transla-
tion into mathematics, of course. Therefore, we discuss the specific
choice of mathematical equations in the next section. Once for-
mulated mathematically, we can implement the model on a com-
puter to generate artificial data, which can be analyzed using the
same algorithms as applied for the analysis of experimental data.
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Moreover, semianalytical techniques may add to our understand-
ing of the control principles underlying eye movements in reading
(e.g., Engbert & Kliegl, 2003a).

Mathematical Formulation of the Model
Dynamic Field of Activations

Our model is a cognitive model with word recognition driving
eye movements. In SWIFT, a one-dimensional field of activations
{a, ()} for words n = 1, 2, 3,..., N,, at time ¢ functions as a
saliency map, from which potential saccade targets are computed
(Principle 1). It is no limitation of the formalism that the number
of words, N,, in a given sentence is unknown when reading the
first words of the sentence, as the number of words could be
specified later in the reading process. Furthermore, it will turn out
that word j with index j = n + 4 typically has close to zero
activation during fixation on word n. Thus, there is a limited
horizon of saccade targets constrained by target selection proba-
bilities at any time.®

The activation field {a,(7)} changes over time because of word
recognition. Activation is built up in a preprocessing stage and
decreases during a later lexical completion process. The relative
amount of activation will determine the probability that a word is
selected as a saccade target. It is important to note the dynamical
nature of the interplay between lexical processing and eye-
movement control. Fixation position has a strong impact on word-
recognition time, which determines the temporal evolution of the
activation field. Because the activation field determines saccade
targets, our model inherently exhibits historicity, that is, a strong
dependence on the previous sequence of fixations. Historicity is a
key property of nonlinear dynamical systems. Formulated from a
general mathematical viewpoint, nonlinearity of the underlying
equations in SWIFT adds a new source of complexity in eye
movements to the stochastic origins in previous models (Engbert,
Kliegl, & Longtin, 2004).

Word Difficulty

The assumption of an activation field still leaves open how
lexical difficulty of words is represented. Here we assume that the
maximum activation L, of word n is related to the word’s process-
ing difficulty. Our approach to this problem is based on a proposal
by Reichle et al. (1998) that word difficulty depends on printed
word frequency (per million words) and predictability. Previous
theoretical models were based on a multiplicative interaction of
word frequency and predictability (Engbert & Kliegl, 2001, 2003b;
Engbert et al., 2002, 2004; Reichle et al., 1998, 1999, 2003).

Recently, Rayner, Ashby, Pollatsek, and Reichle (2004) pub-
lished an experimental study demonstrating that fixation durations
only mildly departed from an additive combination of word fre-
quency and predictability: Predictability effects were larger for
low-frequency than for high-frequency words. Additional numer-
ical simulations using different variants of the E-Z Reader model
indicated that an additive model of word frequency and predict-
ability fit better than the previous multiplicative one. Thus, Rayner
et al.’s (2004) results suggest that the specific mathematical inter-
action of word frequency and predictability is additive (or a

mixture of additive and multiplicative) rather than strictly
multiplicative.

Here, we propose an alternative view on the interaction of word
frequency and predictability. The combination of word frequency
f,, and predictability p, of word n in a single equation for word
difficulty might be problematic because of the temporal charac-
teristics inherent in the two variables. Whereas word frequency
information unfolds during the word-recognition process, word
predictability is by definition independent of visual input. Thus,
we suggest different processes of how the two variables generate
certain modulations of processing times. First, we assume that
word difficulty—as a variable in our model—can be estimated
from word frequency alone, that is,

1 n
0gf>’ W

Ln:a<l+BT

where « is the intercept value of the lexical access time, which is
modulated by the (natural) logarithm of word frequency, f,, with
slope parameter 3. The constant ' = 11 is used to scale the values
of log f, to a range in the interval [0; 1], so that the coefficient 3
is dimensionless and characterizes the strength of the frequency
effect.

Second, we assume that word predictability modulates process-
ing rates. As a consequence, the impact of predictability p,, on the
time course of processing of word n might be earlier than the
impact of word frequency. The mathematical implementation of
these processes is described below in the section on the equation of
motion of our model. We speculate that such a process dissociation
underlying effects of word frequency and predictability will yield
neither a strictly additive nor a strictly multiplicative interaction,
which could be compatible with the above experimental results by
Rayner et al. (2004).

Lexical Processing Rate

For spatially distributed processing, we assume that lexical
processing rate, denoted by A > 0, is a function of the distance
(eccentricity) of a word to the current fixation position. This
distance must be a function of the eccentricities of all letters of the
word. We show later that this assumption has strong implications
for spatial aspects of lexical processing.

The fixation position at time 7 is denoted by k(#), where the range
of k can be from 1 to the number of all characters, spaces, and
punctuation marks in the sentence.” Motivated by the well-known
bias of processing in the direction of reading, fixations on the
spaces between words are counted as fixations on the words to the
right of the spaces. The processing rate of word n is a function of
processing rates of all letters j = 1, 2, 3, ..., M,, where M,, is the
number of letters of word n. We assume that processing speed is
mainly limited by visual acuity, which is a function of the distance
from the center of the visual field (i.e., the fovea). The distance of
letter j of word n from the current fixation position is given by the
eccentricity

¥ Note that this horizon is the result of the model’s dynamics, not an ad
hoc choice in building the model.

 In the first version of our model (Engbert et al., 2002), we neglected
word length, and fixation position k was the index of the fixated word.
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enj(t) = xnj - k(t)v (2)

where x,,; is the position of letter j of word n. Lexical processing
rate is a function of eccentricity, A = A(€). The size of the
perceptual span decreases from at least 10 letters in central vision
to 1.7 letters at an eccentricity of 15° (Legge, Mansfield, & Chung,
2001). This decrease is related to a corresponding reduction of
reading rate. Because of the asymmetry of the perceptual span
(McConkie & Rayner, 1976; Rayner, Well, & Pollatsek, 1980), we
assume an asymmetric Gaussian function as the mathematical
relation between lexical processing rate and eccentricity, that is,

e<0
e=0: @
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E2
A(e) = A exp <_ﬁ> with {U =gy if

where o, characterizes the extension of the processing rate to the
left and o applies to the processing of letters to the right of the
current fixation position (see Figure 1). The normalization constant
A, of the lexical processing rate function, Equation 3, can easily be
calculated from the normalization condition

+o0 0 E2
1= f Ae)de = f Ao exp(—fo_i> de

+% 62
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0
which yields the relation'®

2 1
Ao = J;m ®)

Using the normalization, total lexical processing rate is fixed at a
constant value of 1. This value is the theoretical maximum of
lexical processing rate, which can be reached if letters are arranged
along the horizontal axis from —o to +o°. In a realistic situation,
this will never occur, of course. Thus, the total lexical processing
rate will effectively be bounded between 0 and 1.

Processing
rate
oL Or
0 Horizontal position
Figure 1. Lexical processing rate is assumed to follow an asymmetric

Gaussian distribution with different parameters, o, and oy, to the left and
to the right of the fixation point, respectively.

Given our assumption on lexical processing rate for letters
(Equation 3), we now have to specify how the processing rate of
a word can be calculated from the set of processing rates of all its
letters. Two special cases for word-based processing rates can be
distinguished: The lexical processing rate of a word is (a) the sum
of the rates of all its letters or (b) the mean of all of its letters. In
the first case, every additional letter would be a processing advan-
tage, as it can potentially help to enhance word recognition. In the
second case, however, every additional letter leads to processing
cost