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#### Abstract

We consider the problem of checking whether an incomplete design (i.e., a design containing 'unknown parts', so-called Black Boxes) can still be extended to a complete design satisfying a given property or whether the property is satisfied for all possible extensions. There are many applications of property checking for incomplete designs, such as early verification checks for unfinished designs, error localization in faulty designs and the abstraction of complex parts of a design in order to simplify the property checking task.

To process incomplete designs we present an approximate, yet sound algorithm. The algorithm is flexible in the sense that for every Black Box a different approximation method can be chosen. This permits us to handle less relevant Black Boxes (in terms of the property) with larger approximation and thus faster, whereas we do not lose important information when the possible effect of more relevant Black Boxes is modeled by more exact methods.

Additionally, we present a concept to decide exactly whether Black Boxes with bounded memory can be implemented so that they satisfy a given property. This question is reduced to conventional symbolic model checking.


The effectiveness and feasibility of the methods is demonstrated by a series of experimental results.

Index Terms-Symbolic model checking, verification, Black Boxes, incomplete designs, abstraction, approximation, BDDs

## 1 Introduction

DECIDING the question whether a circuit implementation fulfills its specification is an essential problem in computer-aided design of VLSI circuits. Growing interest in universities and industry has led to new results and significant advances concerning topics like property checking, state space traversal and combinational equivalence checking.

For proving properties of sequential designs, Clarke, Emerson, and Sistla presented model checking for the temporal logic CTL [3]. Burch et al. improved the technique by using symbolic methods based on binary decision diagrams [4] for both state set representation and state traversal in [5], [6].

In this paper we consider how to perform model checking of incomplete designs, i.e., designs which contain unknown parts, combined into so-called Black Boxes. In doing so, we address two interesting questions: The question whether it is still possible to replace the Black Boxes by circuit implementations, so that a given property is satisfied ('realizability') and the question whether the property is satisfied for any possible replacement ('validity').
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- Parts of the article have been presented at DAC 2001 [1] and FMCAD 2004 [2].

There are three major benefits symbolic model checking for incomplete designs can provide: First, instead of forcing verification runs to the end of the design process where the design is completed, it rather allows model checking in early stages of design, where parts may not yet be finished, so that errors can be detected earlier. Second, complex parts of a design can be replaced by Black Boxes, simplifying the design, while many properties of the design still can be proven, yet in shorter time. Third, the location of design errors in circuits not satisfying a model checking property can be narrowed down by iteratively masking potentially erroneous parts of the design.
In principle, the realizability problem could be solved exactly by synthesis approaches such as [7], [8]. Of course, a property for an incomplete design is realizable, if a complete design can be synthesized from the property and the parts of the design which are already known. However, due to complexity reasons, we are mainly interested in approximate solutions to the realizability and the validity problem. Whereas an exact solution to the realizability problem for incomplete designs with several Black Boxes (potentially containing an unrestricted amount of memory) is even undecidable in general [9], we use symbolic methods providing approximate answers: Our algorithm does not give a definite answer in every case, but it is guaranteed to be sound in the sense that it never gives an incorrect answer; it provides proofs of validity and disproofs of realizability for arbitrary CTL formulas (unlike approaches using 'non-deterministic signals' implemented in SMV [6] and VIS [10] which are only sound for certain subclasses of CTL).
Our method is based on symbolic representations of incomplete designs. Using these representations we provide different methods for approximating the sets of states satisfying a given property $\varphi$. One set is an over-approximation of the set of states satisfying the given CTL formula $\varphi$ for at least one substitution of the Black Boxes and the second set is an under-approximation of the set of states satisfying the formula for all Black Box substitutions. Approximate yet sound answers for realizability and validity are computed based on these sets.
Our approach is able to use different methods for modeling unknowns at the outputs of different Black Boxes within a single model checking run. This permits us to handle less relevant Black Boxes (in terms of the CTL formula) with larger approximation and thus faster, whereas we do not lose important information when the possible effect of more relevant Black Boxes is modeled by more exact methods.
For an experimental evaluation we considered pipelined ALUs with varying bit widths. The results show that our approximate methods are able to provide proofs for large designs with bit widths up to 64 , whereas standard model checking succeeded only for much smaller benchmarks. Moreover, the results show that the flexibility of choosing approximations with different accuracy for different Black Box outputs is essential for the success of our method. These observations were also confirmed by an additional case study from the railway domain.

Although the main focus of our paper lies on approximate solutions to the realizability and validity problems - in order to make our presentation more complete - we also present a concept how to provide an exact solution to a restricted problem by means of a conventional symbolic model checker: We assume an upper bound to the number of internal states of the Black Boxes and symbolically compute the exact set of Black Box replacements for which a property is satisfied, i.e., we give exact answers to both the realizability and the validity question. In contrast to controller synthesis approaches such as [7], [8], we do not assume that Black Boxes have unlimited access to all signals in the design, but we take into account that they are only able to read the input signals connected to them. In Sect. 7 we applied this concept to a design where we checked the realizability of an arbiter which was specified by CTL formulas.

Our approach shares ideas with 3 -valued model checking introduced in the context of software model checking (e.g. [11][13]); it extends these ideas, improves and adapts them making use of characteristics of modular hardware designs and it provides an efficient implementation based on symbolic methods. Compared with methods from hardware verification such as Symbolic Trajectory Evaluation (STE) [14] or verification using Uninterpreted Functions (UIFs) [15], our method supports full CTL and allows Black Boxes for sequential designs. Our approach (in its aspect of abstraction by Black Boxes) is also related to localization reduction [16]. Bounded model checking approaches with localization reduction (e.g. [17], [18]) make use of efficient SAT solvers and are restricted to safety properties. If the property allows a non-trivial amount of abstraction of the full model, our BDD based symbolic method proves to be competitive for large designs (and even for saftey properties) due to property specific abstractions of different strengths. The method is based on user knowledge about the design and on user assumptions about the importance of certain parts of the design for the property at hand. Especially if the interfaces of some Black Boxes are wide (i.e. contain many signals), by our flexible modeling of unknowns we are not only able to abstract complex implementations of Black Boxes, but also to reduce the number of variables for interface signals (which is an additional source of complexity). A more detailed discussion of the relationship between our work and other approaches from the literature can be found in Sect. 8.

The paper is structured as follows: After giving a brief review of sequential designs and symbolic model checking in Sect. 2, we define incomplete designs and the set of their completions in Sect. 3. Sect. 4 introduces our method to perform symbolic simulation for incomplete designs and in Sect. 5, we present a new algorithm capable of performing sound and approximate symbolic model checking for incomplete designs. In Sect. 6, we introduce a concept for an exact algorithm to process incomplete designs in which a fixed upper bound on the number of internal states is assumed for each Black Box. We give a series of experimental results demonstrating the effectiveness and feasibility of the methods in Sect. 7. Finally, Sect. 8 provides a detailed discussion of related work and Sect. 9 concludes the paper.

## 2 Preliminaries

Before we introduce symbolic model checking for incomplete designs we give a brief review of symbolic model checking for complete designs [5]. Symbolic model checking is applied to Kripke structures (which may be derived from sequential designs) on the one hand and to a formula of a temporal logic (in our case CTL ('Computation Tree Logic')) on the other hand.

### 2.1 Sequential Designs and Kripke Structures

(Complete) sequential designs consist of nodes which are connected by signals. ${ }^{1}$ The nodes represent primary inputs, primary outputs, memory elements (flip-flops) storing single bits, or logic gates implementing Boolean functions. In following we denote the list of primary input nodes by $\vec{X}=\left(X_{1}, X_{2}, \ldots, X_{|\vec{X}|}\right)$, the list of primary output nodes by $\vec{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{|\vec{Y}|}\right)$, and the list of flip-flops by $\vec{Q}=\left(Q_{1}, Q_{2}, \ldots, Q_{|\vec{Q}|}\right) \cdot \vec{q}^{0} \in \mathbb{B}^{|Q|}$ gives the initial values (initial state) of the flip-flops. Fig. 1 a) shows an example for a sequential design with one primary input, three primary outputs, two flip-flops initialized to 0 , and three gates implementing Boolean functions nor $_{2}$, and ${ }_{2}$, xor $r_{2}$, respectively.

Each output of a node in the sequential design computes a Boolean function $f: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \rightarrow \mathbb{B}$. Each primary input $X_{j}$ computes a Boolean function $x_{j}$ (which - strictly speaking - is the projection function mapping $\left(x_{1}, \ldots, x_{|\vec{X}|}, q_{1}, \ldots, q_{|\vec{Q}|}\right) \in \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}$ to $\left.x_{j}\right)$ and each flip-flop $Q_{k}$ computes $q_{k}$. The output functions of the logic gates are computed recursively according to their gate function. In Fig. 1 a) the corresponding Boolean functions of the nodes are shown as Boolean expressions.

In symbolic model checking, BDD based representations of these Boolean functions are computed by symbolic simulation [19]. For this, the primary inputs and the outputs of the flip-flops are associated with unique BDD variables and BDDs for the functions computed by the gates of the design are built in topological order using BDD operations.
The input functions $\delta_{i}$ of the flip-flops $Q_{i}$ compute the next state of the flip flops and the functions $\lambda_{j}$ corresponding to the primary outputs compute the current output values (based on the current state and the current input). Altogether a sequential design defines a transition function $\vec{\delta}: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|X|} \rightarrow \mathbb{B}^{|\vec{Q}|}$ and an output function $\vec{\lambda}: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \rightarrow \mathbb{B}^{|\vec{Y}|}$. Again, see Fig. 1 a) for an example.

Now we can define the Kripke structure of a complete design $D$. The states of the Kripke structure are defined as a combination of states and inputs of $D$. The transition relation $R$ of the Kripke structure connects states according to the transition function $\vec{\delta}$ of $D$. The labeling function $L$ labels states with the information which inputs (represented by atomic propositions $x_{i}$ ) and outputs (represented by atomic propositions $y_{i}$ ) are 1 in these states.

Definition 1 (Kripke Structure of a Complete Design). Let $D$ be a sequential design with transition function $\vec{\delta}: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \rightarrow \mathbb{B}^{|\vec{Q}|}$, output function $\vec{\lambda}: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \rightarrow \mathbb{B}^{|\vec{Y}|}$, and initial state $\vec{q}^{0}$. A Kripke structure for $D$ is struct $(D):=(S, R, L)$ where

- $S:=\mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}, R \subseteq S \times S, L: S \rightarrow V$,
- $V:=\left\{x_{1}, \ldots, x_{|\vec{X}|}\right\} \cup\left\{y_{1}, \ldots, y_{|\vec{Y}|}\right\}$,
- $R:=\left\{\left((\vec{q}, \vec{x}),\left(\vec{q}^{\prime}, \vec{x}^{\prime}\right)\right) \mid \vec{q}, \vec{q}^{\prime} \in \mathbb{B}^{|\vec{Q}|}, \vec{x}, \vec{x}^{\prime} \in \mathbb{B}^{|\vec{X}|}, \vec{\delta}(\vec{q}, \vec{x})=\vec{q}^{\prime}\right\}$,
- and $L((\vec{q}, \vec{\epsilon})):=\left\{x_{i} \mid \epsilon_{i}=1\right\} \cup\left\{y_{i} \mid \lambda_{i}(\vec{q}, \vec{\epsilon})=1\right\}$.

All states $\left(\vec{q}^{0}, \vec{x}\right)$ with $\vec{x} \in \mathbb{B}^{|\vec{X}|}$ are called initial states of struct $(D)$.

### 2.2 Symbolic Model Checking for Complete Designs

Model checking decides whether a given design fulfills its specification given as a formula of a temporal logic. In this paper we consider the widespread branching time logic CTL (Computation Tree Logic) [3], [6]. CTL formulas specify properties of states of Kripke structures. The semantics of CTL formulas can be defined recursively based on their structure:

Definition 2 (Semantics of CTL). As usual we write struct $(D), s \models$ $\varphi$ if the CTL formula $\varphi$ is satisfied in state $s=(\vec{q}, \vec{x}) \in S$ of $\operatorname{struct}(D)$. If it is clear from the context which Kripke structure is
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Fig. 1. Complete and incomplete sequential designs
used, we simply write $s \models \varphi$ instead of $\operatorname{struct}(D), s \models \varphi$. " $\models$ " is defined as follows:

$$
\begin{aligned}
& s \models \varphi ; \varphi \in V \Longleftrightarrow \Longleftrightarrow \in L(s) \\
& s \models \neg \varphi \quad \Longleftrightarrow \\
& s \models \models \\
& s \models\left(\varphi_{1} \vee \varphi_{2}\right) \Longleftrightarrow \Longleftrightarrow \models \varphi_{1} \text { or } s \models \varphi_{2} \\
& s \models E X \varphi \Longleftrightarrow \\
& s \models E G \varphi \in S: R\left(s, s^{\prime}\right) \text { and } s^{\prime} \models \varphi \\
& \Longleftrightarrow \\
& \text { there is a path }\left(s_{0}, s_{1}, s_{2}, \ldots\right) \text { with } \\
& s=s_{0} \text { and } \forall i \geq 0:\left(s_{i}, s_{i+1}\right) \in R \text { and } s_{i} \models \varphi \\
& \models E \varphi_{1} U \varphi_{2} \Longleftrightarrow \text { there is a path }\left(s_{0}, s_{1}, s_{2}, \ldots\right) \text { with } \\
& s=s_{0} \text { and } \forall i \geq 0:\left(s_{i}, s_{i+1}\right) \in R \text { and there is } \\
& j \text { so that } s_{j} \models \varphi_{2} \text { and } \forall 0 \leq i<j: s_{i} \models \varphi_{1}
\end{aligned}
$$

The remaining CTL operations $\wedge, E F, A X, A U, A G$, and $A F$ can be expressed by using $\neg, \vee, E X, E U$, and $E G$ [6].
In symbolic model checking, sets of states are represented by characteristic functions (which are in turn represented by BDDs). Before we define symbolic model checking, we need the following three definitions:

Definition 3 (Cofactor). For a Boolean function $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$ the cofactor (or partial evaluation) wrt. $\vec{y}=\vec{\epsilon}\left(\vec{\epsilon} \in \mathbb{B}^{|\vec{y}|}\right)$ is defined as the Boolean function $\left.f\right|_{\vec{y}=\vec{\epsilon}}: \mathbb{B}^{n} \rightarrow \mathbb{B}$ with $\left.f\right|_{\vec{y}=\vec{\epsilon}}(\vec{x}, \vec{y}, \vec{z})=f(\vec{x}, \vec{\epsilon}, \vec{z})$ for all $(\vec{x}, \vec{y}, \vec{z}) \in \mathbb{B}^{n}$.
Definition 4. Let $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$ be a Boolean function. $\exists \vec{y} f$ is defined as the Boolean function $\left.\bigvee_{\vec{\epsilon} \in \mathbb{B}|\vec{y}|} f\right|_{\vec{y}=\vec{\epsilon}}, \forall \vec{y} f$ as $\left.\bigwedge_{\vec{\epsilon} \in \mathbb{B}|\vec{y}|} f\right|_{\vec{y}=\vec{\epsilon}}$.
Definition 5 (Compose). Let $f, g: \mathbb{B}^{n} \rightarrow \mathbb{B}$ be Boolean functions. The composition of $x_{i}$ by $g$ in $f$ is defined as the Boolean function $\left.f\right|_{x_{i} \leftarrow g}: \mathbb{B}^{n} \rightarrow \mathbb{B}$ with $\left.f\right|_{x_{i} \leftarrow g}\left(x_{1}, \ldots, x_{i}\right.$, $\left.\ldots, x_{n}\right):=f\left(x_{1}, \ldots g\left(x_{1}, \ldots, x_{n}\right), \ldots, x_{n}\right)=\left(\left.\bar{g} \cdot f\right|_{x_{i}=0}+g\right.$. $\left.\left.f\right|_{x_{i}=1}\right)\left(x_{1}, \ldots, x_{n}\right)$ for all $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{B}^{n}$.

Composition (see e.g. [4]) can be naturally generalized to vectors of variables and functions. In the definition of symbolic model checking only the special case of renaming variables is needed.

Let $\operatorname{Sat}(\varphi)$ be the set of states of $\operatorname{struct}(D)$ which satisfy formula $\varphi$ and let $\chi_{S a t(\varphi)}$ be its characteristic function, then $\chi_{\operatorname{Sat}(\varphi)}$ can be computed recursively based on the characteristic function $\chi_{R}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right):=\prod_{i=1}^{|\overrightarrow{\mid}|}\left(\delta_{i}(\vec{q}, \vec{x}) \equiv q_{i}^{\prime}\right)$ of the transition relation $R$ :

$$
\begin{array}{ll}
\chi_{\operatorname{Sat}\left(x_{i}\right)}(\vec{q}, \vec{x}) & :=x_{i} \\
\chi_{\operatorname{Sat}\left(y_{i}\right)}(\vec{q}, \vec{x}) & :=\lambda_{i}(\vec{q}, \vec{x}) \\
\chi_{\operatorname{Sat}(\neg \varphi)}(\vec{q}, \vec{x}) & :=\overline{\chi_{\operatorname{Sat}(\varphi)}}(\vec{q}, \vec{x}) \\
\chi_{\operatorname{Sat}\left(\left(\varphi_{1} \vee \varphi_{2}\right)\right)}(\vec{q}, \vec{x}) & :=\chi_{\operatorname{Sat}\left(\varphi_{1}\right)}(\vec{q}, \vec{x}) \vee \chi_{\operatorname{Sat}\left(\varphi_{2}\right)}(\vec{q}, \vec{x}) \\
\chi_{\operatorname{Sat}(E X \varphi)}(\vec{q}, \vec{x}) & :=\chi_{E X}\left(\chi_{\operatorname{Sat}(\varphi)}\right)(\vec{q}, \vec{x}) \\
\chi_{\operatorname{Sat}(E G \varphi)}(\vec{q}, \vec{x}) & :=\chi_{E G}\left(\chi_{\operatorname{Sat}(\varphi)}\right)(\vec{q}, \vec{x}) \\
\chi_{\operatorname{Sat}\left(E \varphi_{1} U \varphi_{2}\right)}(\vec{q}, \vec{x}) & :=\chi_{E U}\left(\chi_{\operatorname{Sat}\left(\varphi_{1}\right)}, \chi_{\operatorname{Sat}\left(\varphi_{2}\right)}\right)(\vec{q}, \vec{x}) \\
\operatorname{with} \chi_{E X}\left(\chi_{N}\right)(\vec{q}, \vec{x}):=\exists \vec{q}^{\prime} \exists \vec{x}^{\prime}\left(\chi_{R}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right) \cdot\left(\chi_{N} \mid \overrightarrow{\vec{a} \leftarrow \vec{q}^{\prime}} \overline{\vec{x} \leftarrow \vec{x}^{\prime}}\right)\left(\vec{q}^{\prime}, \vec{x}^{\prime}\right)\right)
\end{array}
$$

$\chi_{E G}$ and $\chi_{E U}$ can be evaluated by the fixed point iteration algorithms shown in Figs. 2 and 3.

```
\chi EG
    old:=1;
    new := \chi 
    while (old }\not=new) 
        old := new;
        new := \chi NN}\cdot\mp@subsup{\chi}{EX}{}(\mathrm{ old );
    }
    return new;
}
```

Fig. 2. Fixed point iteration for $E G$

```
\chiEU}(\mp@subsup{\chi}{N}{},\mp@subsup{\chi}{P}{})
    old :=0;
    new := \chi 
    while (old }\not=\mathrm{ new) {
        old := new;
        new }:=\mp@subsup{\chi}{P}{}+(\mp@subsup{\chi}{N}{}\cdot\mp@subsup{\chi}{EX}{}(\mathrm{ old }))
    }
    return new;
}
```

Fig. 3. Fixed point iteration for $E U$

A complete sequential design satisfies a formula $\varphi$ iff $\varphi$ is satisfied in all initial states of the corresponding Kripke structure $\operatorname{struct}(D)$ :

$$
\begin{aligned}
D \models \varphi: & \Longleftrightarrow \forall \vec{x} \in \mathbb{B}^{|\vec{X}|} \operatorname{struct}(D),\left(\vec{q}^{0}, \vec{x}\right) \models \varphi \\
& \Longleftrightarrow \forall \vec{x}\left(\left.\left(\chi_{\operatorname{Sat}(\varphi)}(\vec{q}, \vec{x})\right)\right|_{\vec{q}=\vec{q}^{0}}\right)=1
\end{aligned}
$$

## 3 Incomplete Designs

Incomplete sequential designs may contain additional "Black Box" $(B B)$ nodes which represent parts of the design with unknown (sequential) behavior, see Fig. 1 b) for an example with one input, three outputs, one flip-flop, two gates implementing the Boolean and $_{2}$ resp. the Boolean xor $_{2}$ function and one Black Box.

A Black Box $B B$ in an incomplete design $D$ can be replaced by any sequential design $D^{r}$ (without Black Boxes and with an arbitrary number of flip-flops), as long as $D^{r}$ has the same number of inputs and outputs as the Black Box. The inputs and outputs of $D^{r}$ are then connected to the inputs and outputs of the former Black Box $B B$ in $D$; the result of this substitution is another (possibly incomplete) sequential design $D^{c}$. E.g. the sequential design in Fig. 1 a) results from the incomplete design in Fig. 1 b) by replacing the Black Box with the sequential design in Fig. 1 c). ${ }^{2}$

If the incomplete design $D$ resulted from a complete design by abstractions replacing subcircuits by Black Boxes, then replacing Black Boxes again by their concrete counterparts corresponds to the well-known notion of abstraction refinement [16].
Definition 6 (Completion of an Incomplete Design). A sequential design $D^{c}$ that was constructed from an incomplete design $D$ by replacing all Black Boxes by sequential designs is called a completion of $D . \mathcal{C}(D)$ is the set of all possible completions of $D$.

The two main questions we address in this paper are the realizability and the validity question:
Definition 7 (Realizability and Validity). Given an incomplete design $D$ and a CTL formula $\varphi$ :

1) If there is a completion $D^{c} \in \mathcal{C}(D)$ of $D$ which satisfies $\varphi$, then the property $\varphi$ is called realizable for $D$.
2) If all possible completions $D^{c} \in \mathcal{C}(D)$ of $D$ satisfy $\varphi$, then the property $\varphi$ is called valid for $D$.
2. For formal definitions see Appendix A.


Fig. 4. Different methods to analyze an incomplete design

## 4 Symbolic Simulation for Incomplete Designs

For symbolic CTL model checking of complete designs, symbolic representations of the output functions $\vec{\lambda}$ and the transition functions $\vec{\delta}$ are needed first. Of course, we cannot compute $\vec{\lambda}$ and $\vec{\delta}$ for incomplete designs due to the unknown Black Boxes. However, in order to define an approximate model checking method for incomplete designs in Sect. 5, we compute 'approximate representations' of output functions $\vec{\lambda}$ and transition functions $\vec{\delta}$ which contain information on the potential effect of the Black Boxes.

## Symbolic $Z_{i}$-simulation

For that purpose we first consider symbolic $Z_{i}$-simulation which replaces the Black Box outputs by free input variables and in that way evaluates the effect that Black Box outputs have on $\vec{\lambda}$ and $\vec{\delta}$. Apart from handling the Black Box outputs as additional inputs, symbolic $Z_{i}$-simulation works exactly as conventional symbolic simulation [19]. (Replacing signals by free variables is not a new idea, but has been used for a long time, e.g. for localization abstraction [16].)
Definition 8 (Symbolic $Z_{i}$-Simulation). Let $D$ be an incomplete design over the library $S T D=\left\{\right.$ and $_{2}$, or 2 , not $\} .{ }^{3}$ Let zvar be a function mapping distinct Boolean variables $Z_{i}$ to the outputs of the Black Boxes. Moreover, we use Boolean variables $x_{1}, \ldots, x_{|\vec{X}|}$ for the primary inputs and Boolean variables $q_{1}, \ldots, q_{|\vec{Q}|}$ for the flipflop outputs. The Boolean function $f_{Z_{i}}(m, j)$ for the $j$-th output of a node $m$ is defined as follows:
(1) If $m$ is a primary input $X_{i}$, then $f_{Z_{i}}(m, 1)=x_{i}$.
(2) If $m$ is a flip-flop $Q_{k}$, then $f_{Z_{i}}(m, 1)=q_{k}$.
(3) If $m$ is a Black Box, then $f_{Z_{i}}(m, j)=\operatorname{zvar}(m, j)$.
(4) If $m$ is a not-gate whose predecessor is output $k$ of node $p$, then $f_{Z_{i}}(m, 1)=\overline{f_{Z_{i}}(p, k)}$.
(5) If $m$ is an and -gate (or orgate $_{2}$ ) whose predecessors are output $k_{1}$ of $p_{1}$ and output $k_{2}$ of $p_{2}$, then $f_{Z_{i}}(m, 1)=f_{Z_{i}}\left(p_{1}, k_{1}\right) \wedge f_{Z_{i}}\left(p_{2}, k_{2}\right)$ $\left(f_{Z_{i}}\left(p_{1}, k_{1}\right) \vee f_{Z_{i}}\left(p_{2}, k_{2}\right)\right)$.
Fig. 4 a) shows an example for symbolic $Z_{i}$-simulation of the incomplete design from Fig. 1 b).

The following lemma shows how the result of symbolic $Z_{i}$ simulation can be interpreted regarding the Black Boxes:

Lemma 1. Let $D$ be an incomplete design and let $D^{c} \in \mathcal{C}(D)$ be an arbitrary completion of $D$. For the $j$-th output of gate $m$ in $D$ let $f_{Z_{i}}(m, j)$ be the Boolean function over variables $(\vec{q}, \vec{x}, \vec{Z})$ computed by symbolic $Z_{i}$-simulation of $D$. Furthermore, let $f(m, j)$ be the Boolean function over variables $\left(\left(\vec{q}, \vec{q}^{r}\right), \vec{x}\right)$ computed by (conventional) symbolic simulation of $D^{c}\left(\vec{q}^{r}\right.$ are variables introduced by substitutions of Black Boxes by sequential designs). Then the following holds for constants $\alpha \in \mathbb{B}$ and $\vec{\beta} \in \mathbb{B}^{|\vec{q}|}, \vec{\gamma} \in \mathbb{B}^{|\vec{x}|}$ :

$$
\left.f_{Z_{i}}(m, j)\right|_{\substack{\vec{q}=\vec{\beta} \\ x} \vec{\gamma}}=\left.\alpha \Rightarrow f(m, j)\right|_{\substack{\vec{q}=\vec{\beta} \\ x \\=\gamma}}=\alpha .
$$

Proof:
The proof simply follows from the fact that $\left.f_{Z_{i}}(m, j)\right|_{\substack{\vec{q}=\vec{\beta}=\vec{\gamma} \\ \bar{x}=\vec{\gamma}}}=\alpha \in \mathbb{B}$
3. W.l.o.g. we restrict the library in the following to $S T D$, since all types of gates can be expressed using 2 -input $a n d_{2}$ gates, or 2 gates and not gates.
implies that $f_{Z_{i}}(m, j) \left\lvert\, \begin{gathered}\vec{q}=\vec{\beta} \\ \tilde{\alpha}=\vec{\gamma} \\ \text { 为 }\end{gathered}\right.$ does not depend on the outputs of the Black Boxes. Therefore $\left.f(m, j)\right|_{\substack{\vec{q}=\vec{\beta} \\ \bar{x}=\boldsymbol{\gamma}}}=\alpha$ for an arbitrary substitution of the Black Boxes by sequential designs.

## Symbolic Z-simulation

For analyzing combinational circuits with Black Boxes in [1] we introduced symbolic $Z$-simulation. Compared to symbolic $Z_{i}$ simulation, this method is usually less expensive in terms of run time and memory consumption, but it is also less accurate as measured by the amount of information which can be extracted from the results.

Symbolic $Z$-simulation is motivated by the well-known $(0,1, X)$ simulation [14], [20], [21]. The value $X$ represents unknown values which come from the unknown functionality of the Black Boxes in our context. If some input values of a gate are set to $X$ during $(0,1, X)$-simulation, the output value is equal to $X$ if and only if there are two different replacements of the $X$ values at the inputs by 0 's and 1 's, which lead to different outputs of the gate. Fig. 4 b) shows a (conventional) $(0,1, X)$-simulation for the incomplete design shown in Fig. 1 b) (with the input set to 0 and the flip-flop state set to 1 ).

For symbolic $Z$-simulation, the symbolic version of $(0,1, X)$ simulation, a new variable $Z$ is introduced, which is used to model unknown values at the outputs of Black Boxes. Now, for each output of a node in the incomplete design, the output function is obtained by using a slightly modified version of symbolic simulation:
Definition 9 (Symbolic $Z$-Simulation). Let $D$ be an incomplete design over $S T D=\left\{a n d_{2}\right.$, or $_{2}$, not $\}$. Let $Z$ be a new variable different from $x_{1}, \ldots, x_{|\vec{X}|}, q_{1}, \ldots, q_{|\vec{Q}|}$. The Boolean function $f_{Z}(m, j)$ for the $j$-th output of a node $m$ is defined as in Def. 8 with (3) and (4) replaced by
(3') If $m$ is a Black Box, then $f_{Z}(m, j)=Z$.
(4') If $m$ is a not-gate whose predecessor is output $k$ of node $p$, then $f_{Z}(m, 1)=\left.\overline{f_{Z}(p, k)}\right|_{Z \leftarrow \bar{Z}}$.
The main difference to conventional symbolic simulation is the evaluation of not-gates: The not operation on the function for the predecessor gate is followed by a compose operation (see Def. 5) which composes $\bar{Z}$ for $Z$ (written as $\left.\overline{f_{Z}(p, k)}\right|_{Z \leftarrow \bar{Z})}$. Fig. 5 (a) shows a first example of $Z$-simulation for a design with two Black Boxes. If the compose operation after processing the not-gate would be omitted, then its output would compute $\bar{Z}$, leading to the result 0 at the output of the $\operatorname{and}_{2}$-gate, i.e. we would then lose the information that the output value is always unknown (modeled by $Z$ ) due to the Black Boxes.

Symbolic $Z$-simulation has the following property:
Lemma 2. Given an incomplete design $D$ and a Boolean function $f_{Z}(m, j)$ computed by symbolic $Z$-simulation for the $j$-th output of node $m$. For all $\vec{\beta} \in \mathbb{B}^{|\vec{q}|}, \vec{\gamma} \in \mathbb{B}^{|\vec{x}|}: f_{Z}(m, j) \left\lvert\, \begin{gathered}\vec{q}=\vec{\beta} \\ \vec{x}=\vec{\gamma}\end{gathered} \in\{0,1, Z\}\right.$.
The lemma can be proved by induction on the structure of $D$. The proof is given in Appendix B. If $\left.f_{Z}(m, j) \left\lvert\, \begin{array}{l}\vec{q}=\vec{\beta} \\ \vec{x}=\vec{\gamma} \\ =\end{array}\right.\right]$, then the function value for input $(\vec{\beta}, \vec{\gamma})$ is unknown due to the Black Boxes.


Fig. 5. Two incomplete designs
Fig. 4 c) shows another example of symbolic $Z$-simulation. Note that - in contrast to symbolic $Z_{i}$-simulation in Fig. 4 a) - the second output cannot be proved to be constant 0 . Since $Z$-simulation cannot distinguish between unknown values at different Black Box outputs, some information is lost. According to the following lemma, $Z_{i}$-simulation is always at least as accurate as $Z$-simulation:
Lemma 3. Let $D$ be an incomplete design, $f_{Z}(m, j)$ the function computed by symbolic $Z$-simulation for the $j$-th output of $m$ and $f_{Z_{i}}(m, j)$ the corresponding function computed by symbolic $Z_{i}$ simulation. Then the following holds for constants $\alpha \in \mathbb{B}$ and $\vec{\beta} \in \mathbb{B}^{|\vec{q}|}, \vec{\gamma} \in \mathbb{B}^{|\vec{x}|}:$ If $f_{Z}(m, j) \left\lvert\, \begin{gathered}\vec{q}=\overrightarrow{\vec{\beta}} \\ \bar{x}=\vec{\gamma}\end{gathered}=\alpha\right.$, then $\left.f_{Z_{i}}(m, j)\right|_{\substack{\vec{q}=\vec{\beta} \\ \vec{x}=\vec{\gamma}}}=\alpha$.

Again, the lemma is proved by induction on the structure of $D$; the proof can be found in Appendix C.

## Symbolic $Z / Z_{i}$-simulation

Finally, we provide a mixed (symbolic) $Z / Z_{i}$-simulation in order to give the user more flexibility in controlling the trade-off between higher efficiency of $Z$-simulation and higher accuracy of $Z_{i}$ simulation. Here, some Black Box outputs are represented by variable $Z$ as in symbolic $Z$-simulation and some Black Box outputs by distinct variables $Z_{i}$ as in symbolic $Z_{i}$-simulation. Basically, symbolic $Z / Z_{i}$-simulation considers the $Z_{i}$-modeled Black Box outputs as additional inputs and then performs symbolic $Z$-simulation (always replacing $Z$ by $\bar{Z}$ when processing not gates):
Definition 10 (Symbolic $Z / Z_{i}$-Simulation). Let $D$ be an incomplete design over STD. Let $\vec{Z}_{l}=\left(Z_{1}, \ldots, Z_{n}\right)$ be a vector of new variables and $Z$ be a new variable, all different from $x_{1}, \ldots, x_{|\vec{X}|}, q_{1}, \ldots, q_{|\vec{Q}|}$. Let zvar be a function mapping distinct Boolean variables $Z_{i}$ or the variable $Z$ to the outputs of the Black Boxes. The Boolean function $f_{Z / Z_{i}}(m, j)$ for the $j$-th output of a node $m$ is defined as in Def. 8 with (4) replaced by
(4") If $m$ is a not-gate whose predecessor is output $k$ of node $p$, then $f_{Z / Z_{i}}(m, 1)=\left.\overline{f_{Z / Z_{i}}(p, k)}\right|_{Z \leftarrow \bar{Z}}$.

Example. Figure 5 (b) shows an example comparing $Z-, Z_{i^{-}}$and combined $Z / Z_{i}$-simulation. If this design is simulated by using symbolic $Z$-simulation (meaning that $Z$ is assigned to the outputs of both Black Box 1 and Black Box 2), a total number of 3 variables are needed $\left(x_{1}, x_{2}, Z\right)$ and the resulting function for the output is $f_{Z}=Z$.
If the design is simulated by using symbolic $Z_{i}$-simulation instead (meaning that for each output of Black Box 1 and Black Box 2 a new $Z_{i}$ variable is used), 9 variables are needed ( $x_{1}, x_{2}, Z_{1}, \ldots, Z_{7}$ ), and the function for the output is $f_{Z_{i}}=\bar{Z}_{1} x_{1}+Z_{1} \cdot\left(\bar{x}_{2}+\neg\left(\bar{Z}_{2} \bar{Z}_{3} Z_{4}+\right.\right.$ $\left.Z_{2} \bar{Z}_{3} Z_{5}+\bar{Z}_{2} Z_{3} Z_{6}+Z_{2} Z_{3} Z_{7}\right)$ ) (when variables $Z_{1}, \ldots Z_{7}$ are assigned top down to the Black Box outputs appearing in Fig. 5 (b).

When using symbolic $Z / Z_{i}$-simulation for modeling Black Box outputs, assigning $Z$ to all outputs of Black Box 2 , but different $Z_{i}$ 's to the outputs of Black Box 1 , e.g., we end up using 6 variables $\left(x_{1}, x_{2}, Z, Z_{1}, Z_{2}, Z_{3}\right)$ and obtain the function $f_{Z / Z_{i}}=\bar{Z}_{1} x_{1}+Z_{1}$. $\left(\bar{x}_{2}+Z\right)$.
Thus, $Z / Z_{i}$-simulation generates an output function that is obviously less complicated than the result of symbolic $Z_{i}$-simulation, yet contains more information than the result of symbolic $Z$-simulation.

To give an example, for $x_{1}=1$ and $x_{2}=0$, the output can be proven to be 1 using $Z / Z_{i}$-simulation, while it is not possible to obtain this information from symbolic $Z$-simulation.

In general, $Z / Z_{i}$-simulation is at most as exact as symbolic $Z_{i}$ simulation, but at least as exact as symbolic $Z$-simulation. Moreover, if for a node function in an incomplete design computed by $Z-, Z / Z_{i}$ or $Z_{i}$-simulation a cofactor wrt. input and state variables is constant, then the cofactor of the corresponding node function always evaluates to the same constant, no matter how the Black Boxes are replaced by sequential designs. This is summarized by the following theorem:

Theorem 4. Let $D$ be an incomplete design, let $D^{c} \in \mathcal{C}(D)$ be an arbitrary completion of $D$, let $f_{Z}(m, j), f_{Z_{i}}(m, j), f_{Z / Z_{i}}(m, j)$ be the functions computed for the $j$-th output of node $m$ in $D$ by symbolic $Z$-simulation, $Z_{i}$-simulation, and $Z / Z_{i}$-simulation, respectively, and let $f(m, j)$ be the function computed for the $j$-th output of node $m$ in $D^{c}$ by symbolic simulation. For constants $\alpha \in \mathbb{B}$ and for all $\vec{\beta} \in \mathbb{B}^{|\vec{q}|}, \vec{\gamma} \in \mathbb{B}^{|\vec{x}|}:$

$$
\begin{aligned}
& f_{Z}(m, j)\left|\vec{q}=\overrightarrow{\vec{\gamma}}=\vec{x}=\gamma \quad \stackrel{(1)}{\Rightarrow} \quad f_{Z / Z_{i}}(m, j)\right|_{\vec{\alpha}=\vec{\beta}}^{\vec{x}=\vec{\gamma}}=\alpha \\
& \left.\left.\stackrel{(2)}{\Rightarrow} f_{Z_{i}}(m, j) \left\lvert\, \begin{array}{l}
\vec{q}=\vec{\beta} \\
\vec{x}=\vec{\gamma} \\
=
\end{array}\right.\right) \stackrel{(3)}{\Rightarrow} f(m, j) \left\lvert\, \begin{array}{l}
\vec{q}=\vec{\beta}=\vec{\gamma} \\
\vec{x}=\vec{\gamma}
\end{array}\right.\right)=\alpha .
\end{aligned}
$$

Proof: Implication (1) is proved by induction on the structure of $D$ exactly as in the proof of Lemma 3 (simply replace $f_{Z_{i}}$ by $f_{Z / Z_{i}}$ in the proof). Implication (2) follows from Lemma 3: Let $\vec{Z}_{l}$ be the vector of $Z_{i}$-variables also used in $Z / Z_{i}$-simulation. Since
 Considering the $\vec{Z}_{l}$-variables as primary inputs for the time being, we
 This implies $\left.f_{Z_{i}}(m, j)\right|_{\substack{\vec{q}=\vec{\beta} \\ \bar{x}=\vec{\gamma}}}=\alpha$. Implication (3) directly follows from Lemma 1.

## 5 Symbolic Model Checking for Incomplete DeSIGNS

### 5.1 Basic Principle

Symbolic model checking for complete designs computes the set $\operatorname{Sat}(\varphi)$ of all states satisfying a CTL formula $\varphi$ and then checks whether all initial states are included in this set. If so, the design satisfies $\varphi$. The situation becomes more complex if we consider incomplete designs, since for each replacement of the Black Boxes we may have different state sets satisfying $\varphi$.
In contrast to conventional model checking we do not compute the set $\operatorname{Sat}(\varphi)$, but we consider two sets $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ and $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$ : The set $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ is defined to contain all states, for which there $i s$ at least one completion so that $\varphi$ is satisfied. In a similar manner, $S a t_{A}^{\text {exact }}(\varphi)$ contains all states, for which $\varphi$ is satisfied for all possible completions.

Definition 11. Let $D$ be an incomplete design and $\mathcal{C}(D)$ be the set of completions of $D$.

$$
\begin{aligned}
& \operatorname{Sat}_{E}^{\text {exact }}(\varphi):=\left\{(\vec{q}, \vec{x}) \in \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \mid\right. \\
& \left.\quad \exists D^{c} \in \mathcal{C}(D), \exists \vec{q}^{r} \in \mathbb{B}^{\left|\left.\right|^{c}\right|-|\vec{Q}|}: \operatorname{struct}\left(D^{c}\right),\left(\left(\vec{q}, \vec{q}^{r}\right), \vec{x}\right) \models \varphi\right\} \\
& \operatorname{Sat}_{A}^{\text {exact }}(\varphi):=\left\{(\vec{q}, \vec{x}) \in \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \mid\right. \\
& \left.\quad \forall D^{c} \in \mathcal{C}(D), \forall \vec{q}^{r} \in \mathbb{B}^{\left|\vec{Q}^{c}\right|-|\vec{Q}|}: \operatorname{struct}\left(D^{c}\right),\left(\left(\vec{q}, \vec{q}^{r}\right), \vec{x}\right) \models \varphi\right\}
\end{aligned}
$$

$\left(\left|\vec{Q}^{c}\right|-|\vec{Q}|\right.$ is the number of flip-flops in $D^{c}$ added to $D$ by Black Box replacements.) We say that states $(\vec{q}, \vec{x}) \in \operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ 'possibly satisfy $\varphi$ ' and that states $(\vec{q}, \vec{x}) \in \operatorname{Sat}_{A}^{\text {exact }}(\varphi)$ 'definitely satisfy $\varphi$ '.

Of course, Def. 11 does not suggest a feasible algorithm for computing $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ and $S a t_{A}^{\text {exact }}(\varphi)$, since the set of all possible completions for an incomplete design is not finite. (This motivates our approach to compute approximations of $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ and $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$
in Sect. 5.2.) Nevertheless, given $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ and $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$, it is easy to prove validity and to falsify realizability for the incomplete design:
Lemma 5. A property $\varphi$ is valid for an incomplete design $D$ with initial state $\vec{q}^{0}$, if all states $\left(\vec{q}^{0}, \vec{x}\right)$ with $\vec{x} \in \mathbb{B}^{|\vec{X}|}$ are included in Sat ${ }_{A}^{\text {exact }}(\varphi)$. A property $\varphi$ is not realizable for $D$, if there is at least one such state $\left(\vec{q}^{0}, \vec{x}\right)$ not belonging to $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$.

Proof: Let $D^{c} \in \mathcal{C}(D)$ be an arbitrary completion of $D$ and let $\vec{q}^{0 r}$ be the initial states of the flip-flops introduced by the replacements of the Black Boxes. If $\forall \vec{x} \in \mathbb{B}^{|\vec{X}|}:\left(\vec{q}^{0}, \vec{x}\right) \in \operatorname{Sat}_{A}^{\text {exact }}(\varphi)$, then $\forall \vec{x} \in \mathbb{B}^{|\vec{X}|}: \operatorname{struct}\left(D^{c}\right),\left(\left(\vec{q}^{0}, \vec{q}^{0 r}\right), \vec{x}\right) \models \varphi$ (by Def. 11). This means that $D^{c}$ satisfies $\varphi . \varphi$ is valid, since we assumed $D^{c}$ to be an arbitrary completion. If $\left(\vec{q}^{0}, \vec{x}\right) \notin \operatorname{Sat}_{E}^{\text {exact }}(\varphi)$, then for all completions $D^{c} \in \mathcal{C}(D)$ with initial states $\vec{q}^{0 r}$ of the additional flip-flops $\varphi$ is not satisfied in the initial state $\left(\left(\vec{q}^{0}, \vec{q}^{0 r}\right), \vec{x}\right)$ of $\operatorname{struct}\left(D^{c}\right)$. Thus, $\varphi$ is not realizable for $D$.

Just as Black Boxes in incomplete designs lead to states only possibly satisfying $\varphi$, there are also 'possible transitions' between states in an incomplete design which may or may not exist in a completion of the design - depending on the replacement of the Black Boxes:

Definition 12. Let $D$ be an incomplete design and let $\mathcal{C}(D)$ be the set of completions of $D$. We define the incomplete design to have $a$ possible transition between states $(\vec{q}, \vec{x}),\left(\vec{q}^{\prime}, \vec{x}^{\prime}\right) \in \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}$, if there is a completion $D^{c} \in \mathcal{C}(D)$ for which there is a transition between $\left(\left(\vec{q}, \vec{q}^{r}\right), \vec{x}\right)$ and $\left.\left(\vec{q}^{\prime}, \vec{q}^{\prime r}\right), \vec{x}^{\prime}\right)$ for some values $\vec{q}^{r}, \vec{q}^{\prime r} \in$ $\mathbb{B}^{\left|\vec{Q}^{c}\right|-|\vec{Q}|} .\left(\left|\vec{Q}^{c}\right|-|\vec{Q}|\right.$ is the number of fip-flops in $D^{c}$ added to $D$ by Black Box replacements.)

Possible transitions are used later on in order to compute states that possibly or definitely satisfy a property $\varphi$.

### 5.2 Approximations

As mentioned above, for reasons of efficiency we compute approximations $S a t_{E}^{\text {appr }}(\varphi)$ and $S a t_{A}^{\text {appr }}(\varphi)$ for $\operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ and $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$, respectively - and similarly for the set of possible transitions. To be more precise, we compute over-approximations $\operatorname{Sat}_{E}^{\text {appr }}(\varphi) \supseteq$ $S a t_{E}^{\text {exact }}(\varphi)$ of $S a t_{E}^{\text {exact }}(\varphi)$ and under-approximations $\operatorname{Sat}_{A}^{\text {appr }}(\varphi) \subseteq$ $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$ of $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$.

Then Lemma 5 directly implies the following lemma:
Lemma 6. Let $\operatorname{Sat}_{E}^{\text {appr }}(\varphi) \supseteq \operatorname{Sat}_{E}^{\text {exact }}(\varphi)$ and $\operatorname{Sat}_{A}^{\text {appr }}(\varphi) \subseteq$ $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$. If all initial states $\left(\vec{q}^{0}, \vec{x}\right)$ are included in $\operatorname{Sat}_{A}^{\text {appr }}(\varphi)$, then $\varphi$ is valid. If there is an initial state $\left(\vec{q}^{0}, \vec{x}\right)$ that is not included in $\operatorname{Sat}_{E}^{\text {appr }}(\varphi)$, then $\varphi$ is not realizable.

Approximations $S a t_{E}^{\mathrm{appr}}(\varphi)$ and $S a t_{A}^{\mathrm{appr}}(\varphi)$ are computed based on an approximate transition relation and on approximate output functions for the incomplete design $D$.

To take account of the unknown behavior of the Black Boxes in $D$ we use the symbolic methods from Sect. 4: Let there be a number of Black Box outputs modeled by $Z$ and some other Black Box outputs modeled by $Z_{i}$-variables from $\left\{Z_{1}, \ldots, Z_{n}\right\}$. Symbolic $Z / Z_{i}$-simulation computes symbolic representations of the output functions $\lambda_{i}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)$ and transition functions $\delta_{j}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)$.

In standard model checking for complete designs, an atomic property $y_{i}$ is satisfied for a state $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right) \in \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}$ if $\left.\lambda_{i}\right|_{\vec{q}=\vec{q}^{\mathrm{fix}}, \vec{x}=\vec{x}^{\mathrm{fix}}}=1$. Here we include a state $\left(\vec{q}^{\text {fix }}, \vec{x}^{\mathrm{fix}}\right)$ into $\operatorname{Sat}_{A}^{\text {appr }}\left(y_{i}\right)$, if $\lambda_{i}$ is 1 for a fixed value ( $\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}$ ) assigned to ( $\vec{q}, \vec{x}$ ) and all possible assignments to $Z$ and $\vec{Z}_{l}$. We include ( $\left.\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right)$ into $S a t_{E}^{\text {appr }}\left(y_{i}\right)$, if $\lambda_{i}$ is 1 for ( $\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}$ ) assigned to ( $\left.\vec{q}, \vec{x}\right)$ and some assignment to $Z$ and $\vec{Z}_{l}$. Thus we define the characteristic functions of $S a t_{A}^{\text {appr }}\left(y_{i}\right)$ and $S a t_{E}^{\text {appr }}\left(y_{i}\right)$ as follows:

Definition 13.

$$
\begin{align*}
& \chi_{S a a^{\text {tappr }}\left(y_{i}\right)}(\vec{q}, \vec{x}):=\forall Z \forall \vec{Z}_{l}\left(\lambda_{i}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)\right)  \tag{1}\\
& \chi_{\operatorname{Satat}_{E}^{\text {pppr }}\left(y_{i}\right)}(\vec{q}, \vec{x}):=\exists Z \exists \vec{Z}_{l}\left(\lambda_{i}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)\right) \tag{2}
\end{align*}
$$

Lemma 7. For $\operatorname{Sat}_{A}^{\text {appr }}\left(y_{i}\right)$ and for $S a t_{E}^{\text {appr }}\left(y_{i}\right)$ as defined in Def. 13:

$$
\operatorname{Sat}_{A}^{\mathrm{appr}}\left(y_{i}\right) \subseteq \operatorname{Sat}_{A}^{\text {exact }}\left(y_{i}\right), \quad \operatorname{Sat}_{E}^{\text {exact }}\left(y_{i}\right) \subseteq \operatorname{Sat}_{E}^{\text {appr }}\left(y_{i}\right)
$$

Proof: If $\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right) \in S a t_{A}^{\text {appr }}\left(y_{i}\right)$, i.e., $\chi_{S a t_{A}^{\text {appr }}\left(y_{i}\right)}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right)=1$, then $\left.\lambda_{i}\right|_{\vec{q}=\vec{q}^{\mathrm{fix}}, \vec{x}=\vec{x}_{\text {fix }}}=1$ according to Def. 13, Eqn. (1). Consider an arbitrary completion $D^{c} \in \mathcal{C}(D)$ where the replacement of the Black Boxes introduces the additional state variables $\vec{q}^{r} \in \mathbb{B}^{\left|\vec{Q}^{c}\right|-|\vec{Q}|}$ and let $\lambda_{i}^{c}\left(\left(\vec{q}, \vec{q}^{r}\right), \vec{x}\right)$ be the $i$-th output function of $D^{c}$. According to
 $\vec{q}^{r} \in \mathbb{B}^{\left|\vec{Q}^{c}\right|-|\vec{Q}|}$. That means that $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right) \in \operatorname{Sat}_{A}^{\text {exact }}\left(y_{i}\right)$, since $D^{c}$ was chosen arbitrarily.

If $\left(\vec{q}^{\text {fix }}, \vec{x}^{\mathrm{fix}}\right) \notin S a t_{E}^{\mathrm{appr}}\left(y_{i}\right)$, then $\left.\lambda_{i}\right|_{\vec{q}=\vec{q}^{\mathrm{fix}}, \vec{x}=\vec{x}^{\mathrm{fix}}}=0$ according to Def. 13, Eqn. (2). Then for an arbitrary completion $D^{c}$ as given above we have according to Thm. 4: $\left.\lambda_{i}^{c}\right|_{\vec{q}=\vec{q}^{\text {fix }}, \vec{x}=\vec{x}^{\text {fix }}}=0$, and thus $\lambda_{i}^{c}\left(\left(\vec{q}^{\text {fix }}, \vec{q}^{r}\right), \vec{x}^{\mathrm{fix}}\right)=0$ for all $\vec{q}^{r} \in \mathbb{B}^{\left|\overrightarrow{\vec{Q}}^{c}\right|-|\vec{Q}|}$. That means that $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right) \notin S a t_{E}^{\text {exact }}\left(y_{i}\right)$, since $D^{c}$ was chosen arbitrarily.

The computation of $S a t_{A}^{\text {appr }}(\varphi)$ and $S a t_{E}^{\text {appr }}(\varphi)$ for general CTL formulas $\varphi$ is performed based on possible transitions. Here we work with an approximation, too. We compute an over-approximation of the possible transitions, represented by the characteristic function $\chi_{R_{E}}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right):$

## Definition 14.

$\chi_{R_{E}}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right):=\exists \vec{Z}_{l}\left(\prod_{i=1}^{|\vec{q}|} \exists Z\left(\delta_{i}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right) \equiv q_{i}^{\prime}\right)\right)$.
The following lemma states that $\chi_{R_{E}}$ over-approximates the possible transitions:
Lemma 8. If $\chi_{R_{E}}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}, \vec{q}^{\prime \mathrm{fix}}\right)=0$, then there is no possible transition from $\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right)$ to $\left(\vec{q}^{\prime \mathrm{fix}}, \vec{x}^{\text {fix }}\right)$ (for an arbitrary next input $\vec{x}^{\prime \text { fix }}$ ).

Proof: If $\chi_{R_{E}}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}, \vec{q}^{\text {fix }}\right)=0$, then
$\forall \vec{Z}_{l}\left(\bigvee_{i=1}^{|\vec{q}|} \forall Z\left(\delta_{i}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}, Z, \vec{Z}_{l}\right) \not \equiv q_{i}^{\prime \text { fix }}\right)\right)=1$. This means that for an arbitrary fixed output $\vec{Z}_{l}^{\text {fix }}$ of the Black Boxes modeled by $Z_{i}$ 's there is an $i \in\{0, \ldots,|\vec{q}|-1\}$ with

$$
\begin{equation*}
\forall Z\left(\delta_{i}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}, Z, \vec{Z}_{l}^{\mathrm{fix}}\right) \not \equiv q_{i}^{\prime \text { fix }}\right)=1 \tag{3}
\end{equation*}
$$

$\delta_{i}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}, Z, \vec{Z}_{l}^{\mathrm{fix}}\right)=Z, \delta_{i}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}, Z, \vec{Z}_{l}^{\mathrm{fix}}\right)=q_{i}^{\prime \text { fix }}$ or $\delta_{i}\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right.$, $\left.Z, \vec{Z}_{l}^{\text {fix }}\right)=\neg q_{i}^{\text {fix }}$ according to Lemma 2. In the two former cases, Eq. (3) would not hold, thus we have $\delta_{i}\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}, Z, \vec{Z}_{l}^{\text {fix }}\right)=\neg q_{i}^{\prime \text { fix }}$, i.e., the output value of $\delta_{i}$ differs from $q_{i}^{\text {fix }}$ for each replacement of the $Z$-modeled Black Boxes (Thm. 4).

Altogether we can conclude that the output value of $\vec{\delta}$ for input ( $\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}$ ) differs from $\vec{q}^{\text {fix }}$ independently from the values at the outputs of Black Boxes, i.e., there cannot be a possible transition from $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right)$ to ( $\left.\vec{q}^{\prime \text { fix }}, \vec{x}^{\prime \text { fix }}\right)$.
Remark. Extending Definitions 11 and 12 with respect to our approximations, we denote in the following not only the states in $S a t_{E}^{\text {exact }}(\varphi)$, but also the states in $\operatorname{Sat}_{E}^{\text {appr }}(\varphi)$ by 'states possibly satisfying $\varphi^{\prime}$. Similarly, we characterize the states in $\operatorname{Sat}_{A}^{\text {appr }}(\varphi)$ by 'states definitely satisfying $\varphi$ ' and all transitions described by $\chi_{R_{E}}$ as 'possible transitions'.

Based on $\chi_{R_{E}}, S a t_{A}^{\text {appr }}\left(y_{i}\right)$ and $S a t_{E}^{\text {appr }}\left(y_{i}\right)$, it is possible to define rules how arbitrary CTL formulas can be recursively evaluated. We show here how to compute sets $\operatorname{Sat}_{A}^{\text {appr }}(\cdot)$ and $\operatorname{Sat}_{E}^{\text {appr }}(\cdot)$ for CTL formulas $E X \psi, \neg \psi,\left(\psi_{1} \vee \psi_{2}\right), E G \psi$, and $E \psi_{1} U \psi_{2}$. We start with $E X \psi$ :

The basic idea behind the definition of $\operatorname{Sat}_{E}^{\text {appr }}(E X \psi)$ and $S a t_{A}^{\text {appr }}(E X \psi)$ is the following: If there is a possible transition from a
state $(\vec{q}, \vec{x})$ to another state possibly satisfying $\psi$, then $(\vec{q}, \vec{x})$ possibly satisfies $E X \psi$. If all possible transitions from a state $(\vec{q}, \vec{x})$ lead to states definitely satisfying $\psi$, then $(\vec{q}, \vec{x})$ definitely satisfies $E X \psi$. The next definition formalizes and refines this idea:

## Definition 15.

$\chi_{S a t_{E}^{t p p r}(E X \psi)}(\vec{q}, \vec{x}):=\exists \vec{q}^{\prime}\left(\chi_{R_{E}}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right) \cdot \exists \vec{x}^{\prime}\left(\left.\chi_{\text {Sat }}^{\text {appr }}(\psi)| |_{\vec{x} \leftarrow \vec{q}^{\prime}}\right|_{\vec{x}^{\prime}}\right)\left(\vec{q}^{\prime}, \vec{x}^{\prime}\right)\right)$


Lemma 9. Let Sat $_{A}^{\text {appr }}(\psi)$ be an under-approximation of $\operatorname{Sat}_{A}^{\text {exact }}(\psi)$ and $\operatorname{Sat}_{E}^{\text {appr }}(\psi)$ be an over-approximation of $\operatorname{Sat}_{E}^{\text {exact }}(\psi)$, let $S a t_{A}^{\text {appr }}(E X \psi)$ and $S a t_{E}^{\text {appr }}(E X \psi)$ be defined as in Def. 15. Then
$S a t_{E}^{\text {exact }}(E X \psi) \subseteq S a t_{E}^{\text {appr }}(E X \psi), \quad S a t_{A}^{\text {appr }}(E X \psi) \subseteq S a t_{A}^{\text {exact }}(E X \psi)$.
Proof: To prove the first part of Lemma 9, we assume that $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right) \in \operatorname{Sat}_{E}^{\text {exact }}(E X \psi)$. This implies that there is a possible transition from ( $\left.\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right)$ to some state $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right) \in \operatorname{Sat}_{E}^{\text {exact }}(\psi)$. Since $\operatorname{Sat}_{E}^{\text {exact }}(\psi) \subseteq \operatorname{Sat}_{E}^{\text {appr }}(\psi)$, there is also a possible transition (given by $\chi_{R_{E}}$ ) from $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right)$ to some state $\left(\vec{q}^{\prime \text { fix }}, \vec{x}^{\prime \text { fix }}\right) \in$ $S a t_{E}^{\text {appr }}(\psi)$. By Def. 15, this means that $\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}\right) \in \operatorname{Sat}_{E}^{\text {appr }}(E X \psi)$.

The proof for the second part is slightly more involved: Assume that $\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right) \notin S a t_{A}^{\text {exact }}(E X \psi)$. That means that there exists a completion $D^{c}$ of the incomplete design (with transition function $\vec{\delta}^{c}$, and additional state variables $\vec{q}^{r} \in \mathbb{B}^{\left|\vec{Q}^{c}\right|-|\vec{Q}|}$ introduced by replacements of Black Boxes) and there exists $\vec{q}^{\text {fix }} \in \mathbb{B}^{\left|\vec{Q}^{c}\right|-|\vec{Q}|}$, such that $\left.\left(\left(\vec{q}^{\text {fix }}, \vec{q}^{\text {fix } r}\right), \vec{x}^{\text {fix }}\right)\right) \not \vDash E X \psi$. I.e., with $\vec{\delta}^{c}\left(\left(\vec{q}^{\text {fix }}, \vec{q}^{\text {fix } r}\right), \vec{x}^{\text {fix }}\right)=$ $\left(\vec{q}^{\prime \text { fix }}, \vec{q}^{\text {fix }}{ }^{r}\right):\left(\left(\vec{q}^{\text {fix }}, \vec{q}^{\text {fix }}{ }^{r}\right), \vec{x}^{\prime \text { fix }}\right) \not \models \psi \forall \vec{x}^{\prime \text { fix }} \in \mathbb{B}^{|\vec{X}|}$. This leads to $\chi_{R_{E}}\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}, \vec{q}^{\prime \text { fix }}\right)=1 \wedge \forall \vec{x}^{\prime \text { fix }} \in \mathbb{B}^{|\vec{X}|}:\left(\vec{q}^{\prime \text { fix }}, \vec{x}^{\prime \text { fix }}\right) \notin$ $\operatorname{Sat}_{A}^{\text {exact }}(\psi)$. Since $\operatorname{Sat}_{A}^{\text {appr }}(\psi) \subseteq \operatorname{Sat}_{A}^{\text {exact }}(\psi)$ :
$\chi_{R_{E}}\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}, \vec{q}^{\prime \text { fix }}\right)=1 \wedge \forall \vec{x}^{\prime \text { fix }} \in \mathbb{B}^{|\vec{X}|}:\left(\vec{q}^{\prime \text { fix }}, \vec{x}^{\prime \text { fix }}\right) \notin \operatorname{Sat}_{A}^{\text {appr }}(\psi)$ and thus $\left(\chi_{R_{E}}\left(\vec{q}^{\text {fix }}, \vec{x}^{\text {fix }}, \vec{q}^{\prime \text { fix }}\right) \cdot \forall \vec{x}^{\prime} \overline{\text { Sata }_{A}^{\text {appr }}(\psi)}\left(\vec{q}^{\prime \text { fix }}, \vec{x}^{\prime}\right)\right)=1$. According to Def. 15 this implies $\chi_{\text {Sat }}^{A}{ }_{A}^{\text {appr }}(E X \psi)\left(\vec{q}^{\text {fix }}, \vec{x}^{\mathrm{fix}}\right)=0$, i.e., $\left(\vec{q}^{\mathrm{fix}}, \vec{x}^{\mathrm{fix}}\right) \notin S a t_{A}^{\mathrm{appr}}(E X \psi)$.

Negation and disjunction are handled as follows:

## Definition 16.

$$
\begin{aligned}
& \chi_{\text {Sat }_{A}^{\text {appr }}(\neg \psi)}(\vec{q}, \vec{x}):=\overline{\chi_{\operatorname{Sat}_{E}^{\text {pppr }}}(\psi)}(\vec{q}, \vec{x}) \quad \text { and } \\
& \chi_{S a t_{E}^{\text {ppr }}(\neg \psi)}(\vec{q}, \vec{x}):=\overline{\chi_{\operatorname{Sat}_{A}^{\text {appr }}(\psi)}^{\text {pit }}}(\vec{q}, \vec{x}), \\
& \chi_{\text {Sat }_{A}^{\operatorname{appr}}\left(\psi_{1} \vee \psi_{2}\right)}(\vec{q}, \vec{x}):=\left(\chi_{\text {Sat }_{A}^{\operatorname{appr}}\left(\psi_{1}\right)} \vee \chi_{\text {Sat }_{A}^{\operatorname{appr}}\left(\psi_{2}\right)}\right)(\vec{q}, \vec{x}) \quad \text { and }
\end{aligned}
$$

Note that negation plays a special role here, since it turns an overapproximation of the set of states which possibly satisfy $\psi$ into an under-approximation of the set of states which definitely satisfy $\neg \psi$ (and vice versa).
Lemma 10. Let $\operatorname{Sat}_{A}^{\text {appr }}(\psi)$ be an under-approximation of $\operatorname{Sat}_{A}^{\text {exact }}(\psi)$ and $\operatorname{Sat}_{E}^{\text {appr }}(\psi)$ be an over-approximation of $\operatorname{Sat}_{E}^{\text {exact }}(\psi)$, let $\quad \operatorname{Sat}_{A}^{\text {appr }}(\neg \psi), \quad \operatorname{Sat}_{E}^{\text {appr }}(\neg \psi), \quad \operatorname{Sat}_{A}^{\text {appr }}\left(\psi_{1} \vee \psi_{2}\right)$, and $\operatorname{Sat}_{E}^{\text {appr }}\left(\psi_{1} \vee \psi_{2}\right)$ be defined by Def. 16. Then

$$
\begin{align*}
\operatorname{Sat}_{A}^{\text {appr }}(\neg \psi) & \subseteq \operatorname{Sat}_{A}^{\text {exact }}(\neg \psi),  \tag{4}\\
\operatorname{Sat}_{E}^{\text {exact }}(\neg \psi) & \subseteq \operatorname{Sat}_{E}^{\text {appr }}(\neg \psi),  \tag{5}\\
\operatorname{Sat}_{A}^{\text {appr }}\left(\psi_{1} \vee \psi_{2}\right) & \subseteq \operatorname{Sat}_{A}^{\text {exact }}\left(\psi_{1} \vee \psi_{2}\right),  \tag{6}\\
\operatorname{Sat}_{E}^{\text {exact }}\left(\psi_{1} \vee \psi_{2}\right) & \subseteq \operatorname{Sat}_{E}^{\text {appr }}\left(\psi_{1} \vee \psi_{2}\right) . \tag{7}
\end{align*}
$$

Proof:

$$
\begin{align*}
\operatorname{Sat}_{A}^{\text {appr }}(\neg \psi) & =\left(\mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}\right) \backslash \operatorname{Sat}_{E}^{\text {appr }}(\psi) & & \text { (Def.16) } \\
& \subseteq\left(\mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}\right) \backslash \operatorname{Sat}_{E}^{\text {exact }}(\psi) & & \text { (Precond. Lemma 10) } \\
& =\operatorname{Sat}_{A}^{\text {exact }}(\neg \psi) . & & \text { (Def.11) } \tag{Def.11}
\end{align*}
$$

This proves Eqn. (4). With an analogous argument Eqn. (5) can be proved. Eqn. (6) and Eqn. (7) follow easily by appropriate set operations.

Finally, we define $\varphi=E G \psi$ and $\varphi=E \psi_{1} U \psi_{2}$ to be evaluated by their standard fixed point iterations (see Figs. 2, 3) based on the evaluation of $E X$ defined above (two separate fixed point iterations for $S a t_{A}^{\text {appr }}(\cdot)$ and $\left.S a t_{E}^{\text {appr }}(\cdot)\right)$.
Lemma 11. If $\operatorname{Sat}_{A}^{\text {appr }}(\psi) \subseteq \operatorname{Sat}_{A}^{\text {exact }}(\psi)$ and $\operatorname{Sat}_{E}^{\text {exact }}(\psi) \subseteq$ $\operatorname{Sat}_{E}^{\text {appr }}(\psi), S a t_{A}^{\text {appr }}(E G \psi), S a t_{E}^{\text {appr }}(E G \psi), S a t_{A}^{\text {appr }}\left(E \psi_{1} U \psi_{2}\right)$, and Sat ${ }_{E}^{\mathrm{appr}}\left(E \psi_{1} U \psi_{2}\right)$ are obtained by the fixed point iteration of Figs. 2 and 3, then $\operatorname{Sat}_{A}^{\text {appr }}(E G \psi) \subseteq \operatorname{Sat}_{A}^{\text {exact }}(E G \psi)$, $\operatorname{Sat}_{E}^{\text {exact }}(E G \psi) \subseteq$ $\operatorname{Sat}_{E}^{\text {appr }}(E G \psi), \quad \operatorname{Sat}_{A}^{\text {appr }}\left(E \psi_{1} U \psi_{2}\right) \subseteq \quad \operatorname{Sat}_{A}^{\text {exact }}\left(E \psi_{1} U \psi_{2}\right)$ and $S a t_{E}^{\text {exact }}\left(E \psi_{1} U \psi_{2}\right) \subseteq S a t_{E}^{\text {appr }}\left(E \psi_{1} U \psi_{2}\right)$.

Proof: Since the evaluation of $E G$ and $E U$ is done by iterated application of the $E X$-operator according to Figs. 2 and 3, the proof follows immediately from the corresponding properties of $E X$ (see Lemma 9) and monotonicity of set union resp. intersection.

Theorem 12. If $\chi_{\text {Sat }}^{A}{ }^{\text {appr }}(\varphi)$ and $\chi_{\text {Sat }_{A}^{\operatorname{appr}}(\varphi)}$ are computed recursively according to Definitions 13, 15, 16, then

$$
\begin{aligned}
\forall \vec{x}\left(\left.\left(\chi_{\text {Sat }_{A}^{\operatorname{appr}(\varphi)}}(\vec{q}, \vec{x})\right)\right|_{\vec{q}=\vec{q}^{0}}\right)=1 & \Longrightarrow \quad \varphi \text { is valid } \\
\exists \vec{x}\left(\left.\overline{\chi_{\operatorname{Sat}_{E}^{\operatorname{tppr}}(\varphi)}(\vec{q}, \vec{x})}\right|_{\vec{q}=\vec{q}^{0}}\right)=1 & \Longrightarrow \quad \varphi \text { is not realizable }
\end{aligned}
$$

Proof: The proof follows directly from Lemmas 6-11.
Note that the results in this section have a strong relationship to 3 -valued model checking known from the context of software model checking [12], [13]. Details are discussed in Sect. 8.

### 5.3 Including $Z_{i}$-Variables into the State Space

Sometimes the approximations considered above are too coarse to obtain definite answers concerning validity or non-realizability of CTL formulas (see also Sect. 7). A further improvement on the accuracy of the two approximated sets can be obtained by including $Z_{i}$-variables assigned to Black Box outputs into the state space.

As a motivation for this, consider the CTL formula $\varphi=\left(y_{1} \rightarrow E X y_{3}\right)=\left(\neg y_{1} \vee E X y_{3}\right)$ for the design illustrated in Fig. 1 b). The formula essentially says that if the first output $Y_{1}$ holds the value 1 in the initial state, then the third output $Y_{3}$ holds the value 1 in the next state of the design. The formula is valid, since 'output $Y_{1}$ is 1 ' implies that the flip flop input is 1 and thus output $Y_{3}$ is 1 in the next state. This holds independently from the implementation of the Black Box.

If we recursively compute $\chi_{S_{S a t}^{2 p p r}\left(\neg y_{1} \vee E X y_{3}\right)}$ according to the previous section (modeling the Black Box output by $Z_{1}$ ), we obtain:

$$
\begin{aligned}
& \chi_{S a t_{A}^{\text {appr }}\left(\neg y_{1}\right)}\left(q_{1}, x_{1}\right)=\forall Z_{1}\left(\overline{\lambda_{1}}\right)=\bar{x}_{1} \\
& \chi_{\text {Sat }_{A}^{\operatorname{appr}}\left(y_{3}\right)}\left(q_{1}, x_{1}\right)=\forall Z_{1}\left(\lambda_{3}\right)=q_{1} \\
& \begin{aligned}
\chi_{S a t_{A}^{\mathrm{appr}}\left(E X y_{3}\right)}\left(q_{1}, x_{1}\right) & =\forall q_{1}^{\prime}\left(\left.\left(\exists Z_{1}\left(\delta_{1} \equiv q_{1}^{\prime}\right)\right) \rightarrow \exists x_{1}^{\prime}\left(\chi_{\left.\operatorname{Sat}_{A}^{\operatorname{appr}\left(y_{3}\right)}\right)}\right)\right|_{\substack{q_{1} \leftarrow \leftarrow_{1}^{\prime} \\
x_{1} \leftarrow x_{1}^{\prime}}}\right) \\
& =\forall q_{1}^{\prime}\left(\left(\exists Z_{1}\left(Z_{1} \equiv q_{1}^{\prime}\right)\right) \rightarrow q_{1}^{\prime}\right)=0 .
\end{aligned} \\
& =\forall q_{1}^{\prime}\left(\left(\exists Z_{1}\left(Z_{1} \equiv q_{1}^{\prime}\right)\right) \rightarrow q_{1}^{\prime}\right)=0 .
\end{aligned}
$$

The validity of $\varphi$ cannot be shown, since

$$
\forall x_{1}\left(\left.\chi_{\operatorname{Sat}_{A}^{\mathrm{tapr}}\left(y_{1} \vee E X y_{3}\right)}\right|_{q_{1}=q_{1}^{0}}\right)=\forall x_{1}\left(\bar{x}_{1} \vee 0\right)=0 .
$$

Having a closer look at the computation above, we observe: On the one hand, only those states with $x_{1}=0$ are included into $S a t_{A}^{\text {appr }}\left(\neg y_{1}\right)$, since the output of the Black Box output might be 1 in the current state. On the other hand, $S a t_{A}^{\mathrm{appr}}\left(E X y_{3}\right)\left(q_{1}, x_{1}\right)=\varnothing$, since the output of the Black Box output might be 0 in the current state. Clearly the Black Box output cannot be 0 and 1 at the same time and by case distinction wrt. $Z_{1}$ we can prove that $\varphi$ is valid.

Based on this consideration, our model checking routine for incomplete designs is improved by including $Z_{i}$-variables assigned to Black Box outputs into the state space. In this way the corresponding Black Box output values $Z_{i}$ are constant within each single state and therefore in our example $Z_{1}$ has a fixed value for each state.

Note that it is not always necessary to include all $Z_{i}$ 's into the state space; this provides another possibility of flexibly processing the unknowns at this point, which can be used as a tradeoff between efficiency and accuracy.

Let $Z_{o}$ be the $Z_{i}$-simulated Black Box outputs that are included into the state space and let $\vec{Z}_{l}$ be the $Z_{i}$-simulated Black Box outputs that are not included. Then the values of $\vec{Z}_{o}$ are constant within each single state, while the values of $\vec{Z}_{l}$ are arbitrary as they were before.

Both the output function $\vec{\lambda}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}, \vec{Z}_{o}\right)$ and the transition function $\vec{\delta}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}, \vec{Z}_{o}\right)$ can be computed by using the symbolic simulation from Sect. 4 for which it is not necessary to distinguish between $\vec{Z}_{l}$ and $\vec{Z}_{o}$.

Now the computation of sets $S a t_{A}^{\text {appr, incl }}(\cdot)$ and $S a t_{E}^{\text {appr, incl }}(\cdot)$ is performed in a manner similar to the previous section. We start with the sets of states definitely or possibly satisfying the atomic CTL formula $y_{i}$ :

## Definition 17.

$$
\begin{aligned}
& \chi_{\text {Sat }}^{A}{ }_{A}^{\text {appr, incl }}\left(y_{i}\right) \\
& \left.\chi_{\text {Sat }_{E}^{\text {appr, incl }}\left(y_{i}\right)}\left(\vec{q}, \vec{x}, \overrightarrow{Z_{o}}, \overrightarrow{Z_{o}}\right):=\forall Z \forall \vec{Z}_{l}\right):=\exists Z \exists \vec{Z}_{l}\left(\lambda_{i}\left(\vec{q}, \vec{x}, Z, \overrightarrow{Z_{l}}, \overrightarrow{Z_{o}}\right)\right) \\
& \left.\left., ~ \vec{Z}_{l}, \vec{Z}_{o}\right)\right) .
\end{aligned}
$$

Lemma 13. For $S a t_{A}^{\text {appr,incl }}\left(y_{i}\right), S a t_{E}^{\text {appr,incl }}\left(y_{i}\right)$ as defined in Def. 17:

Proof: The proof follows immediately from Lemma 7, since $\left(\forall \vec{Z}_{o} \chi_{\text {Sat }}^{A}{ }_{A}^{\text {appr, incl }}\left(y_{i}\right)\right)=\chi_{\text {Sat }_{A}^{\text {appr }}\left(y_{i}\right)}$ and $\left(\exists \vec{Z}_{o} \chi_{\text {Sat }}^{\text {appr, incl }}\left(y_{i}\right)\right)=$ $\chi_{S a t}{ }_{E}^{\text {appr }}\left(y_{i}\right)$.

Analogously, we define an over-approximation $\chi_{R_{E}^{\text {incl }}}$ for the characteristic function of possible transitions:

## Definition 18.

$$
\chi_{R_{E}^{\text {incl }}}\left(\vec{q}, \vec{x}, \vec{Z}_{o}, \vec{q}^{\prime}\right):=\left(\exists \vec{Z}_{l} \prod_{i=1}^{|\vec{q}|} \exists Z\left(\delta_{i}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}, \vec{Z}_{o}\right) \equiv q_{i}^{\prime}\right)\right) .
$$

As in the previous section the sets $S a t_{A}^{\text {appr,incl }}(E X \psi)$ and $S_{a t_{E}^{\text {appr, incl }}}(E X \psi)$ are computed based on $\operatorname{Sat}_{A}^{\text {appr, incl }}(\psi)$, Sat $t_{E}^{\text {appr, incl }}(\psi)$ and $\chi_{R_{E}^{\text {incl }}}:$

## Definition 19.

```
\(\chi_{S a t_{E}^{\text {appr, incl }}(E X \psi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right):=\)
```



```
\(\chi_{S a t_{A}^{\text {appr, incl }}(E X \psi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right):=\)
```


 are defined as in Def. 19, $\left(\forall \vec{Z}_{o} \chi_{S a t_{A}^{\text {pppr,incl }}(\psi)}\right) \leq \chi_{S a t_{A}^{e x a c t}(\psi)}$ and $\left(\exists \vec{Z}_{o} \chi_{\text {Sat }}^{E}{ }_{E}^{\text {pprr, incl }}(\psi)\right) \geq \chi_{\text {Sat }_{E}^{\text {teact }}(\psi)}$, then

$$
\left.\begin{array}{rl}
\left(\forall \vec{Z}_{o} \chi_{\text {Sat }}^{A \text { appr, incl }}(E X \psi)\right.
\end{array}\right) \leq \chi_{\text {Sat }_{A}^{\text {exact }}(E X \psi)} \text { and }, ~=\left(\exists \vec{Z}_{o} \chi_{\text {Sat }_{E}^{\text {appr, incl }}(E X \psi)}\right) .
$$

Proof:
Part 1: $\left(\forall \vec{Z}_{o} \chi_{S a t_{A}^{\text {appr, incl }}(E X \psi)}\right)$

$$
\begin{aligned}
& =\forall \vec{Z}_{o} \forall \vec{q}^{\prime}\left(\left(\neg \chi_{R_{E}^{\text {incl }}}\right) \vee \exists \vec{x}^{\prime} \forall \vec{Z}_{o}^{\prime}\left(\chi_{S a t_{A}^{\text {appr,incl }}(\psi) \mid}^{\substack{\vec{q} \leftarrow \vec{q}^{\prime} \\
\vec{Z}_{o} \leftarrow \vec{Z}_{o}^{\prime}}}\right)\right)
\end{aligned}
$$

From Definitions 14 and 18 we conclude $\left(\exists \vec{Z}_{o} \chi_{R_{E}^{\text {incl }}}\right)=$ $\chi_{R_{E}}$ and from the precondition of the lemma we know


Fig. 6. Illustration for the functional preimage computation for complete designs.


Fig. 7. Illustration for the functional preimage computation for incomplete designs
$\left(\forall \vec{Z}_{o} \chi_{\text {Sat }}^{\text {appr, incl }}(\psi)\right) \leq \chi_{\text {Sat }_{A}^{\text {exact }}(\psi)}$. So we can apply Lemma 9 and obtain $\left(\forall Z_{o} \chi_{\text {Sat }_{A}^{\text {tppr, incl }}(E X \psi)}\right) \leq \chi_{\text {Sat }_{A}^{\text {exact }}}^{(E X \psi)}$.
Part 2: $\left(\exists \vec{Z}_{o} \chi_{\text {Sat }_{E}^{\text {appr, incl }}(E X \psi)}\right)=$

$$
\begin{aligned}
& =\exists \vec{Z}_{o} \exists \vec{q}^{\prime}\left(\chi_{R_{E}^{\text {incl }}} \cdot \exists \vec{x}^{\prime} \exists \vec{Z}_{o}^{\prime}\left(\chi_{S a t_{E}^{\text {appr, incl }}(\psi)} \begin{array}{c}
\substack{\vec{q}_{x} \vec{q}_{x}^{\prime} \\
\vec{Z}_{o} \leftarrow \vec{Z}_{o}^{\prime}}
\end{array}\right)\right) \\
& =\exists \vec{q}^{\prime}(\underbrace{\exists \vec{Z}_{o} \chi_{R_{E}^{\mathrm{incl}}}} \cdot \exists \vec{x}^{\prime} \underbrace{\exists \vec{Z}_{o}^{\prime}\left(\chi_{S_{S a t}^{\mathrm{appr}, \text { incl }}(\psi)}\right.} \begin{array}{c}
\left.\begin{array}{c}
\overrightarrow{q_{E}} \leftarrow \vec{q}_{x}^{\prime} \\
\vec{Z}_{o} \leftarrow \vec{Z}_{o}^{\prime}
\end{array}\right)
\end{array})
\end{aligned}
$$

Again, we apply Defs. 14, 18, the precondition of the lemma and Lemma 9 and obtain $\left(\exists \vec{Z}_{o} \chi_{S a t_{E}^{\text {appr, incl }}(E X \psi)}\right) \geq \chi_{\text {Sa }} t_{E}^{\text {exact }}(E X \psi)$.

For all remaining CTL operators $\neg, \vee, E G$ and $E U, S_{S} t_{A}^{\text {appr, incl }}(\cdot)$ and $S a t_{E}^{\text {appr, incl }}(\cdot)$ are computed as already described in Sect. 5.2. Lemmas like Lemma 10 and 11 hold with exactly the same arguments as in Sect. 5.2.

Theorem 15. If $\chi_{\text {Satat }_{A}^{\text {appr, incl }}(\varphi)}$ and $\chi_{\text {Sat }_{E}^{\text {papr, incl }}(\varphi)}$ are computed recursively as described above, then
$\forall \vec{x}\left(\left.\left(\forall \vec{Z}_{o}\left(\chi_{\text {Sat }}^{A}{ }^{\text {appr, incl }}(\varphi)\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right)\right)\right)\right|_{\vec{q}=\vec{q}^{0}}\right)=1 \Longrightarrow \varphi$ is valid $\exists \vec{x}\left(\left.\overline{\exists \vec{Z}_{o}\left(\chi_{\text {Sataterer }_{E}^{\text {ppr, incl }}(\varphi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right)\right)}\right|_{\vec{q}=\vec{q}^{0}}\right)=1 \Longrightarrow \varphi$ not realizable

Proof: As shown above we have $\left(\forall \vec{Z}_{o} \chi_{\text {Sat }_{A}^{\text {appr, incl }}(\varphi)}\right) \leq$ $\chi_{S a t_{A}^{\text {exact }}(\varphi)}$ and $\left(\exists \vec{Z}_{o} \chi_{\text {Sat }}^{\text {appr, incl }^{\text {apl }}(\varphi)}\right) \geq \chi_{\text {Sat }_{E}^{\text {texact }}(\varphi)}$. So the theorem follows from Lemma 6.

Example. Again, we consider the CTL formula $\varphi=\left(\neg y_{1} \vee E X y_{3}\right)$ for the design illustrated in Fig. 1 b):

$$
\begin{aligned}
& \chi_{\text {Sa } A_{A}^{\text {apor, incl }}\left(\neg y_{1}\right)}\left(q_{1}, x_{1}, Z_{1}\right)=\overline{\lambda_{1}}=\bar{x}_{1} \vee \bar{Z}_{1} \\
& \chi_{\text {Satat }_{A}^{\text {appr, incl }}\left(y_{3}\right)}\left(q_{1}, x_{1}, Z_{1}\right)=\lambda_{3}=q_{1} \\
& \begin{aligned}
& \chi_{\text {Sata }_{A}^{\text {apor, incl }}\left(E X y_{3}\right)}\left(q_{1}, x_{1}, Z_{1}\right)=\forall q_{1}^{\prime}\left(\left.\left(\delta_{1} \equiv q_{1}^{\prime}\right) \rightarrow \exists x_{1}^{\prime} \forall Z_{1}^{\prime}\left(\chi_{\text {Sat }_{A}\left(y_{3}\right)}\right)\right|_{x_{1} \leftarrow q_{1}^{\prime}} ^{q_{1} \leftarrow x_{1}^{\prime}}\right. \\
& Z_{1} \leftarrow Z_{1}^{\prime}
\end{aligned}
\end{aligned}
$$

Now the validity of $\varphi$ can be shown:
$\forall x_{1} \forall Z_{1}\left(\left.\chi_{\text {Sat }}^{A \text { appr, incl }}\left(y_{1} \vee E X y_{3}\right)\right|_{q_{1}=q_{1}^{0}}\right)=\forall x_{1} \forall Z_{1}\left(\bar{x}_{1} \vee \bar{Z}_{1} \vee Z_{1}\right)=1$

### 5.4 Functional Preimage Computation

For complete designs, there are two methods to compute the preimage of a given set of states, as it is needed for the computation of $\operatorname{Sat}(E X \psi)$ [22], [23]:

So far, we used the relational approach in our approximate model checking procedures for incomplete designs. For complete designs this approach builds the characteristic function of the transition relation $\chi_{R}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right):=\prod_{i=1}^{|\vec{q}|}\left(\delta_{i}(\vec{q}, \vec{x}) \equiv q_{i}^{\prime}\right)$ which is then used in the actual preimage computation for a given set of states (represented by $\chi_{N}$ in this case):

$$
\chi_{E X}\left(\chi_{N}\right)(\vec{q}, \vec{x}):=\exists \vec{q}^{\prime} \exists \vec{x}^{\prime}\left(\chi_{R}\left(\vec{q}, \vec{x}, \vec{q}^{\prime}\right) \cdot\left(\chi_{N} \left\lvert\, \begin{array}{l}
\overrightarrow{\vec{q}} \nmid \vec{q}^{\prime} \\
\bar{x} \longleftarrow \vec{x}^{\prime}
\end{array}\right.\right)\left(\vec{q}^{\prime}, \vec{x}^{\prime}\right)\right)
$$

The functional approach uses the compose operator, with $\left.f\right|_{x_{i} \leftarrow g}:=\left.\bar{g} \cdot f\right|_{x_{i}=0}+\left.g \cdot f\right|_{x_{i}=1}$ for $f, g: \mathbb{B}^{n} \rightarrow \mathbb{B}$ and an input variable $x_{i}$ of $f$ (see Def. 5). Based on the compose operator, the preimage of a set of states given by $\chi_{N}$ can be computed as follows:

$$
\chi_{E X}\left(\chi_{N}\right)(\vec{q}, \vec{x}):=\left.\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)\right|_{\vec{q} \leftarrow \vec{\delta}(\vec{q}, \vec{x})}
$$

(Here the composition of different variables $q_{i}$ by functions $\vec{\delta}(\vec{q}, \vec{x})$ is performed in parallel.) Fig. 6 illustrates this composition as the
composition of the Boolean circuit for $\vec{\delta}$ into the Boolean circuit for the characteristic function $\left(\exists \vec{x} \chi_{N}\right)(\vec{q})$ (variables $q_{i}$ of $\left(\exists \vec{x} \chi_{N}\right)(\vec{q})$ are replaced by the corresponding transition functions $\delta_{i}(\vec{q}, \vec{x})$ ).

Note that the number of necessary variables can be decreased by using compose operations instead of transition relations, since the $\vec{q}^{\prime}$ variables are no longer needed. Moreover, the computation of the transition relation is not needed. Due to this, the functional version of preimage computation is often more efficient than the relational version [22].
We now look into the question of how to generalize functional preimage computation so that we can use it for model checking of incomplete designs. In doing so, we first confine ourselves to the case that $Z_{i}$-variables are not included in the state space in order to keep the presentation compact.

Taking into account that the transition function $\vec{\delta}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)$ now depends on the additional variables $Z$ and $\vec{Z}$, we have to replace the usual compose operator by a new compose- $Z$ operator:
Definition 20. The compose- $Z$ operator " $\left.\right|^{c Z}$ " for $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$ with input variables $y_{1}, \ldots, y_{n}$ and $g: \mathbb{B}^{n+1} \rightarrow \mathbb{B}$ with input variables $y_{1}, \ldots, y_{n}, Z$, is defined as:

$$
\begin{equation*}
\left.f\right|_{y_{i} \leftarrow g} ^{c Z}:=\left.\left.\bar{g}\right|_{Z \leftarrow \bar{Z}} \cdot f\right|_{y_{i}=0}+\left.g \cdot f\right|_{y_{i}=1} \tag{8}
\end{equation*}
$$

Just as in the definition of symbolic $Z$-simulation in Sect. 4 we have to replace $Z$ by $\bar{Z}$ after negation in the formula for compose- $Z$.

A composition of a vector of variables by compose- $Z$ is computed by a recursive computation of compositions (as for the original compose operator) and the formula $\left.\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)\right|_{\vec{q} \nprec} \vec{\delta}(\vec{q}, \vec{x})$ for the complete case is now replaced by $\left.\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)\right|_{\vec{q} \nmid \delta} ^{c Z}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)$ for the incomplete case.

For a better understanding of compose- $Z$ (together with its deficiencies explained in the following and a corresponding improvement) please assume for a moment that $\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)$ is represented as a BDD which in turn can be seen as a multiplexer circuit. In Fig. 7 the output functions $\delta_{i}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)$ of $\vec{\delta}$ are inputs to the BDD for $\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)$, i.e., they correspond to select-inputs of the multiplexers in the circuit representation. Now it is easy to see that $\left.\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)\right|_{\vec{q} \leftarrow \vec{\delta}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}\right)} ^{c Z}$ as defined above can be interpreted as the result of a symbolic $Z / Z_{i}$-simulation of the Boolean circuit given in Fig. 7 ( $\delta_{i}$ play the role of $g$ in Eqn. (8), the outputs of multiplexers in $\left(\exists \vec{x} \chi_{N}(\vec{q}, \vec{x})\right)$ play the role of $f$ in Eqn. (8)).

However, there is an obvious deficiency of simple symbolic $Z / Z_{i}$-simulation applied to multiplexer circuits derived from BDDs: Consider the case that $\left.\left(\left.f\right|_{y_{i}=0}\right)\right|_{\vec{y}=\vec{\epsilon}}=1,\left.\left(\left.f\right|_{y_{i}=1}\right)\right|_{\vec{y}=\vec{\epsilon}}=1$ and $\left.g\right|_{\vec{y}=\vec{\epsilon}}=Z$ in Eqn. (8). Symbolic $Z / Z_{i}$-simulation computes $\left.\left(\left.f\right|_{y_{i} \leftarrow g} ^{C Z}\right)\right|_{\vec{y}=\vec{\epsilon}}=Z$. In this special case it is easy to see that this is an inaccuracy (inherited from conventional ( $0,1, X$ )-simulation) which is not really needed: $\left.g\right|_{\vec{y}=\vec{\epsilon}}$ selects between $\left.\left(\left.f\right|_{y_{i}=0}\right)\right|_{\vec{y}=\vec{\epsilon}}=1$ and $\left(\left.\left.f\right|_{y_{i}=1}\right|_{\vec{y}=\vec{\epsilon}}=1\right.$. Even if the value of $\left.g\right|_{\vec{y}=\vec{\epsilon}}$ is unknown, we can easily conclude that the output of $\left.\left(\left.f\right|_{y_{i} \longleftarrow g} ^{c Z}\right)\right|_{\vec{y}=\vec{\epsilon}}$ is 1 . Based on this observation we define an improved compose- $Z$ operator which improves the accuracy of the simple symbolic $Z / Z_{i}$-simulation by replacing Eqn. (8) as follows:
Definition 21. The improved compose- $Z$ operator " $\left.\right|^{c Z, \text { impr } " ~ f o r ~}$ $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$ with input variables $y_{1}, \ldots, y_{n}$ and $g: \mathbb{B}^{n+1} \rightarrow \mathbb{B}$ with input variables $y_{1}, \ldots, y_{n}, Z$, is defined as:

$$
\begin{equation*}
\left.f\right|_{y_{i} \leftarrow g} ^{c Z, \text { impr }}:=\left.\left.\bar{g}\right|_{Z \leftarrow \bar{Z}} \cdot f\right|_{y_{i}=0}+\left.g \cdot f\right|_{y_{i}=1}+\left.\left.f\right|_{y_{i}=0} \cdot f\right|_{y_{i}=1} \tag{9}
\end{equation*}
$$

The additional term in (9) may seem to be unnecessary at first sight, yet it is easy to see that for $\left.\left(\left.f\right|_{y_{i}=0}\right)\right|_{\vec{y}=\vec{\epsilon}}=1,\left.\left(\left.f\right|_{y_{i}=1}\right)\right|_{\vec{y}=\vec{\epsilon}}=1$ and $\left.g\right|_{\vec{y}=\vec{\epsilon}}=Z$ Eqn. (9) results in $\left.\left(\left.f\right|_{x_{i} \leftarrow g} ^{c Z, \text { impr }}\right)\right|_{\vec{y}=\vec{\epsilon}}=1$ which is more exact than the result of simple $Z / Z_{i}$-simulation (i.e., the result contains more accurate information).


Fig. 8. Motivating Example for Exact Symbolic Model Checking


Fig. 9. Extracting the flip-flops from a Black Box with bounded memory size of 2.

For the case that more than one variable is replaced by a function, we have to define composition recursively:
Definition 22. Let $f: \mathbb{B}^{n} \rightarrow \mathbb{B}$ be a Boolean function over variables $\vec{y}=\left(y_{1}, \ldots, y_{n}\right)$ and $g_{i}: \mathbb{B}^{n+1} \rightarrow \mathbb{B}(1 \leq i \leq k)$ be Boolean functions over variables $\left(y_{1}, \ldots, y_{n}, Z\right)$. The improved compose- $Z$ operator " ${ }^{c Z, i m p r "}$ is then recursively defined as:

$$
\begin{aligned}
& \left.f\right|^{c Z, \operatorname{impr}} \underset{y_{1} \leftarrow g_{1}}{ }:=\left.\left.\bar{g}_{k}\right|_{Z \leftarrow \bar{Z}} \cdot\left(\left.f\right|_{y_{k}=0}\right)\right|^{c Z, \underset{y_{1} \leftarrow g_{1}}{\operatorname{impr}}}+\left.g_{k} \cdot\left(\left.f\right|_{y_{k}=1}\right)\right|^{c Z, \underset{y_{1} \leftarrow g_{1}}{\operatorname{impr}}} \\
& y_{k} \leftarrow g_{k} \quad y_{k-1} \leftarrow g_{k-1} \quad y_{k-1} \leftarrow g_{k-1} \\
& +\left.\left.\left(\left.f\right|_{y_{k}=0}\right)\right|^{c Z, \operatorname{impr}_{y_{1} \leftarrow g_{1}}} \cdot\left(\left.f\right|_{y_{k}=1}\right)\right|^{c Z, \operatorname{impr}_{y_{1} \leftarrow g_{1}}} \\
& \left.f\right|_{\varnothing} ^{c Z, \text { impr }}:=f \quad y_{k-1} \leftarrow g_{k-1} \quad y_{k-1} \leftarrow g_{k-1}
\end{aligned}
$$

(Note that composition is performed in parallel here; a straightforward reduction of the composition for $k$ variables to a series of $k$ compositions for single variables would lead to a different result, since functions $g_{j}$ may depend on replaced variables $y_{i}$.)
The consideration given above can be extended to the case that some Black Box outputs are modeled by $\vec{Z}_{o}$ variables in the state space. Then, using the improved compose- $Z$ operator, we can define $\chi_{S a t}^{A} t^{\text {func }}(E X \psi)$ and $\chi_{S a t} t_{E}^{\text {func }}(E X \psi)$ by functional preimage computation:

## Definition 23.

$\chi_{\text {Sat }_{A}^{\text {func }}(E X \psi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right):=\forall \vec{Z}_{l} \forall Z\left(\left.\left(\exists \vec{x} \forall \vec{Z}_{o} \chi_{\left.\text {Sat }_{A}^{\text {finc }}(\psi)\right)}\right)\right|_{\vec{q} \leftarrow \bar{\delta}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}, \vec{Z}_{o}\right)} ^{c Z, \text { impr }}\right)$ $\chi_{S_{a t} t_{E}^{\text {func }}(E X \psi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right):=\exists \vec{Z}_{l} \exists Z\left(\left.\left(\exists \vec{x} \exists \vec{Z}_{o} \chi_{\text {Sat }_{E}^{\text {func }}(\psi)}\right)\right|_{\vec{q} \leftarrow \bar{\delta}\left(\vec{q}, \vec{x}, Z, \vec{Z}_{l}, \vec{Z}_{o}\right)} ^{c Z, \text { impr }}\right)$
For all other operators $\chi_{\text {Sat }}^{E} t_{\text {func }}(\varphi)$ and $\chi_{\text {Sad }_{A}^{\text {func }}(\varphi)}$ are defined just as $\chi_{\text {Sat }}^{E \text { appr, incl }}(\varphi)$ and $\chi_{\text {Sat }}^{A}{ }^{\text {appr, incl }}(\varphi)$.

Interestingly, we are able to prove that functional preimage computation with the improved compose- $Z$ operator as defined above gives exactly the same results as relational preimage computation:
Theorem 16. For arbitrary CTL formulas $\varphi$ :

$$
\chi_{S a t_{E}^{\text {func }}(\varphi)}=\chi_{\text {Sat }}^{\text {appr, incl }}(\varphi) \text { and } \chi_{S a t_{A}^{\text {func }}(\varphi)}=\chi_{\text {Sat }_{A}^{\text {appr, incl }}(\varphi)}
$$

Proof: The proof is performed by induction on the structure of $\varphi$. The main part consists of the equivalence of the relational and functional definitions for the $E X$-operator. This is proven in Appendix D by induction on the number of state bits in the design.

Experiments showing advantages of model checking using the improved compose- $Z$ operator instead of the relational approach are given in Sect. 7.

## 6 Exact Symbolic Model Checking for Black Boxes with Bounded Memory

### 6.1 Motivation

In the last section, we introduced a method to approximate both $S a t_{E}^{\text {exact }}(\varphi)$, the set of states, for which there is at least one Black Box replacement so that $\varphi$ is satisfied, and $\operatorname{Sat}_{A}^{\text {exact }}(\varphi)$, the set of states, for which $\varphi$ is satisfied for all Black Box replacements. Experiments in Sect. 7 show that, based on these sets, we are able to provide sound results for falsifying realizability and for proving validity of incomplete designs. Yet, it is not possible to provide a result in every scenario due to the approximate nature of our methods.


Fig. 10. Incomplete design with one combinational Black Box and the modified design in which the Black Box has been replaced by its truth table variables and a select function.


Fig. 11. Pipelined ALU

For completeness we present in this section a concept how to compute an exact solution to a restricted problem by means of a conventional symbolic model checker: Here we assume that there is a fixed upper bound on the number of flip-flops the possible substitutions of the Black Boxes are allowed to have. Only with this 'bounded memory assumption', the number of different possible behaviors of the Black Boxes is finite and thus, it is conceptually possible to compute the set of states fulfilling $\varphi$ for each possible completion $c \in \mathcal{C}(D)$ of the incomplete design $D$. (Without the bounded memory assumption the problem with multiple Black Boxes is undecidable [9].)

It is important to note that our method takes into account that the Black Boxes are only able to read the input signals connected to them. Thus, the exact method we present in the following is able to provide an exact answer for the case that the Black Boxes do not have global knowledge.
Example. Considering the small example from Fig. 8 together with formula $\varphi=E F\left(E X y_{0} \wedge E X \neg y_{0}\right)$, it is easy to see that our approximate methods are neither able to prove that $\varphi$ is valid nor able to prove that $\varphi$ is not realizable. However, $\varphi$ is indeed not realizable (no matter how much memory is used for the Black Box): Consider two finite primary input sequences from an initial state which differ only in the last element. Since the Black Box input does not depend on the primary input, but only on the state of the flip-flop, these two primary input sequences produce the same input sequence at the Black Box input. Thus, the primary output (which is the same as the Black Box output) is the same for both input sequences. This means that the CTL formula $\varphi$ is not satisfied for any possible Black Box substitutions, thus it is not realizable. Note that synthesis approaches such as [8] would consider it as realizable due to their implicit assumption that the Black Box behavior may depend on all signals of the design.

For most examples an explicit approach enumerating all possible Black Box substitutions is obviously not applicable in practice due to the enormous number of possible substitutions; a confirmation for this statement is given by our experimental results in Sect. 7. For that reason we use symbolic methods to implicitly consider all possible choices for the Black Box substitutions in parallel.

First we show how Black Boxes with bounded memory can be transformed into combinational Black Boxes, i.e., Black Boxes that may only be substituted by designs without flip-flops. Then we take a look at a concept for exact symbolic model checking for designs containing combinational Black Boxes.

### 6.2 Exact Algorithm

We consider a Black Box with bounded memory, which means that there is a fixed upper bound on the number of flip-flops the possible substitutions are allowed to have; let $b \in \mathbb{N}_{0}$ be this upper bound.

## Extracting Flip-Flops

Given this assumption, we can separate the flip-flops from the Black Box without changing the behavior: We have to add $b$ flipflops to the design and connect them to $b$ additional outputs and
$b$ additional inputs of the Black Box as illustrated in Fig. 9 for a Black Box with bounded memory size of 2 . The resulting transformed Black Box is combinational, i.e., the possible substitutions are limited to combinational designs.

Now it is sufficient to solve the model checking problem for combinational Black Boxes.

## A Concept for Exact Symbolic Model Checking of Incomplete Designs with Combinational Black Boxes

For the time being, we restrict our view to incomplete designs containing exactly one Black Box. Having performed the transformation given above we can assume that the Black Box is combinational. Then we can divide the combinational part of the design into four parts (see left part of Fig. 10):

Since the Black Box considered in this section is limited to have only combinational substitutions, we can assume the Black Box to compute an unknown Boolean function $\vec{\beta}: \mathbb{B}^{|\vec{a}|} \rightarrow \mathbb{B}^{|\vec{Z}|}$. Furthermore, let $\vec{\alpha}: \mathbb{B}^{|\vec{q}|} \times \mathbb{B}^{|\vec{x}|} \rightarrow \mathbb{B}^{|\vec{a}|}$ be the Boolean function of the circuit part computing the Black Box inputs $\vec{a}$. As usual, $\vec{\lambda}$ and $\vec{\delta}$ compute the primary outputs resp. the next states. While $\vec{\alpha}$ just depends on the primary input $\vec{x}$ and the current state $\vec{q}, \vec{\delta}$ and $\vec{\lambda}$ additionally depend on the Black Box outputs $\vec{Z}$. All these functions can be computed using symbolic simulation.

Now we describe how to develop a concept for exact solutions to realizability and validity. To achieve this, we reduce the question whether there exists a Boolean function $\vec{\beta}$ so that $\varphi$ is satisfied (realizability) and the question whether $\varphi$ is satisfied for all Boolean functions $\vec{\beta}$ (validity) to existential resp. universal quantification in propositional logic.

Every function $f: \mathbb{B}^{n} \rightarrow \mathbb{B}^{m}$ can be described by its corresponding truth table with $m \cdot 2^{n}$ entries; likewise, we can describe the Black Box function $\vec{\beta}: \mathbb{B}^{|\vec{a}|} \rightarrow \mathbb{B}^{|\vec{Z}|}$ by a truth table with $|\vec{Z}| \cdot 2^{|\vec{a}|}$ entries. We consider each entry of this truth table to be a Boolean variable $\mathbf{Z}_{i, j}\left(0 \leq i<2^{|\vec{a}|}, 0 \leq j<|\vec{Z}|\right)$. We use $\overrightarrow{\mathbf{Z}}:=$ $\left(\mathbf{Z}_{0,0}, \ldots, \mathbf{Z}_{0,|\vec{Z}|-1}, \ldots, \mathbf{Z}_{2|\vec{a}|-1,|\vec{Z}|-1}\right)$ for the whole truth table.

An assignment of constant values to variables $\overrightarrow{\mathbf{Z}}$ fixes one possible replacement of the (combinational) Black Box. During symbolic model checking the variables $\overrightarrow{\mathbf{Z}}$ are included into the state space $(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}})$. The values of $\overrightarrow{\mathbf{Z}}$ do not change during a single run of the resulting system, and thus, fixing the values for $\overrightarrow{\mathbf{Z}}$ in an initial state of the system means selecting a certain replacement of the Black Box by a Boolean function.

In order to define both transition function and output function depending on assignments to variables $\overrightarrow{\mathbf{Z}}$ we have to introduce a select function $\left.\Omega: \mathbb{B}^{|\vec{a}|} \times \mathbb{B}^{\left(|\vec{Z}| \cdot 2^{|a|} \mid\right.}\right) \rightarrow \mathbb{B}^{|\vec{Z}|}$ that 'selects' entries from the Black Box truth table variables $\overrightarrow{\mathbf{Z}}$ depending on the value of $\vec{a}$ (see right part of Fig. 10). Formally, $\Omega_{i}(\vec{a}, \overrightarrow{\mathbf{Z}}):=\mathbf{Z}_{a, i}$, where $a$ is the integer value described by the binary number $a_{|\vec{a}|-1} \ldots a_{1} a_{0}$. (This select function may be seen as a multiplexer tree.)
Definition 24. The output function $\vec{\lambda}$ and the transition function $\vec{\delta}$ are defined by

$$
\overrightarrow{\boldsymbol{\lambda}}(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}}):=\vec{\lambda}(\vec{q}, \vec{x}, \Omega(\vec{\alpha}(\vec{q}, \vec{x}), \overrightarrow{\mathbf{Z}}))
$$

$$
\text { and } \overrightarrow{\boldsymbol{\delta}}(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}}):=\vec{\delta}(\vec{q}, \vec{x}, \Omega(\vec{\alpha}(\vec{q}, \vec{x}), \overrightarrow{\mathbf{Z}})) .
$$

For our exact symbolic model checking, we essentially perform conventional symbolic model checking (see Sect. 2) based on $\overrightarrow{\boldsymbol{\lambda}}$ and $\vec{\delta}$ with a state space extended by variables $\overrightarrow{\mathbf{Z}}$. Transitions from one state to its successor in this extended state space $(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}})$ do not change the values assigned to $\overrightarrow{\mathbf{Z}}$. This keeps the functionality of the Black Box fixed during an entire run of the system which starts with a certain initial state specifying a constant assignment to $\overrightarrow{\mathbf{Z}}$.
Theorem 17. The set of states $\chi_{\operatorname{Sat}(\varphi)}(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}})$ that satisfy the property $\varphi$ depending on the Black Box truth table $\overrightarrow{\mathbf{Z}}$ can be evaluated as follows:

$$
\begin{align*}
\forall \overrightarrow{\mathbf{Z}} \forall \vec{x}\left(\left.\left(\chi_{\operatorname{Sat}(\varphi)}(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}})\right)\right|_{\vec{q}=\vec{q}^{0}}\right)=1 \Longleftrightarrow \varphi \text { is valid }  \tag{10}\\
\left.\exists \overrightarrow{\mathbf{Z}} \forall \vec{x}\left(\left.\left(\chi_{\text {Sat }(\varphi)}(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}})\right)\right|_{\vec{q}=\vec{q}^{0}}\right)\right)=1 \Longleftrightarrow \varphi \text { is realizable } \tag{11}
\end{align*}
$$

Proof: Since $\overrightarrow{\mathbf{Z}}$ represents the complete truth table of the Black Box $\vec{\beta}$, thus its whole functionality, there is a substitution of $\vec{\beta}$ so that a property is satisfied in a certain initial state $\left(\vec{q}^{0}, \vec{x}\right)$ iff there is some assignment to $\overrightarrow{\mathbf{Z}}$ so that the property is satisfied in the corresponding state ( $\vec{q}^{0}, \vec{x}, \overrightarrow{\mathbf{Z}}$ ) of the transformed design (see Fig. 10). Likewise, a property is satisfied in $\left(\vec{q}^{0}, \vec{x}\right)$ for all substitutions of $\vec{\beta}$ iff it is satisfied in $\left(\vec{q}^{0}, \vec{x}, \overrightarrow{\mathbf{Z}}\right)$ for all possible assignments to $\overrightarrow{\mathbf{Z}}$. Thus, after a conventional symbolic model checking (with extended state space $(\vec{q}, \vec{x}, \overrightarrow{\mathbf{Z}})$ ) we can reduce the validity/realizability question to an universal/existential abstraction of $\overrightarrow{\mathbf{Z}}$.

## Multiple Black Boxes

It is easy to see that the method presented in this section can be extended to designs containing multiple Black Boxes by separately replacing them by corresponding truth table variables.

## Complexity

The number of new Boolean variables introduced by the transformation shown above is exponential in the number of Black Box inputs and in the upper bound on the number of flip-flops allowed for Black Box substitutions (according to the bounded memory assumption). For the transformed design we perform conventional symbolic model checking. If in the worst case there is no benefit from the usage of symbolic BDD representations, symbolic model checking needs exponential time measured in the input size, thus the overall run time is double exponential in the worst case. (However, experiments in Sect.7.2 show that we do profit from symbolic representations in practice.)

## 7 Experimental Results

To demonstrate the feasibility and effectiveness of the presented methods we implemented a model checker that is capable of performing symbolic model checking with flexible modeling of unknowns and exact symbolic model checking. The model checker is based on the BDD package CUDD 2.41 [24] and uses 'Lazy Group Sifting' [25], a reordering technique particularly suited for model checking. Sifting is invoked automatically as soon as the number of active BDD nodes exceeds a (dynamic) threshold. Additionally, partitioned transition functions [26] were used for relational preimage computation. All experiments were performed on a Dual Opteron 2 GHz with 4GB RAM under Linux.

### 7.1 Approximate Model Checking for Incomplete Designs

As a case study we used a class of simple synchronous pipelined ALUs (see Fig. 11) with a register file and a forwarding unit; the circuit is based on the design used in [5]. The ALU itself is able to perform the four logic operations AND, OR, XOR and XNOR as well as the three arithmetic operations ADD, SUB and MUL.

We checked the CTL formula
$\varphi=A G\left(" \mathrm{R}_{2}:=\mathrm{R}_{0} \oplus \mathrm{R}_{1}\right.$ " $\rightarrow$

$$
\left.\bigwedge_{j}\left((A X)^{2} \mathbf{R}_{0, j} \oplus(A X)^{2} \mathbf{R}_{1, j} \equiv(A X)^{3} \mathbf{R}_{2, j}\right)\right)
$$

which corresponds to formula (1) in [5]. ${ }^{4}$ It says that whenever the instruction $R_{2}:=R_{0} \oplus R_{1}$ is given at the inputs, the values in $\mathbf{R}_{2}$ three clock cycles in the future are identical to the exclusive-or of $\mathbf{R}_{0}$ and $\mathbf{R}_{1}$ in the state two clock cycles in the future $\left(\mathbf{R}_{i, j}\right.$ is the value of the $j$-th Bit of the $i$-th register in the register file).
Experiment 1 (Proofs of Non-Realizability): In a first experiment, we inserted an error to the implementation of the XOR operation ${ }^{5}$, so it produced incorrect results. We compared a series of complete pipelined ALUs with 16 registers in the register file and varying word width to two incomplete counterparts: For the first, the adder and the multiplier were substituted by Black Boxes and for the second, 12 of the 16 registers in the register file were masked out as well.

It can be seen that property $\varphi$ is violated for the complete and incomplete designs, independently of the implementation of the adder function, the multiplier function and the registers replaced by Black Boxes.

On the left hand side of Tab. 1 we give results of checking property $\varphi$ both for complete and incomplete pipelined ALUs with varying word widths. For each word width and each pipelined ALU, the table shows the number of BDD variables ('BDD vars'), the peak memory usage in bytes, the peak number of BDD nodes and the overall time in CPU seconds. The timeout was 12000 CPU seconds. For this experiment, transition relation based preimage computation was used.

Mainly because multipliers have a large impact on BDD size and thus on computation time, the model checking procedure for complete pipelined ALUs with multipliers of word width beyond 8 bit exceeds the time limit (see Tab. 1, columns 2-5). In order to prevent the assumption that this behavior is due to a poor implementation of our basic symbolic model checker, we also include run times produced by the BDD based symbolic CTL model checker implemented in VIS [10] (using 'Lazy Group Sifting' as in our approach). Here only the complete pipelined ALU with a word width of 2 could be verified.

For the incomplete pipelined ALUs we observed the result that even our weakest method for approximate model checking (using symbolic $Z$-simulated Black Boxes) was able to prove that the property $\varphi$ is not realizable. This can be verified for the incomplete pipelined ALUs without adder and multiplier up to a word width of 64 bit within moderate CPU times and moderate memory consumption (see Tab. 1, columns 6-9).

The results for the incomplete pipelined ALU, in which most of the register file has been replaced by Black Boxes as well, show a further speedup compared to the complete pipelined ALU (see Tab. 1, columns 10-13). This is mainly due to the decrease of needed BDD variables, caused by the reduction of many $q_{i}$ and $q_{i}^{\prime}$ variables to a single $Z$ variable, and to the simplification of the transition function, which does no longer depend on the input functions of the registers that have been masked out.

Thus, we are able to mask out the most complex parts of the pipelined ALU - the multiplier and the adder - and most of the register file without losing any significance of the result. Note that all Black Boxes lie in the 'cone of influence' for this property, i.e., in the incomplete design they are connected to state variables occurring in the property and thus cannot be removed by Cone-of-Influence reduction [27].
Experiment 2 (Proofs of Validity): In a second experiment we
4. $(A X)^{2}$ is an abbreviation of $A X A X$ and $(A X)^{3}$ is an abbreviation of $A X A X A X$
5. The lowest bit of the output was the result of an OR instead of an XOR of the two lowest input bits.

|  |  |  | Faulty | pipelin | ned AL | Add | lack Bo | dox outp | puts m | odeled | by $Z$ er, mult isters | $\begin{aligned} & \text { plie } \\ & \text { plac } \end{aligned}$ | $(Z)$ | Correct pipelined ALU, Black No Black Boxes |  |  |  |  |  | Box outputs modeled by Adder and multiplier replaced $\left(Z_{i}\right)$ |  |  | $Z_{i}$ 's in the state space Adder, multiplier and 12 registers replaced ( $Z_{i}$ ) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| word width | $\left\lvert\, \begin{gathered} \mathrm{BDD} \\ \text { vars } \end{gathered}\right.$ | $\begin{gathered} \text { mem. } \\ \text { used } \end{gathered}$ | $\begin{gathered} \mathrm{BDD} \\ \text { nodes } \end{gathered}$ | time | $\left\lvert\, \begin{gathered} \text { VIS } \\ \text { time } \end{gathered}\right.$ | $\begin{array}{\|c\|} \hline \text { BDD } \\ \text { vars } \\ \hline \end{array}$ | $\begin{gathered} \text { mem. } \\ \text { used } \end{gathered}$ | $\left\lvert\, \begin{aligned} & \text { BDD } \\ & \text { nodes } \end{aligned}\right.$ | time | $\begin{array}{\|c\|} \hline \text { BDD } \\ \text { vars } \\ \hline \end{array}$ | mem. used | $\left\lvert\, \begin{gathered} \text { BDD } \\ \text { nodes } \end{gathered}\right.$ |  | $\begin{array}{\|c} \text { BDD } \\ \text { vars } \end{array}$ | mem. used | $\left\lvert\, \begin{aligned} & \text { BDD } \\ & \text { nodes } \end{aligned}\right.$ |  | VIS | $\begin{array}{\|c\|} \hline \text { BDD } \\ \text { vars } \end{array}$ | $\begin{gathered} \mathrm{mem} . \\ \text { used } \end{gathered}$ | $\begin{aligned} & \text { BDD } \\ & \text { nodes } \end{aligned}$ | time | $\begin{gathered} \mathrm{BDD} \\ \text { vars } \end{gathered}$ | mem. used | $\begin{aligned} & \text { BDD } \\ & \text { nodes } \end{aligned}$ | time |
| 2 | 117 | 30M | 201K | 8.9 | 5747 | 117 | 16M | 87K | 4.5 | 69 | 12M | 26K | 0.9 | 117 | 18M | 186K | 8.3 | 8416 | 121 | 13M | 50K | 2.4 | 97 | 13M | 52 K | 1.8 |
| 4 | 193 | 42M | 407K | 69.9 | TO | 193 | 19M | 101K | 8.6 | 97 | 11M | 15K | 1.0 | 193 | 43M | 428K | 57.3 | TO | 201 | 28M | 75K | 4.0 | 153 | 14M | 57K | 5.0 |
| 6 | 269 | 74M | 1349K | 356.7 | TO | 269 | 44M | 115 K | 16.0 | 125 | 14M | 22K | 1.5 | 26 | 81M | 1386K | 395.4 | TO | 281 | 30M | 61 K | 8.2 | 209 | 28M | 70K | 4.5 |
| 8 | 345 | 239M | 6295K | 2781 | TO | 345 | 47M | 91K | 13.9 | 153 | 16M | 21 K | 1.9 |  |  | O |  | TO | 361 | 40M | 88 K | 12.9 | 265 | 27M | 90K | 14.5 |
| 12 |  |  | O |  | TO | 497 | 44M | 83K | 24.9 | 209 | 27M | 34K | 4.8 |  |  | O |  | TO | 521 | 48M | 116K | 33. | 377 | 34M | 81 K | 20.5 |
| 16 |  |  | O |  | TO | 649 | 48M | 88K | 47.1 | 265 | 36M | 28K | 5.4 |  |  | O |  | TO | 681 | 48M | 135K | 59. | 489 | 48M | 98 K | 35.7 |
| 24 |  |  | O |  | TO | 953 | 45M | 94K | 91.3 | 377 | 40M | 36K | 12.1 |  |  | O |  | TO | 1001 | 45M | 90K | 83.8 | 713 | 46M | 113K | 66.4 |
| 32 |  |  | O |  | TO | 1257 | 54M | 216K | 232.2 | 489 | 47M | 35K | 17.5 |  |  | O |  | TO | 1321 | 44M | 150K | 207.7 | 937 | 45M | 91K | 83.0 |
| 48 |  |  | O |  | TO | 1865 | 62M | 143K | 493.1 | 713 | 48M | 46K | 45.1 |  |  | O |  | TO | 1961 | 66M | 165K | 457.3 | 1385 | 50M | 152K | 175.2 |
| 64 |  |  | O |  | TO | 2473 | 65 M | 167K | 3031 | 937 | 44M | 47K | 82.3 |  |  | O |  | TO | 2601 | 67M | 183K | 2284 | 1833 | 62M | 160K | 287.7 |

TABLE 1
Pipelined ALU with 16 registers: Falsifying realizability / proving validity of $A G\left(\right.$ " $\mathrm{R}_{2}:=\mathrm{R}_{0} \oplus \mathrm{R}_{1}$ " $\left.\rightarrow\left((A X)^{2} \mathbf{R}_{0} \oplus(A X)^{2} \mathbf{R}_{1} \equiv(A X)^{3} \mathbf{R}_{2}\right)\right)$ using transition relations.

|  | ...separate $Z_{i}$ variables in the state space, using transition relations |  |  |  |  | tputs of the ate $Z_{i}$ va ce, using | Black | oxes in in the clations | Register ...one state sp | File mod single $Z$ ace, usin | eled with variable transiti | in the lations | $\begin{gathered} \text {...one } \\ \text { stat } \end{gathered}$ | ingle $Z$ space, | iable g com | in the se- $Z$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| word width | $\begin{gathered} \text { BDD } \\ \text { vars } \end{gathered}$ | $\left\|\begin{array}{c} \text { memory } \\ \text { used } \end{array}\right\|$ | $\begin{aligned} & \text { BDD } \\ & \text { nodes } \end{aligned}$ | time | $\begin{gathered} \text { BDD } \\ \text { vars } \end{gathered}$ | $\left\|\begin{array}{c} \text { memory } \\ \text { used } \end{array}\right\|$ | BDD nodes | time | $\begin{array}{\|c} \text { BDD } \\ \text { vars } \end{array}$ | memory used | $\begin{aligned} & \text { BDD } \\ & \text { nodes } \end{aligned}$ | time | $\begin{gathered} \text { BDD } \\ \text { vars } \end{gathered}$ | memory used | BDD nodes | time |
| 2 | 605 | 578M | 13M | 28945 | 605 | 24M | 50K | 16.8 | 101 | 19M | 98K | 7.6 | 67 | 16M | 85K | 3.9 |
| 4 | 1141 | 628M | 14M | 71524 | 1141 | 35M | 92K | 63.5 | 133 | 32M | 87K | 7.9 | 85 | 16M | 69 K | 4.2 |
| 6 | TO |  |  |  | 1677 | 45M | 116K | 115.0 | 165 | 36M | 169 K | 17.4 | 103 | 17M | 67 K | 2.9 |
| 8 | TO |  |  |  | 2213 | 55M | 136K | 192.0 | 197 | 34M | 89K | 8.1 | 121 | 34M | 102K | 7.9 |
| 12 | TO |  |  |  | 3285 | 74M | 139K | 184.8 | 261 | 46M | 152K | 26.2 | 157 | 31M | 91K | 6.0 |
| 16 | TO |  |  |  | 4357 | 93M | 155K | 257.6 | 325 | 48M | 129 K | 26.5 | 193 | 42M | 96K | 8.5 |
| 24 | TO |  |  |  | 6501 | 216M | 174K | 331.9 | 453 | 48M | 147K | 45.6 | 265 | 40M | 106K | 16.8 |
| 32 | TO |  |  |  | 8645 | 220M | 260K | 603.1 | 581 | 51M | 103K | 60.6 | 337 | 48M | 86K | 15.2 |
| 48 | TO |  |  |  | 12933 | 249M | 356K | 725.8 | 837 | 45M | 126 K | 100.9 | 481 | 49M | 126 K | 58.7 |
| 64 | TO |  |  |  | 17221 | 564M | 449K | 1278 | 1093 | 55M | 113 K | 141.1 | 625 | 47M | 147 K | 77.9 |

TABLE 2
(Correct) incomplete pipelined ALU with 256 registers: Proving the validity of $A G\left(\right.$ " $\left.\mathrm{R}_{2}:=\mathrm{R}_{0} \oplus \mathrm{R}_{1} " \rightarrow\left((A X)^{2} \mathbf{R}_{0} \oplus(A X)^{2} \mathbf{R}_{1} \equiv(A X)^{3} \mathbf{R}_{2}\right)\right)$ using $Z_{i}$ 's in the state space for the Black Boxes replacing the adder and the multiplier and different methods for the Black Boxes in the register file.
considered the same CTL formula as above, yet this time we used a correct implementation of the XOR operation. In this case, $\varphi$ is satisfied for the complete and valid for the incomplete pipelined ALUs.

On the right hand side of Tab. 1 we give the results for both complete and incomplete pipelined ALUs tested with $\varphi$. Again, the timeout was 12000 seconds and preimages were computed using a transition relation.

In this example, the weaker methods assigning $Z$ or non-statespace $Z_{i}$ 's to the Black Box outputs were not powerful enough to prove the validity of $\varphi$. However, in all cases the formula could be proven to be valid by assigning $Z_{i}$ 's to the Black Box outputs and including them into the state space.

The number of BDD variables needed for the incomplete pipelined ALU has increased in comparison to symbolic $Z$-model checking (compare the corresponding columns on the left hand side and the right hand side of Tab. 1); this is due to the use of separate $Z_{i}$ variables for each Black Box output instead of one single $Z$ variable. The effect can be observed best for the pipelined ALU with partially masked register file. Although slower than the model checking runs in the first experiment (for which all Black Box outputs were modeled with $Z$ ) model checking of the incomplete pipelined ALUs with $Z_{i}$ 's in the state space clearly outperforms the conventional model checking of the complete version, for the same reasons as given above.
Experiment 3 (Proofs of Validity, Effect of Mixed $Z / Z_{i}, Z_{i}$ Inside / Outside State Space): For a third experiment, we analyzed a pipelined ALU with a larger register file now containing 256 registers. Both the adder and the multiplier of the pipelined ALU were substituted by Black Boxes, and all but the lowest four registers were masked out as well. We again considered the validity of $\varphi$.

In Experiment 3.1. we used separate $Z_{i}$-variables for all Black Box outputs, all included into the state space (just as in the second experiment before). We then made use of the flexibility of our method: In Experiment 3.2. we reduced the accuracy for the Black Boxes in the register file by removing the corresponding $Z_{i}$ 's from the state space, while keeping the ones for the Black Boxes replacing the adder and the multiplier. In Experiment 3.3 a further reduction of accuracy for the Black Boxes in the register file was achieved by modeling their outputs with the single variable $Z$. Finally, Experiment 3.4 evaluates functional preimage computation in the setup of Experiment 3.3..
In Tab. 2, columns 2-13, we give the results for the incomplete pipelined ALUs with varying word widths tested with $\varphi$. Except for the timeouts (the timeout was 86400 seconds (= 1 day)), we always were able to prove validity of $\varphi$ for the incomplete designs. ${ }^{6}$ In the following we discuss the results for this set of experiments:
Experiment 3.1: If all Black Boxes are modeled with $Z_{i}$ 's in the state space, a complex transition relation has to be built between states that contain a considerable number of $Z_{i}$ variables, including $Z_{i}$ variables representing the outputs of registers which were masked out. On account of this, it is only possible to prove validity for a word width up to 4 bit before exceeding the time limit (see Tab. 2, columns 2-5).
Experiment 3.2: If only the $Z_{i}$ 's of the Black Boxes masking out the multiplier and the adder are included into the state space, we have to deal with smaller state space representations, which leads to the
6. Note that reducing the accuracy for the Black Boxes that replace the adder and the multiplier (removing corresponding $Z_{i}$ 's from the state space or replacing them by the single variable $Z$ ) leads to the situation that we are not able to prove validity of $\varphi$. Due to lack of space we do not give run times for these unsuccessful configurations in Tab. 2.
result that we are able to prove validity for all instances within the time limit (see columns 6-9 of Tab. 2).
Experiment 3.3: In the case that all Black Box outputs in the register file are modeled using one single $Z$ variable (columns $10-13$ of Tab. 2), there is a further significant decrease in the number of necessary BDD variables. For this reason, there is a considerable speedup compared to the last experiment and validity could be proven for all bit widths up to 64 within less than 2.5 CPU minutes.
Experiment 3.4: Here the relational preimage computation in the setup of Experiment 3.3 was replaced by functional preimage computation based on the improved compose- $Z$ operator as introduced in Sect. 5.4. The results are given in columns $14-17$ of Tab. 2. Compared to the corresponding results for preimage computation based on transition relations (columns 10-13) they clearly show that the functional approach using compose- $Z$ performs even better in this case.
Additional Experiments: Additional experiments broadening the experimental evaluation can be found in Appendix F.

For the pipelined ALU we also checked two additional formulas from [5] (which are neither universal nor existential). The results confirm our observations already made in this section. We additionally observe that VIS with non-deterministic signals computes wrong results for these properties (which is not very surprising, since they do not belong to ACTL), whereas our tool gives a clear classification into "valid", "non-realizable" or "unknown". It it worth to note that our tool computes these answers within much shorter time and with less memory consumption.

An example modeling a railway system was used as an additional case study. For almost all formulas checked we were able to provide definite results within short computation times. For the set of formulas which fall into the class of safety properties we could show that our approach compares favorably to SAT-based approaches such as [17].

### 7.2 Exact Symbolic Model Checking for Black Boxes with Bounded Memory

Experiment 4: For a first evaluation of our exact symbolic model checking method that has been presented in Sect. 6, we considered a class of arbiters as described in [6]. Given a resource and a number of clients trying to access the resource, the purpose of an arbiter is to grant access only to a single client for each clock cycle. An arbiter for $n$ clients has $n$ request inputs req $_{1} \ldots$ req $_{n}$, with req $_{i}=1$ iff client $i$ requests access to the resource, and $n$ acknowledge outputs $\operatorname{ack}_{1} \ldots$ ack $_{n}$, with $\operatorname{ack}_{i}=1$ iff the arbiter acknowledges the request

## of client $i$.

[6] gives three CTL properties that an arbiter for $n$ clients must satisfy in order to work as expected:

$$
\begin{aligned}
& \varphi_{1}^{n}=\bigwedge_{1 \leq i<j \leq n}\left(A G \neg\left(\mathrm{ack}_{i} \wedge \mathrm{ack}_{j}\right)\right) \\
& \varphi_{2}^{n}=\bigwedge_{1 \leq i \leq n}\left(A G A F\left(\mathrm{req}_{i} \rightarrow \operatorname{ack}_{i}\right)\right) \\
& \varphi_{3}^{n}=\bigwedge_{1 \leq i \leq n}\left(A G\left(\mathrm{ack}_{i} \rightarrow \mathrm{req}_{i}\right)\right)
\end{aligned}
$$

Property $\varphi_{1}^{n}$ essentially says that the arbiter does not give an acknowledge to two clients at the same time, $\varphi_{2}^{n}$ states that every persistent request should be eventually acknowledged and $\varphi_{3}^{n}$ checks that no acknowledge is given without a corresponding request.

For an arbiter with $n$ clients, [6] provides an implementation which uses $2 \cdot n$ flip-flops.

We now focus on the question whether there is an implementation using less than $2 \cdot n$ flip-flops. For this, we consider an arbiter with $n$ clients as an incomplete circuit that consists only of one Black Box with $n$ inputs req $_{1} \ldots$ req $_{n}, n$ outputs ack $\ldots$ ack $_{n}$ and a bounded memory of size $m<2 n$. If exact symbolic model checking for this circuit and the CTL formula $\varphi^{n}=\varphi_{1}^{n} \wedge \varphi_{2}^{n} \wedge \varphi_{3}^{n}$ states that this
problem is realizable, then there is an implementation of the Black Box such that $\varphi^{n}$ is satisfied.

Note that the approximate methods as given in Sect. 5 would not be able to provide any proof, since the property $\varphi^{n}$ is realizable, but not valid.

Considering an arbiter for 2 clients, the implementation given in [6] has 4 flip-flops. However, our model checker was able to prove that for bounded memory size $m=1$, there is an implementation of the Black Box satisfying $\varphi^{2}$ (but there is no memoryless implementation with $m=0$ ). This result was achieved in 0.06 seconds with a peak live BDD node count of 667 .

For 3 clients, the implementation shown in [6] has 6 flip-flops. While we were able to show that 1 flip-flop is not sufficient ( $\varphi^{3}$ 'not realizable' with 1 flip-flop, shown in 0.39 seconds with a peak live BDD node count of 3162), we could prove that there is a realization with bounded memory size of 2 . The proof was completed within 409.3 minutes with a peak live BDD node count of 13556734 .

Note that an explicit enumeration of all possible implementations is not feasible for this example: In order to show that $\varphi^{3}$ is not realizable with 1 flip-flop we had to enumerate and model check $1.8 \cdot 10^{19}$ different implementations which would need more than 584 years, even if one model checking run for a complete design would need only 1 ns (which is of course not a realistic assumption). Remember that we needed only 0.39 seconds for this task.
Synthesis: As an interesting side effect, if realizability can be shown, it is even possible to extract implementations realizing the property from the result of our model checking run: Having a closer look at the realizability check given by formula (11) of Sect. 6 (see page 11) one can see that every satisfying assignment to the $\overrightarrow{\mathbf{Z}}$ variables in $\forall \vec{x}\left(\chi_{\operatorname{Sat}\left(\varphi^{n}\right)} \mid \vec{q}=\vec{q}^{0}\right)$ represents a Black Box implementation satisfying the property.

In our experiments we obtained the result that for the arbiter with 2 clients, there is a total of 16777216 Boolean functions the Black Box can be replaced with, whereof 288 substitutions satisfy $\varphi^{2}$. In the case of 3 clients, $1.1857 \cdot 10^{23}$ out of $1.4615 \cdot 10^{48}$ possible substitutions satisfy $\varphi^{3}$. The BDD that represented all substitutions satisfying $\varphi^{3}$ had a size of 1134840 nodes.

For the case of 3 clients we extracted one possible implementation by the following method: First we identified a shortest path from the root to the 1-terminal in the BDD representing $\forall \vec{x}\left(\chi_{\operatorname{Sat}\left(\varphi^{3}\right)} \mid \vec{q}=\vec{q}^{0}\right)$. The corresponding assignment to the $\overrightarrow{\mathbf{Z}}$ variables can be interpreted as the entries of a function table for the Black Box, thus giving an implementation. Variables with no assignment can be seen as don'tcares in the function table. Based on this, we used SIS [28] to obtain a minimized circuit. Interestingly, the resulting circuit even holds additional useful properties not required by $\varphi^{3}$ : Every time one or more requests are made, at least one of them is granted. Additionally, all requests are granted at the latest of two steps in the future (if the requests are persistent).
Experiment 5: Experiment 4 presented above already demonstrates that the exact method from Sect. 6 is able to prove or disprove realizability or validity of properties for incomplete designs under the assumption that an upper bound on the amount of memory inside the Black Boxes is given. However, in Experiment 4 we did not yet make use of another essential property of the method: The method is exact even taking into account that the Black Boxes may have only restricted access to information present in the system, which is reflected by the fact that only a subset of the signals in the circuit is defined as the inputs of the Black Box. This feature was not demonstrated, because the 'incomplete circuit' in this example just consists of a single Black Box.

In order to evaluate this additional feature as well, we considered a second example: This example consists of an arbiter together with


Fig. 12. Arbiter with three clients


Fig. 13. Client automaton
three clients that were connected to the arbiter via request $\left(r e q_{i}\right)$ and acknowledge $\left(a c k_{i}\right)$ signals as depicted in Fig. 12. Again, the arbiter was replaced by a Black Box. Here, the behavior of the clients is explicitly given and illustrated in Fig. 13: Initially, each client is in the "non-critical" state until it receives a state toggle signal $\left(\operatorname{tog}_{i}\right)$. It then changes to the "waiting" state, in which the request signal $\left(r e q_{i}\right)$ signal is sent to the arbiter. As soon as the client receives an acknowledge $\left(a c k_{i}\right)$ signal from the arbiter, it moves into the "critical region" state and accordingly sets the critical (crit ${ }_{i}$ ) signal. The client stays in the "critical region" until it receives a state toggle signal $\left(t o g_{i}\right)$. The toggle signal $\operatorname{tog}_{i}$ is used to model non-deterministically points in time where the client $i$ tries to enter or leave the critical region.

We considered the property stating that no two clients are in the critical region (indicated by $\mathrm{crit}_{i}=1$ ) at the same time and that for each client that is not in the critical region and that receives a state toggle signal (indicated by $\operatorname{tog}_{i}=1$ ), there is a successor state in which the client has entered the critical region:

$$
\begin{aligned}
\varphi= & \bigwedge_{1 \leq i<j \leq 3} A G \neg\left(\text { crit }_{i} \wedge \text { crit }_{j}\right) \\
& \wedge \bigwedge_{1 \leq i<j \leq 3} A G\left(\left(\neg \text { crit }_{i} \wedge \text { tog }_{i}\right) \rightarrow E F c r i t_{i}\right)
\end{aligned}
$$

Using our exact method, we were able to prove that the property is realizable for this design even if the bounded memory of the Black Box is limited to only 1 flip-flop (in contrast to the previous example where we needed 2 flip-flops for an arbiter with 3 clients). The proof was completed within 171.03 minutes with a peak live BDD node count of 116678973 . Automatic reordering was disabled for this experiment. For 0 internal flip-flops, we were able to prove that the property is not realizable, thus there is no combinational replacement for the Black Box such that the property is satisfied.

It is interesting to note that the realizability result for memory bounded to 1 flip-flop relies on the fact that the possible behaviors of the clients are restricted, i.e., they are defined according to Fig. 13. On the other hand, our solution does not assume that the arbiter has access to signals different from its input signals: The actual arbiter implementations which can be extracted from the result of the model checking run are limited to have exactly the same set of inputs as the original Black Box. Here this means that the arbiter has no inputs other than the three $r e q_{i}$ signals and the arbiter has no possibility to 'give itself an easy time' by 'reading' internal states of the clients (which would be the case for other approaches from controller synthesis such as [8]).

While the method is able to provide interesting results as shown in this section, BDD sizes in our experiments also indicate that the exact method is applicable to benchmarks of moderate size only. This again gives us a motivation for considering approximate methods for solving realizability and validity questions.

## 8 Related Work and Discussion

Some well-known model checking tools like SMV [6] (resp. NuSMV [29]), and VIS [10] provide the definition of nondeterministic signals (see [30]-[32]) which can be used to model uncertainty. Whereas for universal subclasses of CTL like ACTL [27], abstracting parts of a
design with nondeterministic signals provides sound approximations, model checking with nondeterministic signals is not able to solve realizability and validity problems for arbitrary CTL formulas neither exactly nor approximately, see Appendix E for details. Only universal properties that hold in the abstraction are guaranteed to hold also in the concrete model, since these abstractions result just in simulations [33] of the concrete model. In order to preserve arbitrary CTL formulas, the stronger bi-simulations [34] would be needed which usually reduce the complexity to a much smaller extent. Therefore we work with larger approximations and compute over- and underapproximations for CTL formulas instead of standard model checking.

Symbolic $Z$-simulation, our simplest method to model Black Boxes based on ternary $(0,1, X)$-logic, is related to Symbolic Trajectory Evaluation (STE) [14], [35]. In STE, some signals of the design are automatically abstracted to $X$ based on the property under consideration. The success of STE relies on the fact that it allows only very restricted properties: Typically, properties used in STE are arguing about bounded time windows only; these properties (called 'simple assertions' in [14]) have the special form $A \Rightarrow C$ where $A$ and $C$ are so-called trajectory formulas. (The antecedent $A$ expresses constraints on signals at different times $t$, and the consequent $C$ expresses requirements that should hold on signals at (some other) times $t^{\prime}$.) STE solves the model checking problem by considering symbolic representations for all runs of the system ('trajectories') fulfilling $A$ and all sequences of signals fulfilling $C$. The traces fulfilling $A$ are over-approximated using ternary $(0,1, X)$-logic. In contrast to that, approximations used in our method are not necessarily bound to $(0,1, X)$-logic and we support the full temporal logic CTL.

Combinational Black Boxes in incomplete designs may be seen as Uninterpreted Functions (UIFs), as the value of the outputs is unknown in both cases. UIFs have been mainly used in the verification of pipelined microprocessors [15], [36]-[38] and model functional blocks without sequential behavior. Functional consistency constraints ensure that UIFs produce the same output values when provided with same input values. The approaches mentioned above are restricted to the verification of invariants whereas our method is able to deal with the full temporal logic CTL and with sequential Black Boxes.

During the last years Bounded Model Checking (BMC) has proved to be effective for the verification of safety properties (or the more general LTL properties as presented in the original paper [39]). Initially, BMC was mainly used for bug finding (falsification of safety properties); in the meantime there are several promising approaches enabling verification as well, e.g. $k$-induction [40] or interpolation [41]. By reducing the search for an error path of fixed length $k$ to a satisfiability problem, BMC profits from the power of efficient modern SAT solvers. Even without any abstraction SAT solvers are often successful by focussing their reasoning to the parts of the system which are important for the verification of the property at hand. The aspect of abstractions by using Black Boxes in our work is related to automatic abstraction techniques like localization reduction [16] in this context. Localization reduction abstracts away parts of the sequential hardware design (e.g. beginning with flip flops not occurring in the property and the logic required to compute their next state). Then a complete verification technique is used for the abstracted system (e.g. BDD based fixed point computation [42], [43], BMC with a completeness threshold syntactically determined in the abstract system [18], or BMC with $k$-induction [17]). If there is a counterexample in the abstract model, it is checked by BMC for the concrete model. If the abstract counterexample is not a counterexample in the concrete model, then abstraction refinement is performed (e.g. by using Counter-Example Guided Abstraction

Refinement (CEGAR) [44] (e.g. in [42]) or by analyzing the proof of nonexistence of counterexamples of a certain length (e.g. in [17], [43])). The procedure stops when a concretizable counterexample is found or when the property can be proven for the abstract model. In contrast to the SAT-based approaches mentioned above, our approach uses BDD-based model checking. It is not restricted to safety properties, but works for the full class of CTL formulas. On the other hand, our abstraction methods are not automatic, but they are based on user knowledge about the design and on user assumptions about the importance of certain parts of the design for the property to be verified. Whereas BDD-based methods are widely believed to be applicable to medium-sized problems only (because of the "state-space explosion problem"), our work shows that they may be competitive even for safety properties, if they are complemented with abstraction methods which allow property specific abstractions of different strengths and if the property allows a non-trivial amount of abstraction of the full model. Compared to SAT-based approaches using localization reduction, our approach contains the additional idea of combining stronger approximation methods with weaker ones: Whereas abstraction by Black Boxes makes the verification task easier by replacing complex parts of the overall system, the remaining system may still suffer from complexity problems due to a large number of variables, if the interfaces of some Black Boxes are wide (i.e. contain many signals). In such cases the number of variables may be reduced by a flexible application of $Z$-modeling.
In the context of software model checking there is a long line of research on model checking branching properties of partial models in different shapes. Modal Transition Systems (MTSs) [11], [45] exhibit must- and may-transitions between states, ${ }^{7}$ while the state labels in MTSs always have concrete values true and false. Bruns and Godefroid [12], [46] introduced Partial Kripke Structures (PKSs) where labels are allowed to have must and may values, while the transitions between states are fixed. Kripke Modal Transition Systems (KMTSs) introduced by Huth et al. [13] allow both must and may labels and transitions. All of these modeling formalisms have been shown to be equivalent [47], [48]. Additional formalisms like Belnap Transition Systems [49] and Generalized KMTSs [50] are also basically equivalent to KMTSs [51]. Model checking for these systems is based on 3 -valued $\operatorname{logic}^{8}$ and is called 3 -valued model checking.

The most prominent area of application for KMTSs (and their equivalent counterparts) is the abstraction of possibly infinite state spaces to finite state spaces by abstract interpretation of software programs (leading to must resp. may transitions between abstract states and must resp. may labels of abstract states) [52], [53]. In our work we do not combine concrete states into abstract states, but we abstract from components of a system. By doing so, we abstract from the (possibly complex) internal functionality of components before a symbolic representation of the overall system is computed. (I.e. we remove the restrictions to the overall behavior resulting from the concrete implementation of the component.) Moreover, abstraction of already existing components is not the only application of our methods for solving realizability and validity questions.

As in Sect. 5.2 of our paper, 3-valued model checking (e.g. according to [13]) is reduced to recursive computations of sets of states possibly and definitely fulfilling a property $\varphi$. The evaluation of negation, disjunction, and fix point iterations for $E G$ and $E U$ are exactly the same in [13] and in our work (see Def. 16, lemmas 10, 11). However, the evaluation of $E X$ differs: In our work we consider only possible transitions (i.e. may transitions) for $E X$ evaluation: If all possible transitions from a state lead to states definitely satisfying
7. In our paper 'may transitions' are called 'possible transitions'.
8. The three values are called $0,1, X$ in our paper.
$\psi$, then this state definitely satisfies $\psi$ (see second part of Def. 15 on page 7). ${ }^{9}$ We can choose this approach, since it is guaranteed in our application that for each completion of an incomplete design there 'remains at least one of the possible transitions'. The evaluation of $E X$ in [13] uses must-transitions: $E X \psi$ holds definitely in a state $q$, if there is a must transition to another state $q^{\prime}$ definitely fulfilling $\psi$. This approach leads to less accurate results (consider e.g. the case that from $q$ there is no must transition but several may transitions which all lead to states fulfilling $\psi$ ).

A main focus of our work is the question of how to compute possible transitions (based on transition functions $\delta_{i}$ ) and 3-valued information on atomic propositions (based on output functions $\lambda_{i}$ ) in an efficient and symbolic manner for our application (realizability and validity questions for incomplete designs). The usage of $Z$-, $Z / Z_{i}$ - and $Z_{i}$-simulation provides different options to trade efficiency against accuracy while computing such information.

Beyond that, accuracy can be increased by the inclusion of $Z_{i}$ variables into the state space (see Sect. 5.3) which to the best of our knowledge does not have an analogon in the context of existing work wrt. 3-valued model checking. Conceptually, this technique increases accuracy by case splitting wrt. Black Box outputs.
Apart from the standard semantics for 3 -valued model checking there is also the so-called thorough semantics [46] which is more accurate: Thorough model checking provides an exact solution to the question whether all completions of a KMTS to a complete Kripke structure fulfill a given property. Although our simpler approximations make use of 3 -valued model checking, we can not use thorough model checking to obtain more exact solutions to realizability and validity questions. The main difference lies in the notion of completion: Completions in our sense consist in replacements of Black Boxes by sequential designs, whereas completions in the context of KMTSs basically consist in replacements of may transitions by fixed transitions and replacements of unknowns for atomic propositions by concrete values ( 0 or 1 ). Of course, replacements of Black Boxes by incomplete designs lead to replacements of may transitions by fixed transitions and to replacements of unknowns for atomic propositions by concrete values as well, but not all of these replacements are possible, since the replacements of different unknowns by concrete values are correlated by the given incomplete design. Arbitrary replacements as for KMTSs are not allowed. Thus, in our application we could neither rely on negative answers of thorough model checking for validity nor on positive answers for realizability. For an exact solution to realizability we have to consider in addition that Black Boxes are replaced by sequential designs and thus their outputs can not take arbitrary values (e.g. identical sequences at the Black Box inputs produce identical output sequences, see example on page 10, Sect. 6.1). Altogether thorough model checking solves a completely different problem - although there are similarities in spirit wrt. increasing the accuracy of approximate methods.

In [54] the concept of 3 -valued model checking was generalized to multi-valued model checking based on (multi-valued) quasi-Boolean algebras. Apart from 3-valued model checking as a special case of multi-valued model checking, this generalization allows interesting applications to other problems (by an appropriate choice of the underlying quasi-Boolean algebra), e.g. to temporal logic query checking [55], [56] and vacuity checking [57], [58]. Multi-valued model checking problems can be solved by a multi-valued symbolic model checker [54] or can be reduced to several classical model checking problems [46], [59].
9. The additional existential quantification $\exists x^{\prime}$ in the second part of Def. 15 comes from subtleties due to the translation of sequential designs into Kripke structures.

Problems especially related to our exact approach from Sect. 6 were solved in symbolic controller synthesis [8] and in the context of the 'repair problem' [60] which asks whether and how an erroneous design can be repaired so that the property is satisfied. In these approaches upper bounds to the number of states of the 'Black Boxes' are assumed, too. In [8] the Black Boxes have unlimited access to all signals in the design. In contrast to that, our method takes into account that the Black Boxes are only able to read the input signals connected to them. Thus, the exact method from Sect. 6 is able to provide an exact answer even for the case that the Black Boxes do not have global knowledge. The approach from [60] also considers limited access to signals in the design by universally quantifying variables from a strategy which was selected for an appropriate game. However, this step may destroy the selected strategy, and thus [60] provides only a heuristical method.

Finally, a related problem is given in [61] where a Finite State Machine (FSM) interacts with one unknown component (Black Box). In [61] solutions of parallel language equations are used in order to derive the set of all permissible sequential behaviors for the Black Box so that the combined behavior satisfies an external specification. The approach from [61] provides an exact solution and by explicitly modeling communication channels between the FSM and the Black Box it takes into account that the Black Box may have only restricted access to the signals of the surrounding design (in contrast to controller synthesis approaches such as [8]). Since this work was done in the context of logic synthesis (and not verification), the specification is not given by a temporal CTL formula as in our work, but by another FSM.

## 9 Conclusions

We introduced a method that is able to use different methods for modeling unknowns at the outputs of Black Boxes within a single model checking run. This allows us to handle Black Boxes with larger approximation and thus faster, if they are less relevant in terms of the CTL formula, and at the same time we do not necessarily lose important information which can only be provided by more exact methods.
Experimental results using our implementation proved that the need for computational resources (both memory and time) could be substantially decreased by masking complex parts of the design and by using symbolic model checking for the resulting incomplete design. The increase of efficiency was obtained while still providing sound and useful results (even if the Black Boxes lie inside the cone of influence [27] for the considered CTL formula).

Moreover, we presented a concept for exact symbolic model checking of incomplete designs containing several Black Boxes with bounded memory. This method is based on a reduction of the problem to a conventional model checking problem by applying transformations to the incomplete design at hand.
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## APPENDIX

## A. Complete and Incomplete Designs

We first give a formal definition of (complete) sequential designs and their semantics expressed by transition functions and output functions. Then we extend the formal definition to incomplete designs.


Fig. 14. Complete and incomplete sequential designs

## Complete Designs

Definition 25 (Sequential Design). Let $\mathcal{B}_{n, m}=\left\{f: \mathbb{B}^{n} \rightarrow \mathbb{B}^{m}\right\}$ be the set of boolean functions with $n$ inputs and $m$ outputs and let $L I B \subseteq \bigcup_{n, m \in \mathbb{N}} \mathcal{B}_{n, m}$ be a library of boolean functions. A sequential design over LIB is a tuple $D=\left(M\right.$, in, out, type, src, $\left.\vec{X}, \vec{Y}, \vec{Q}, \vec{q}^{0}\right)$ with the following properties:

1) $M$ is a set of nodes.
2) in: $M \rightarrow \mathbb{N}$ is a function returning the number of inputs of $a$ node.
3) out: $M \rightarrow \mathbb{N}$ is a function returning the number of outputs of a node.
4) type $: M \rightarrow L I B \cup\{$ PIN, POUT, FF $\}$ is a function which assigns a type to each node. Nodes with type PIN model inputs of the sequential design, nodes with type POUT model outputs, nodes with type FF model memory elements (flipflops) storing single bits, and nodes with a type from LIB model gates implementing boolean functions. If type $(m) \in$ $L I B$, then type $(m) \in \mathcal{B}_{\text {in }(m) \text {,out }(m)}$, if type $(m)=P I N$, then $\operatorname{in}(m)=0$, out $(m)=1$, if type $(m) \in$ POUT, then $\operatorname{in}(m)=1$, out $(m)=0$, and if type $(m)=F F$, then in $(m)=$ out $(m)=1$.
5) Let $M_{-} I N:=\{(m, i) \mid m \in M, 1 \leq i \leq i n(m)\}$ and $M_{-}$OUT $:=\{(m, i) \mid m \in M, 1 \leq i \leq \operatorname{out}(m)\}$. The "source" function src: M_IN $\rightarrow M_{-}$OUT models the connections between the nodes. $\operatorname{src}(m, i)=\left(m^{\prime}, j\right)$ if the $j$-th output of node $m^{\prime}$ is the source for the value at the $i$-th input of node $m$.
6) $\begin{aligned} & \text { of node m. } \\ & \vec{X}=\left(X_{1}, X_{2}, \ldots, X_{|\vec{X}|}\right) \in M^{|\vec{X}|} \text { is a list of all nodes with }\end{aligned}$ type PIN.
7) $\vec{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{|\vec{Y}|}\right) \in M^{|\vec{Y}|}$ is a list of all nodes with type POUT.
8) $\vec{Q}=\left(Q_{1}, Q_{2}, \ldots, Q_{|\vec{Q}|}\right) \in M^{|\vec{Q}|}$ is a list of all nodes with type $F F$.
9) $\vec{q}^{0} \in \mathbb{B}^{|\vec{Q}|}$ is the initial state of $D$, i.e., $\forall 1 \leq i \leq|\vec{Q}|$ flip-flop $Q_{i}$ is initialized with $q_{i}^{0}$.
10) The sequential design is free of combinational cycles, i.e., if there is a list of nodes which are connected such that they build a cycle, then there is at least one flip-flop in the cycle. More precisely, if there is $\left(m_{1}, \ldots, m_{n}\right) \in M^{n}$ with $\exists j, k \in \mathbb{N}: \operatorname{src}\left(m_{1}, j\right)=\left(m_{n}, k\right)$ and $\forall 2 \leq i \leq$ $n: \exists j, k \in \mathbb{N}: \operatorname{src}\left(m_{i}, j\right)=\left(m_{i-1}, k\right)$, then there is at least one $i \in\{1, \ldots, n\}$ with type $\left(m_{i}\right)=F F$.
Example. Fig. 14 a) shows an example for a sequential design with one input, three outputs, two flip-flops, and three gates implementing boolean functions nor $_{2}$, and ${ }_{2}$, xor $_{2}$, respectively. The "source" function src is depicted by arrows: There is an arrow from the $j$-th output of node $m^{\prime}$ to the $i$-th input of node $m$ iff $\operatorname{src}(m, i)=\left(m^{\prime}, j\right)$.

Now we define the boolean functions which are computed by the nodes in a sequential design. These boolean functions are needed later on to define transition and output functions of the design.

Definition 26. Let $D=\left(M\right.$, in, out, type, src, $\left.\vec{X}, \vec{Y}, \vec{Q}, \vec{q}^{0}\right)$ be a sequential design. The $i$-th output of a node $m \in M$ computes a boolean function $f(m, i): \mathbb{B}^{|\mathcal{Q}|} \times \mathbb{B}^{|X|} \rightarrow \mathbb{B}$. In the definition of $f(m, i)$ we denote the projection function which maps $\left(x_{1}, \ldots, x_{|\vec{X}|}, q_{1}, \ldots, q_{|\vec{Q}|}\right) \in \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|}$ to $x_{j}\left(q_{k}\right)$ simply by $x_{j}$ ( $q_{k}$ ). $f(m, i)$ is defined as

$$
f(m, i):= \begin{cases}x_{j} & \text { if } m=X_{j} \\ q_{k} & \text { if } m=Q_{k} \\ g_{i}(f(\operatorname{src}(m, 1)), \ldots, & \text { if type }(m)=g \text { and } g_{i} \text { is the } \\ \quad f(\operatorname{src}(m, \text { in }(m)))) & \text { i-th output function of } g\end{cases}
$$

$f(m, i)$ as defined above is well-defined, since the sequential design $D$ does not contain any combinational cycle.
Definition 27 (Transition and Output Function). Given a sequential design $D=\left(M\right.$, in, out, type, src, $\left.\vec{X}, \vec{Y}, \vec{Q}, \vec{q}^{0}\right)$, the function $\vec{\delta}: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \rightarrow \mathbb{B}^{|\vec{Q}|}$ with $\vec{\delta}:=\left(f\left(\operatorname{src}\left(Q_{1}, 1\right)\right), \ldots\right.$, $\left.f\left(\operatorname{src}\left(Q_{|\vec{Q}|}, 1\right)\right)\right)$ is the function that computes the next state of the flip-flops and is thus called the transition function. The function $\vec{\lambda}: \mathbb{B}^{|\vec{Q}|} \times \mathbb{B}^{|\vec{X}|} \rightarrow \mathbb{B}^{|\vec{Y}|}$ with $\vec{\lambda}:=\left(f\left(\operatorname{src}\left(Y_{1}, 1\right)\right), \ldots\right.$, $\left.f\left(\operatorname{src}\left(Y_{|\vec{Y}|}, 1\right)\right)\right)$ is the function that computes the current output values and is called the output function.

## Incomplete Designs

We now provide a formal definition for incomplete designs that are essentially sequential designs with additional "Black Box" $(B B)$ nodes with unknown (sequential) behavior.
Definition 28 (Incomplete Design). An incomplete design over $L I B \subseteq \bigcup_{n, m \in \mathbb{N}} \mathcal{B}_{n, m}$ is a tuple $D=(M$, in, out, type, src, $\vec{X}, \vec{Y}$, $\left.\vec{Q}, \vec{q}^{0}\right)$ with the same properties 1)-3) and 5)-10) as in Def. 25 for sequential designs. 4) is replaced by 4') as follows:
4') type : $M \rightarrow$ LIB $\cup\{$ PIN, POUT, FF, BB $\}$ is a function which assigns a type to each node. Nodes with type $B B$ model 'Black Boxes' of the incomplete design. If type $(m) \in L I B$, then type $(m) \in \mathcal{B}_{\text {in }(m) \text {,out }(m) \text {, if type }(m)}=$ PIN, then in $(m)=0$, out $(m)=1$, if type $(m)=$ POUT, then $\operatorname{in}(m)=1$, out $(m)=0$, and if type $(m)=F F$, then $i n(m)=o u t(m)=1$.
Example. Figure 14 b$)$ illustrates an incomplete design with one input, three outputs, one flip-flop, two gates implementing the boolean and ${ }_{2}$ resp. the boolean xor $_{2}$ function and one Black Box. Just as in the case of complete sequential designs the "source" function src is depicted by arrows. More precisely, $D=$ ( $M$, in, out, type, src, $X, Y, Q, \vec{q}^{0}$ ) with

1) $M=\left\{m_{X_{1}}, m_{B B}, m_{F F}, m_{\text {and }}, m_{\text {xor }}, m_{Y_{1}}, m_{Y_{2}}, m_{Y_{3}}\right\}$
2) in: $\left\{m_{B B}, m_{F F}, m_{Y_{1}}, m_{Y_{2}}, m_{Y_{3}}\right\} \mapsto 1$,
in: $\left\{m_{\text {and }}, m_{x o r}\right\} \mapsto 2$, in $:\left\{m_{X_{1}}\right\} \mapsto 0$
3) out: $\left\{m_{B B}, m_{F F}, m_{\text {and }}, m_{x o r}\right\} \mapsto 1$,
out: $\left\{m_{Y_{1}}, m_{Y_{2}}, m_{Y_{3}}\right\} \mapsto 0$
4) $\operatorname{type}\left(m_{X_{1}}\right)=\operatorname{PIN}$, type $\left(m_{B B}\right)=B B$, type $\left(m_{F F}\right)=F F$, $\operatorname{type}\left(m_{\text {and }}\right)=\operatorname{and}_{2}, \operatorname{type}\left(m_{\text {xor }}\right)=\operatorname{xor}_{2}, \operatorname{type}\left(m_{Y_{1}}\right)=$ $\operatorname{type}\left(m_{Y_{2}}\right)=\operatorname{type}\left(m_{Y_{3}}\right)=P O U T$
```
5) src: \(\left\{\left(m_{\text {and }}, 1\right)\right\} \mapsto\left(m_{X_{1}}, 1\right)\)
    src: \(\left\{\left(m_{\text {and }}, 2\right),\left(m_{x o r}, 1\right),\left(m_{\text {xor }}, 2\right),\left(m_{F F}, 1\right)\right\} \mapsto\left(m_{B B}, 1\right)\)
    src: \(\left(m_{B B}, 1\right) \mapsto\left(m_{F F}, 1\right)\)
    src: \(\left(m_{Y_{1}}, 1\right) \mapsto\left(m_{\text {and }}, 1\right)\)
    src: \(\left(m_{Y_{2}}, 1\right) \mapsto\left(m_{\text {xor }}, 1\right)\)
    src: \(\left(m_{Y_{3}}, 1\right) \mapsto\left(m_{F F}, 1\right)\)
```


## Replacing Black Boxes in an Incomplete Design

A Black Box $m_{B B}$ in an incomplete design $D$ can be replaced by any sequential design $D^{r}$ (without Black Boxes and with an arbitrary number of flip-flops), as long as $D^{r}$ has the same number of inputs and outputs as the Black Box. The inputs and outputs of $D^{r}$ are then connected to the inputs and outputs of the former Black Box $m_{B B}$ in $D$; the result of this substitution is another (possibly incomplete) sequential design $D^{c}=$ $\left(M^{c}, i n^{c}\right.$, out ${ }^{c}$, type $\left.{ }^{c}, s r c^{c}, \vec{X}^{c}, \vec{Y}^{c}, \vec{Q}^{c}, \vec{q}^{0}\right)$. The exact definition of a substitution of a Black Box by a sequential design is as follows:
Definition 29 (Replacement of a Black Box in an Incomplete Design). Let $D=\left(M\right.$, in, out, type, src, $\left.\vec{X}, \vec{Y}, \vec{Q}, \vec{q}^{0}\right)$ be an incomplete design and let $m_{B B} \in M$ be a Black Box in $D$ (type $\left(m_{B B}\right)=B B$ ). The replacement of $m_{B B}$ by a sequential design $D^{r}=\left(M^{r}\right.$, in $^{r}$, out ${ }^{r}$, type ${ }^{r}$, src $\left.{ }^{r}, \vec{X}^{r}, \vec{Y}^{r}, \vec{Q}^{r}, \vec{q}^{0 r}\right)$ with $\left|\vec{X}^{r}\right|=$ in $\left(m_{B B}\right)$ and $\left|\vec{Y}^{r}\right|=$ out $\left(m_{B B}\right)$ is defined as an incomplete design $D^{c}=\left(M^{c}\right.$, in $^{c}$, out ${ }^{c}$, type ${ }^{c}$, src $\left.^{c}, \vec{X}^{c}, \vec{Y}^{c}, \vec{Q}^{c}, \vec{q}^{c}\right)$ as follows:

- $M^{c}:=\left(M \backslash\left\{m_{B B}\right\}\right) \cup\left(M^{r} \backslash\left\{m^{\prime} \in M^{r} \mid\right.\right.$ type $\left(m^{\prime}\right) \in$ $\{P I N, P O U T\}\})$
- $\operatorname{src}^{c}(m, i):= \begin{cases}\operatorname{src}(m, i) & \text { if } m \in M \wedge \forall j \operatorname{src}(m, i) \neq\left(m_{B B}, j\right) \\ \operatorname{src}^{r}\left(Y_{j}^{r}, 1\right) & \text { if } m \in M \wedge \operatorname{src}(m, i)=\left(m_{B B}, j\right) \\ \operatorname{src}^{r}(m, i) & \text { if } m \in M^{r} \wedge \forall j \operatorname{src}(m, i) \neq\left(X_{j}^{r}, 1\right) \\ \operatorname{src}\left(m_{B B}, j\right) & \text { if } m \in M^{r} \wedge \operatorname{src}(m, i)=\left(X_{j}^{r}, 1\right)\end{cases}$
- type $e^{c}(m):= \begin{cases}\text { type }(m), & \text { if } m \in M \\ \text { type }^{r}(m), & \text { if } m \in M^{r}\end{cases}$
- $i n^{c}(m):= \begin{cases}i n(m), & \text { if } m \in M \\ i n^{r}(m), & \text { if } m \in M^{r}\end{cases}$
- out ${ }^{c}(m):= \begin{cases}\operatorname{out}^{r}(m), & \text { if } m \in M \\ \text { outr }^{r}(m), & \text { if } m \in M^{r}\end{cases}$
- $\vec{X}^{c}:=\vec{X}, \vec{Y}^{c}:=\vec{Y}, \vec{Q}^{c}:=\left(Q_{1}, \ldots, Q_{|\vec{Q}|}, Q_{1}^{r}, \ldots, Q_{\left|\vec{Q}^{r}\right|}^{r}\right)$
- $\vec{q}^{0 c}:=\left(q_{1}^{0}, \ldots, q_{|\vec{Q}|}^{0}, q_{1}^{0 r}, \ldots, q_{\left|Q^{r}\right|}^{0 r}\right)$

Example. The sequential design in Fig. 14 a) results from the incomplete design in Fig. 14 b) by replacing the Black Box with the sequential design in Fig. 14 c ).

## B. Proof of Lemma 2

In the proof we make use of the notions defined in Appendix A for complete and incomplete sequential designs.

Proof: The proof is by induction on the structure of $D$. Of course, the statement is true for type $(m) \in\{P I N, F F, B B\}$. For type $(m) \in\left\{a n d_{2}, o r_{2}\right\}$ the proof follows easily from $\left.f_{Z}(\operatorname{src}(m, 1))\right|_{\substack{\vec{q}=\vec{\beta}=\vec{\beta} \\ \bar{x}=\vec{\gamma}}},\left.f_{Z}(\operatorname{src}(m, 2))\right|_{\substack{q \\ \bar{x}=\vec{\beta}}} \in\{0,1, Z\}$ by the induction hypothesis. For type $(m)=$ not $\begin{gathered}\vec{x}=\hat{\mathcal{F}} \\ \text { we } \\ \text { have }\end{gathered}$
which is also in $\{0,1, Z\}$, if we assume $\left.f_{Z}(\operatorname{src}(m, 1))\right|_{\substack{\vec{q}=\vec{\gamma} \\ \bar{x}=\vec{\gamma}}} \in$ $\{0,1, Z\}$ by induction hypothesis.

## C. Proof of Lemma 3

In the proof we make use of the notions defined in Appendix A for complete and incomplete sequential designs.

Proof: The lemma is proved by induction on the structure of $D$. For $\operatorname{type}(m) \in\{P I N, F F\} f_{Z}(m, j)=f_{Z_{i}}(m, j)$ and thus the
statement holds. For type $(m)=B B$, the precondition of the lemma never holds and nothing has to be proved.

Now consider type $(m)=\operatorname{and}_{2}$. Then

$$
\begin{aligned}
\left.f_{Z}(m, 1)\right|_{\substack{\vec{q}=\vec{\beta} \\
\vec{x}=\vec{\gamma}}} & =\left.\left(f_{Z}(\operatorname{src}(m, 1)) \cdot f_{Z}(\operatorname{src}(m, 2))\right)\right|_{\substack{\vec{q}=\vec{\beta} \\
\vec{x}=\vec{\gamma}}} \\
& =\left(f_{Z}(\operatorname{src}(m, 1)) \left\lvert\, \begin{array}{l}
\vec{q}=\overrightarrow{\vec{\beta}} \\
\vec{x}=\vec{\gamma}
\end{array}\right.\right) \cdot\left(\left.f_{Z}(\operatorname{src}(m, 2))\right|_{\substack{\vec{q}=\vec{\beta} \\
\vec{x}=\vec{\gamma}}}\right) .
\end{aligned}
$$

- Case 1: $f_{Z}(m, 1) \left\lvert\, \begin{gathered}\vec{q}=\vec{\beta} \\ \vec{x}=\vec{\gamma} \\ =\end{gathered}\right.$. Then

$$
\left.f_{Z}(s r c(m, 1))\right|_{\substack{\vec{q}=\vec{B} \\ \vec{x}=\vec{\gamma}}}=\left.f_{Z}(\operatorname{src}(m, 2))\right|_{\substack{\vec{q}=\vec{\beta} \\ \bar{x}=\vec{\gamma}}}=1
$$

and by induction hypothesis

$$
\left.f_{Z_{i}}(\operatorname{src}(m, 1))\right|_{\substack{\vec{a}=\vec{x}=\vec{\gamma}}}=\left.f_{Z_{i}}(\operatorname{src}(m, 2))\right|_{\substack{\vec{\alpha}=\vec{\beta} \\ \vec{x}=\vec{\gamma}}}=1 .
$$

Thus, $f_{Z_{i}}(m, 1) \mid \vec{q}=\vec{\beta}=1$.

 these two terms has to be 0 , assume w.l.o.g. the first one. Then $f_{Z_{i}}(\operatorname{src}(m, 1)) \left\lvert\, \begin{gathered}\vec{q}=\vec{\beta}=\vec{\gamma} \\ \bar{x}= \\ =0\end{gathered} 0\right.$ by induction hypothesis and $f_{Z_{i}}(m, 1) \left\lvert\, \begin{aligned} & \vec{q}=\vec{\beta}=\vec{x}=\vec{\gamma} \\ & \vec{x} \\ & \text {. }\end{aligned}\right.$
The cases type $(m)=o r_{2}$ and type $(m)=$ not can be proved in an analogous manner and are omitted here.

## D. Proof of Theorem 16

Proof: The theorem is proved by induction on the structure of the CTL property $\varphi$. For cases $\varphi=x_{i}, \varphi=y_{i}, \varphi=\neg \psi$ and $\varphi=\psi_{1} \vee \psi_{2}$, this is trivial to show, since for these cases, $\chi_{\text {Sat }}^{A}{ }_{A}^{\text {appr, incl }}(\cdot)$ $\left(\chi_{\text {Sat }}^{E \text { tapr, incl }}(\cdot)\right)$ and $\chi_{\text {Sat }}^{A}{ }_{A}^{\text {func }}(\cdot)\left(\chi_{\text {Sat }}^{\text {func }}(\cdot)\right)$ are defined in the same way (see Def. 23). The proofs for $E G \psi$ and $E \varphi_{1} U \varphi_{2}$ follow from the proof for $E X \psi$.

Before we show that $\chi_{S a t a t_{\text {appr, incl }}(E X \psi)}=\chi_{\operatorname{Sat}_{A}^{\text {func }}(E X \psi)}$ and $\chi_{S a t_{E}^{\text {apr, incl }}(E X \psi)}=\chi_{\text {Sat }_{E}^{f u n c}(E X \psi)}$, we first state a few facts necessary for the proof.
Facts. Let $f: \mathbb{B}^{n+1} \rightarrow \mathbb{B}$ be a boolean function over variables $\left(x_{1}, \ldots, x_{n}, Z\right)$ resulting from symbolic $Z$-simulation according to Def. 9. Let y be a boolean variable. Then:

It follows from Lemma 2 that $f$ is monotonically increasing in $Z$,

$$
\begin{equation*}
\text { i.e., }\left.f\right|_{Z=0} \leq\left. f\right|_{Z=1} \text {. } \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\forall Z f=\left.\left.\left.f\right|_{Z=0} \cdot f\right|_{Z=1} \stackrel{(12)}{=} f\right|_{Z=0} \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
\exists Z f=\left.f\right|_{Z=0}+\left.\left.f\right|_{Z=1} \stackrel{(12)}{=} f\right|_{Z=1} \tag{14}
\end{equation*}
$$

$\left.\left.f\right|_{Z=0} \cdot \bar{f}\right|_{Z=1}=0$, since $\left.\left.\left.\left.f\right|_{Z=0} \cdot \bar{f}\right|_{Z=1} \stackrel{(12)}{\leq} f\right|_{Z=1} \cdot \bar{f}\right|_{Z=1}=0$
$(\exists Z(f \equiv y))=\exists Z(\bar{f} \cdot \bar{y}+f \cdot y)$
$=\left.(\bar{f} \cdot \bar{y}+f \cdot y)\right|_{Z=0}+\left.(\bar{f} \cdot \bar{y}+f \cdot y)\right|_{Z=1}$
$=\left(\left.\bar{f}\right|_{Z=0}+\left.\bar{f}\right|_{Z=1}\right) \cdot \bar{y}+\left(\left.f\right|_{Z=0}+\left.f\right|_{Z=1}\right) \cdot y$ $\left.\stackrel{(13),(14)}{=} \bar{f}\right|_{Z=0} \cdot \bar{y}+\left.f\right|_{Z=1} \cdot y$
$\overline{(\exists Z(f \equiv y))} \stackrel{(16)}{=} \overline{\left(\left.\bar{f}\right|_{Z=0} \cdot \bar{y}+\left.f\right|_{Z=1} \cdot y\right)}$
$=\left.\left.f\right|_{Z=0} \cdot \bar{f}\right|_{Z=1}+\left.f\right|_{Z=0} \cdot \bar{y}+\left.\bar{f}\right|_{Z=1} \cdot y+y \cdot \bar{y}$
$\left.\stackrel{(15)}{=} f\right|_{Z=0} \cdot \bar{y}+\left.\bar{f}\right|_{Z=1} \cdot y$

Additionally, it follows directly from Def. 22 that for functions $f, g_{1}, \ldots, g_{n}: \mathbb{B}^{n+1} \rightarrow \mathbb{B}$ over variables $(\vec{x}, Z)$ that are monotonically increasing in $Z,\left.f\right|_{\vec{x} \leftarrow \bar{g}} ^{c Z, i m p r}$ is also monotonically increasing in $Z$.
As defined in Defs. 18, 19 and 23 (with $n=|\vec{q}|$ ):
$\chi_{S a t a_{A}^{\text {appr, incl }}(E X \psi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right)$

$$
\begin{aligned}
& =\forall \vec{q}^{\prime}\left(\left.\left(\exists \vec{Z}_{l} \prod_{i=1}^{n}\left(\exists Z\left(\delta_{i} \equiv q_{i}^{\prime}\right)\right)\right) \rightarrow\left(\exists \vec{x} \forall \vec{Z}_{o} \chi_{\text {Sat }_{A}^{\text {appr, incl }}(\psi)}\right)\right|_{\vec{q} \leftarrow \vec{q}^{\prime}}\right) \\
& =\forall \vec{Z}_{l} \forall \vec{q}^{\prime}\left(\left.\left(\prod_{i=1}^{n}\left(\exists Z\left(\delta_{i} \equiv q_{i}^{\prime}\right)\right)\right) \rightarrow\left(\exists \vec{x} \forall \vec{Z}_{o} \chi_{\text {Sat }_{A}^{\text {appr, incl }}(\psi)}\right)\right|_{\vec{q} \nleftarrow \vec{q}^{\prime}}\right) \\
& \chi_{\text {Sat }_{A}^{\text {func }}(E X \psi)}\left(\vec{q}, \vec{x}, \vec{Z}_{o}\right)=\forall \vec{Z}_{l} \forall Z\left(\left.\left(\exists \vec{x} \forall \vec{Z}_{o} \chi_{\text {Sat }_{A}^{\text {func }}(\psi)}\right)\right|_{\vec{q} \leftarrow \bar{\delta}} ^{c Z \text { impr }}\right)
\end{aligned}
$$

We now define $f:=\left(\exists \vec{x} \forall \vec{Z}_{o} \chi_{S a t_{A}^{\text {appr, incl }}(\psi)}\right) \stackrel{\text { IA }}{=}\left(\exists \vec{x} \forall \vec{Z}_{o} \chi_{\text {Sat }}^{A}{ }_{\text {func }}^{(\psi)}\right)$. ('IA' means 'by induction assumption'.) Note that $f$ does only depend on variables $\vec{q}$. Then we only have to show that

$$
\forall \vec{q}^{\prime}\left(\left.\prod_{i=1}^{n}\left(\exists Z\left(\delta_{i} \equiv q_{i}^{\prime}\right)\right) \rightarrow f\right|_{\vec{q} \leftarrow \bar{q}^{\prime}}\right)=\forall Z\left(\left.f\right|_{\vec{q} \leftarrow \bar{\delta}} ^{c Z, i m p r}\right)
$$

to conclude $\chi_{S a t_{A}^{\text {appr, incl }}(E X \psi)}=\chi_{\text {Sat }_{A}^{\text {func }}(E X \psi)}$. This is proved by induction on the number of state bits $n=|\vec{q}|$ :

- $n=0$, i.e., no composition is needed:

$$
\begin{aligned}
& \forall \vec{q}^{\prime}\left(\left.\prod_{i=1}^{n}\left(\exists Z\left(\delta_{i} \equiv q_{i}\right)\right) \rightarrow f\right|_{\vec{q} \nvdash \vec{q}^{\prime}}\right) \\
& \quad=\left.1 \rightarrow f\right|_{\vec{q} \nvdash \vec{q}^{\prime}}=f=\forall Z f=\forall Z\left(\left.f\right|_{\vec{q} \leftarrow \bar{\delta}} ^{c Z \text { impr }}\right)
\end{aligned}
$$

- $n-1 \rightarrow n$ : Let $\vec{q}^{-1}:=\left(q_{1}, \ldots, q_{n-1}\right), \vec{q}^{-1}:=\left(q_{1}^{\prime}, \ldots, q_{n-1}^{\prime}\right)$ and $\vec{\delta}^{-1}:=\left(\delta_{1}, \ldots, \delta_{n-1}\right)$.

$$
\begin{aligned}
& \forall \vec{q}^{\prime}\left(\left.\prod_{i=1}^{n}\left(\exists Z\left(\delta_{i} \equiv q_{i}^{\prime}\right)\right) \rightarrow f\right|_{\vec{q} \leftarrow \vec{q}^{\prime}}\right) \\
& =\forall \vec{q}^{\prime}\left(\overline{\left(\exists Z\left(\delta_{n} \equiv q_{n}^{\prime}\right)\right)}+\left(\left.\prod_{i=1}^{n-1}\left(\exists Z\left(\delta_{i} \equiv q_{i}^{\prime}\right)\right) \rightarrow f\right|_{\vec{q} \leftarrow \vec{q}^{\prime}}\right)\right) \\
& =\forall q_{n}^{\prime}\left(\overline{\left(\exists Z\left(\delta_{n} \equiv q_{n}^{\prime}\right)\right)}+\right. \\
& \left.\forall \vec{q}^{\prime-1}\left(\left.\prod_{i=1}^{n-1}\left(\exists Z\left(\delta_{i} \equiv q_{i}^{\prime}\right)\right) \rightarrow\left(\left.f\right|_{q_{n} \leftarrow q_{n}^{\prime}}\right)\right|_{\vec{q}^{-1} \leftarrow \vec{q}^{\prime-1}}\right)\right) \\
& \stackrel{\text { IA }}{=} \forall q_{n}^{\prime}\left(\overline{\left(\exists Z\left(\delta_{n} \equiv q_{n}^{\prime}\right)\right)}+\forall Z\left(\left.\left(\left.f\right|_{q_{n} \leftarrow q_{n}^{\prime}}\right)\right|_{\vec{q}-1 \leftarrow \vec{\delta}^{-1}} ^{c Z \text { impr }}\right)\right) \\
& \stackrel{(17),(7),}{\stackrel{(13)}{=}} \forall q_{n}^{\prime}\left(\left.\bar{\delta}_{n}\right|_{Z=1} \cdot q_{n}^{\prime}+\left.\delta_{n}\right|_{Z=0} \cdot \overline{q_{n}^{\prime}}\right. \\
& \left.+\left.\left(\left.\left(\left.f\right|_{q_{n} \leftarrow q_{n}^{\prime}}\right)\right|_{\vec{q}^{-1} \leftarrow \vec{\delta}^{-1}} ^{C Z, \text { impr }}\right)\right|_{Z=0}\right) \\
& =\left(\left.\delta_{n}\right|_{Z=0}+\left.\left(\left.\left(\left.f\right|_{q_{n}=0}\right)\right|_{\vec{q}^{-1} \leftarrow \overparen{\delta}^{-1}} ^{c Z, \text { impr }}\right)\right|_{Z=0}\right) \\
& \cdot\left(\left.\bar{\delta}_{n}\right|_{Z=1}+\left.\left(\left.\left(\left.f\right|_{q_{n}=1}\right)\right|_{\vec{q}^{-1} \leftarrow \delta^{-1}} ^{c Z, \text { impr }}\right)\right|_{Z=0}\right) \\
& =\left.\left.\delta_{n}\right|_{Z=0} \cdot \bar{\delta}_{n}\right|_{Z=1}+\left.\left.\delta_{n}\right|_{Z=0} \cdot\left(\left.\left(\left.f\right|_{q_{n}=1}\right)\right|_{\vec{q}^{-1} \leftarrow \bar{\delta}^{-1}} ^{\mid Z, \text { impr }}\right)\right|_{Z=0} \\
& +\left.\left.\bar{\delta}_{n}\right|_{Z=1} \cdot\left(\left.\left(\left.f\right|_{q_{n}=0}\right)\right|_{\vec{q}^{-1} \leftarrow^{-1} \tilde{\delta}^{-1}} ^{c Z, \text { impr }}\right)\right|_{Z=0} \\
& +\left.\left.\left(\left.\left(\left.f\right|_{q_{n}=0}\right)\right|_{\vec{q}^{-1} \leftarrow \delta^{-1}} ^{c Z, \text { impr }}\right)\right|_{Z=0} \cdot\left(\left.\left(\left.f\right|_{q_{n}=1}\right)\right|_{\vec{q}^{-1} \leftarrow \mathcal{\delta}^{-1}} ^{c Z, \text { impr }}\right)\right|_{Z=0} \\
& \stackrel{(15)}{=}\left(\left.\bar{\delta}_{n}\right|_{Z \leftarrow \bar{Z}} \cdot\left(\left.\left(\left.f\right|_{q_{n}=0}\right)\right|_{\vec{q}^{-1} \leftarrow \bar{\delta}^{-1}} ^{c Z \text { impr }}\right)+\delta_{n} \cdot\left(\left.\left(\left.f\right|_{q_{n}=1}\right)\right|_{\vec{q}^{-1} \leftarrow \delta^{-1}} ^{c Z \text {,impr }}\right)\right. \\
& \left.+\left(\left.\left(\left.f\right|_{q_{n}=0}\right)\right|_{\vec{q}^{-1} \leftarrow \widetilde{\delta}^{-1}} ^{c Z \text {,impr }}\right) \cdot\left(\left.\left(\left.f\right|_{q_{n}=1}\right)\right|_{\vec{q}^{-1} \leftarrow \vec{\delta}^{-1}} ^{c \text {,impr }}\right)\right)\left.\right|_{Z=0}
\end{aligned}
$$

$\chi_{\text {Sat }_{E}^{\text {appr, incl }}(E X \psi)}=\chi_{\operatorname{Sat}_{E}^{f u n c}(E X \psi)}$ can be shown analogously.

## E. Model Checking for Incomplete Designs using Nondeterministic Signals

Well-known CTL model checkers such as SMV and VIS provide socalled 'nondeterministic assignments' resp. 'nondeterministic signals' to model nondeterminism [30]-[32]. Nondeterministic signals can be


Fig. 15. Pipelined ALU


Fig. 16. Counterexamples
handled exactly as primary inputs, leading to a standard CTL model checking procedure for designs containing nondeterministic signals. Since the functionality of Black Boxes is not known, one could assume that nondeterministic signals for handling Black Box outputs would provide at least approximate solutions to the realizability or validity problem.
As a first example for this, we consider the well-known pipelined ALU circuit from [5] (see Fig. 15). In [5], Burch et al. showed by symbolic model checking that (among other CTL formulas) the following formulas are satisfied for the pipelined ALU (the formulas essentially say that the content of the register file $\mathbf{R}$ two (resp. three) clock cycles in the future is uniquely determined by the current state of the system; $\mathbf{R}_{i, j}$ is the value of the $j$-th Bit of the $i$-th register in the register file): ${ }^{10}$

$$
\begin{align*}
A G \bigwedge_{i, j}\left(\left(E X E X \mathbf{R}_{i, j}\right)\right. & \left.\equiv\left(A X A X \mathbf{R}_{i, j}\right)\right)  \tag{18}\\
A G \bigwedge_{i, j}\left(\left(E X E X E X \mathbf{R}_{i, j}\right)\right. & \left.\equiv\left(A X A X A X \mathbf{R}_{i, j}\right)\right) \tag{19}
\end{align*}
$$

Now we assume that the ALU's adder has not yet been implemented and it is replaced by a Black Box. The outputs of the Black Box are modeled by nondeterministic signals. In this situation SMV provides the result that formula (19) is not satisfied. ${ }^{11}$ However, it is clear that there is at least one replacement of the Black Box which satisfies the CTL formula (a replacement by an adder, of course). Moreover, it is not hard to see, that the formula is even true for all possible replacements of the Black Box by any (combinational or sequential) circuit, so one would expect SMV to provide a positive answer both for formula (18) and formula (19).

Although the previous example already shows that the usage of nondeterministic signals leads to non-exact results, we will have a closer look at two small examples to show that there is no interpretation of the results as some kind of approximation to the solution. (Here we consider SMV, but similar results hold for VIS as well.)
10. $(A X)^{2}$ is short for $A X A X$ and $(A X)^{3}$ is short for $A X A X A X$; same for $(E X)^{i}$.
11. Using VIS, the verification already fails for formula (18) - this is due to a slightly different modeling of automata by Kripke structures in VIS and SMV.

| word width | $A G \bigwedge_{i, j}\left(\left(E X E X \mathbf{R}_{i, j}\right) \equiv\left(A X A X \mathbf{R}_{i, j}\right)\right)$ |  |  |  |  |  |  |  |  |  | $A G \bigwedge_{i, j}\left(\left(E X E X E X \mathbf{R}_{i, j}\right) \equiv\left(A X A X A X \mathbf{R}_{i, j}\right)\right)$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Relational preimage |  |  |  | Functional preimage |  |  |  | VIS (non-det.) |  | Relational preimage |  |  |  | Functional preimage |  |  |  | VIS (non-det.) |  |
|  | $\begin{array}{\|l} \text { BDD } \\ \text { nodes } \end{array}$ | $\left\|\begin{array}{c} \text { memory } \\ \text { used } \end{array}\right\|$ | time | result | $\begin{array}{\|c\|} \hline \text { BDD } \\ \text { nodes } \end{array}$ | memory used | time | result | time | result | BDD nodes | memory used | time | result | $\left\|\begin{array}{c} \text { BDD } \\ \text { nodes } \end{array}\right\|$ | memory used | time | result | time | result |
| 2 | 67K | 5975K | 0.37 | valid | 7 K | 4912K | 0.05 | valid | 0.3 | failed | 129 K | 7024K | 0.39 | unknown | 8176 | 4928K | 0.05 | unknown | 0.4 | failed |
| 4 | 242K | 9073K | 0.98 | val | 9 K | 4977K | 0.11 | valid | 1.1 | failed | 267 K | 9509 K | 1.16 | unknown | 16K | 5097K | 0.15 | unknown | 1.1 | ailed |
| 6 | 89K | 6467K | 1.86 | valid | 12K | 5070K | 0.19 | val | 5.0 | failed | 222 K | 8737K | 1.9 | unknown | 25 K | 5284K | 0.2 | unkno | 5.1 | failed |
| 8 | 152K | 7628K | 2.80 | val | 17 K | 5195K | 0.30 | val | 98.1 | failed | 318 K | 15M | 3.06 | unknown | 32K | 5444K | 0.37 | unknown | 111.8 | ailed |
| 12 | 430K | 17M | 7.01 | valid | 30K | 5473K | 0.60 | valid | 32.6 | ail | 590K | 28M | 8.02 | unknown | 47 K | 5790K | 0.7 | unknow | 35.0 | d |
| 16 | 624K | 29M | 11.64 | valid | 47K | 5829 K | 1.03 | valid | 88.3 | failed | 824 K | 32M | 12.61 | unknown | 64 K | 6153 K | 1.32 | unknown | 97.2 | ailed |
| 24 | 1038K | 36M | 26.15 | valid | 55K | 6123 K | 2.43 | id | 386.4 | faile | 1416K | 43M | 29.39 | unknown | 94K | 11M | 2.98 | unknown | 402.5 | d |
| 32 | 881K | 34M | 29.36 | valid | 127K | 12M | 4.07 | val | TO | faile | 1541K | 45M | 31.83 | unknown | 127K | 12M | 4.98 | unknown | TO | aried |
| 48 | 1566K | 46M | 48.35 | valid | 214K | 13M | 9.71 | valid | TO | failed | 1542K | 46M | 59.41 | unknown | 214K | 22M | 11.67 | unknown | TO | failed |
| 64 | 1098K | 41M | 68.33 | valic | 409 K | 25M | 17.63 | valid | TO | failed | 1089K | 41M | 76.83 | unknow | 409K | 25M | 21.22 | unknown | TO | failed |

TABLE 3
Pipelined ALU with 16 registers: Proving validity.

## Hypothesis 1: 'A negative result of SMV means that a property is not valid.'

The circuit from Fig. 16 a) together with formula $\varphi_{1}=A G\left(A X y_{0} \vee\right.$ $\left.A X \neg y_{0}\right)$ provides us a counterexample for this hypothesis. Formula $\varphi_{1}$ checks whether in all states which are reachable from an initial state the output of the Black Box is the same for all successor states. If we substitute the Black Box output by a nondeterministic signal (modeled in SMV by a new primary input), SMV obviously provides the result that $\varphi_{1}$ is not satisfied. Now consider two finite primary input sequences from an initial state which differ only in the last element. Since the Black Box input does not depend on the primary input, but only on the state of the flip-flop (see Fig. 16 a)), these two primary input sequences produce the same input sequence at the Black Box input. Thus, the primary output (which is the same as the Black Box output) will be the same for both input sequences. This means that the CTL formula $\varphi_{1}$ is satisfied for all possible Black Box substitutions, thus it is valid. So we observe that a negative result of SMV does not mean that a property is not valid.

## Hypothesis 2: 'A negative result of SMV means that a property is not realizable.'

We consider the circuit shown in Fig. 16 b) and the CTL formula $\varphi_{2}=A G y_{0}$. We assume that the flip-flop is initialized by 1. If we replace the Black Box output by a nondeterministic signal (modeled internally by a new primary input), SMV provides the result that $\varphi_{2}$ is not satisfied. However, it is easy to see that the formula is satisfied if the Black Box is substituted with the constant 1 function; so the property is realizable. Thus, a negative result of SMV does not mean that a property is not realizable.

## Hypothesis 3: 'A positive result of SMV means that a property is valid.'

Again, we consider the example shown in Fig. 16 b) and the CTL formula $\varphi_{3}=\neg \varphi_{2}=E F \neg y_{0}$. If we substitute the Black Box output by a nondeterministic signal, SMV provides the result that $\varphi_{3}$ is satisfied. However, since property $\varphi_{3}$ is the negation of property $\varphi_{2}$ which has been proven to be realizable when considering the second hypothesis, it is obvious that $\varphi_{3}$ is not valid. Thus, a positive result of SMV does not mean that a property is valid.

## Hypothesis 4: 'A positive result of SMV means that a property is realizable.'

Finally, we reconsider the circuit shown in Fig. 16 a) in combination with $\varphi_{4}=\neg \varphi_{1}=\neg A G\left(A X y_{0} \vee A X \neg y_{0}\right)$. Again, we assume the Black Box output to be a nondeterministic signal and we verify the circuit using SMV, which provides the result that $\varphi_{4}$ is satisfied. However $\varphi_{4}$ is not realizable, since $\varphi_{4}=\neg \varphi_{1}$ and $\varphi_{1}$ has been
proven to be valid when considering the first hypothesis. Thus, a positive result of SMV does not mean that a property is realizable.

## Conclusion

Using nondeterministic signals for Black Box outputs is obviously not capable of performing correct model checking for incomplete designs - the approach is even not able to provide an approximate algorithm for realizability or validity. ${ }^{12}$

## F. Additional Experimental Data

To broaden the experimental basis of our evaluation we performed additional experiments both for the pipelined ALU from Fig. 15 with different properties and for a benchmark from the railway transportation domain as described below. All experiments were performed on a Intel Xeon 3.07 GHz under Linux with a time limit of 86400 CPU seconds (= 1 day) and a memory limit of 4GB RAM.

## Pipelined ALU

In addition to the property considered in Sect. 7.1 we considered the following two properties for the pipelined ALU which were also taken from [5]:

$$
\begin{align*}
A G \bigwedge_{i, j}\left(\left(E X E X \mathbf{R}_{i, j}\right)\right. & \left.\equiv\left(A X A X \mathbf{R}_{i, j}\right)\right)  \tag{20}\\
A G \bigwedge_{i, j}\left(\left(E X E X E X \mathbf{R}_{i, j}\right)\right. & \left.\equiv\left(A X A X A X \mathbf{R}_{i, j}\right)\right) \tag{21}
\end{align*}
$$

The formulas essentially say that the content of the register file $\mathbf{R}$ two (resp. three) clock cycles in the future is uniquely determined by the current state of the system; $\mathbf{R}_{i, j}$ is the value of the $j$-th Bit of the $i$-th register in the register file. Both formulas hold for the complete design. We replaced the ALU (see Fig. 15) by a Black Box, modeled the Black Box outputs by $Z_{i}$ variables and included them into the state space.
Formula (20): Our results for formula (20) are shown on the left hand side of Tab. 3. The results show that the formula could be proven to be valid (independently from the implementation of the ALU). All pipelined ALUs up to a bit width of 64 could be verified within a few seconds and with a moderate memory consumption. Comparing the relational preimage computation with the functional preimage computation as introduced in Sect. 5.4 we can observe that
12. Yet, there are subclasses of CTL, for which VIS and SMV can provide correct results: Considering $A C T L$ (type $A$ temporal operators only, negation only allowed for atomic propositions), a positive result of SMV/VIS means that the property is valid. Considering ECTL (analogously for $E$ operators), a negative result of VIS means that the property is not realizable; this is not true for SMV due to its implicit universal abstraction of the primary inputs (including primary inputs resulting from nondeterministic signals) at the end of the evaluation.
functional preimage computation is faster by a factor between 3.9 and 11.7.

Finally, we performed the same experiment using VIS [10] with non-deterministic signals (using 'Lazy Group Sifting' as in our approach), i.e., the ALU was replaced and its outputs were modeled by non-deterministic signals. VIS computes the result that the formula fails on the design, although it is valid (independently from the implementation of the ALU). The reason for this is due to the fact that formula (20) does not fall into the ACTL fragment of CTL. It is known that the abstraction with non-deterministic signals in VIS is only sound for ACTL formulas. When we compare the run times with our tool all the same, we can observe that our tool computes the correct result much faster (both for relational and functional preimage computation). For bit width of 32 and larger VIS runs into the timeout (of 1 CPU day), whereas our tool finishes within seconds.

If we use weaker approximation methods for the Black Box (using $Z$-variables or $Z_{i}$-variables not in the state space) in our approach, then we can neither prove validity of the formula nor disprove realizability.
Formula (21): The results for formula (21) are shown in Tab. 3 on the right hand side. Unfortunately, we can neither prove validity of the formula nor disprove realizability, even if we use our strongest approximation with $Z_{i}$-variables in the state space. In contrast to VIS with non-deterministic signals our tool clearly states that the model checking result is unknown, i.e., validity can not be proven and realizability can not be disproven. This information is computed within seconds by our tool, with run times and memory consumption similar to formula (20).

## Railway Case Study

We considered a case study based on the rail segment control from the FunkFahrBetrieb (FFB) specification of the Deutsche Bahn, which is closely related to the European Train Control System (ETCS) level $2 / 3$ Movement Authority. The case study models the railway system, consisting of the rail segments and the trains. The access to the rail segments is controlled by the rail segment manager, who grants or denies rail segment requests issued by the trains. The trains send requests for the rail segments before using them (determined by the schedules of the trains). In our benchmark the trains try to reserve up to three rail segments (following in their schedule) in advance; they do not enter a segment prior to obtaining a permission from the rail segment manager. After leaving a segment, a train returns its grant. Here we consider a subset of the German ICE route network with 6 trains and 66 segments. Fig. 17 shows a graphical representation of the segments (represented by nodes) together with their interconnection structure (represented by edges). Each train and each segment is modeled as a finite state machine. The complete system contains 1096 flip flops.
We considered two classes of properties. The first class of properties checks for potential collisions, i.e., it checks whether two trains may be on a segment with the same number. For a pair of trains $i$ and $j$ with $i \neq j$ formula $R 1_{i, j}$ is

$$
\begin{equation*}
A G\left(\text { seg_no_train }_{i} \neq \text { seg_no_train }_{j}\right) . \tag{22}
\end{equation*}
$$

Thus for 6 trains we obtain 15 formulas $R 1_{i, j}$. (Three out of these formulas are trivial, since the corresponding trains do not have any common segments on their schedules.)

The second class of properties checks whether in all configurations reachable from the initial state a request of train $i$ for segment $j$ will be granted in some of the successor states. This leads to the formula $R 2_{i, j}$ :

$$
\begin{equation*}
A G\left(\text { request_train } i_{i} \text { seg }_{j} \rightarrow E F \text { grant_seg } j_{j} \operatorname{train}_{i}\right) \tag{23}
\end{equation*}
$$



Fig. 17. Railway case study: Track segments are represented by nodes, the routes followed by different trains according to their schedule are represented by edges with different arrow heads for different trains.

Results for formulas $R 1_{i, j}$ : In the experiments for formulas $R 1_{i, j}$ all segments which are not both on the schedule of train $i$ and on the schedule of train $j$ are replaced by Black Boxes (i.e. a segment is replaced by a Black Box, if a collision can never take place on this segment due to the schedules of the trains). In Tab. 4 the name of the formula is given in column 1 (the three trivial formulas mentioned above are omitted), in column 2 the fractions of flip flops remaining in the system after replacements by Black Boxes are given. In a first experiment all Black Box outputs are modeled by $Z_{i}$-variables in the state space, in a second experiment they are modeled by $Z_{i}$ variables not in the state space. In a third experiment we use a flexible style of modeling: All outputs of Black Boxes corresponding to segments which are neither on the schedule of train $i$ nor on the schedule of train $j$ are modeled by the $Z$-variable, the remaining outputs by $Z_{i}$-variables not in the state space. The results for the first experiment and relational preimage computation are shown in columns 3 and 4 of Tab. 4, the results of the second experiment with relational preimage computation in columns 5 and 6 , and the results of the third experiment and relational preimage computation in columns 7 and 8 . The corresponding results for functional preimage computation are shown in columns $9-14$. Whereas for relational preimage computation there are still a few timeouts in the table, all problems could be solved using functional preimage computation and the validity of the formulas could be proven. In most cases the run times decrease when weaker approximations are used: For relational preimage computation the run times in column 6 are better than those in column 4 in 11 out of 12 cases (for $R 1_{3,5}$ and $R 1_{5,6}$ even much

| rmula | remain. <br> flip flops | Relational preimage computation$Z_{i}$ in$Z_{i}$ not in    <br> state space state space mixed $Z / Z_{i}$  <br> mem time mem timemem time |  |  |  | Functional preimage computation |  |  |  |  |  | MCAIGER <br> result $\mid$ step |  | PureSAT time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R 1_{1,2}$ | 20.8\% | 26M 101.1 | 26M 95.3 | 11M | 36.6 | 21M | 83.8 | 21M | 83.0 | 6700K | 32.7 | TO | 46 | MO |
| $R 1_{1,3}$ | 20.8\% | 47M 564.0 | 44M 132.7 | 37M | 96.1 | 49M | 227.5 | 48M | 193.1 | 51M | 115. | MO | 29 | MO |
| $R 1_{1,4}$ | 18.2\% | 48M ${ }^{\text {a }} 137.2$ | 27M 120.2 | 25M | 102.8 | 35M | 97.6 | 37M | 100.8 | 42M | 80 | TO | 50 | M |
| $R 1_{1,5}$ | 18.2\% | 27M 118.7 | 27M 100.4 | 12M | 53.5 | 22M | 94.8 | 22M | 97.0 | 27M | 48 | MO | 31 | M |
| $R 1_{1,6}$ | 18.2\% | 27M 105.0 | 27M 102.7 | 13M | 58.0 | 21M | 89.4 | 21M | 86.7 | 13M | 53 | MO | 26 | 324 |
| $R 1_{2,4}$ | 18.2\% | 27M 98.3 | 26M 93.7 | 13M | 53. | 21M | 83.5 | 21M | 82.5 | 13M | 48. | MO | 35 | MO |
| $R 1_{3,4}$ | 51.5\% | TO | TO |  | O | 69M | 4387 | 119M | 12783 | 318M | 1596 | TO | 61 | MO |
| $R 1_{3,5}$ | 31.0\% | 300M 53755 | 64M 443.9 | 59M | 416.6 | 96M | 2556 | 61M | 400.6 | 122M | 195 | TO | 48 | M |
| $R 1_{3,6}$ | 28.5\% | 69M 1511 | 48M 377.6 | 52M | 165.8 | 63M | 839.3 | 58M | 397.3 | 68M | 737. | MO | 26 | MO |
| R14,5 | 31.0\% | 172M 54839 | 47M 199.3 | 51M | 131 | 91M | 2031 | 98M | 856.2 | 123M | 195 | MO | 17 | MO |
| R14,6 | 25.9\% | 64M 3478 | 70M 1511 |  | 0 | 61M | 402.2 | 61M | 359.1 | 57M | 278. | TO | 36 | MO |
| $R 1_{5,6}$ | $23.4 \%$ | TO | 62M 982.0 | 56M | 172.4 | 48M | 351.2 | 49M | 205.7 | 55M | 386 | TO | 47 | M |

TABLE 4
Railway case study, Formula $R 1_{i, j}$. .

|  | remain. | Relational preimage |  | Functional preimage memory time |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Formula | flip flops | memory | time |  |  |
| R2 ${ }_{1,0}$ | 46.6\% | 65M | 1304 | 60M | 405.8 |
| R2, ${ }^{2,42}$ | 23.4\% | 40M | 150.1 | 24M | 88.7 |
| $R 2_{3,51}$ | 54.0\% | TO |  | TO |  |
| R2 $4_{4,8}$ | 59.1\% | TO |  | 451M | 38207 |
| $R 2_{5,12}$ | 33.6\% | TO |  | 185M | 6170 |
| R2 $6_{6,2}$ | 38.7\% | TO |  | 104M | 1308 |

TABLE 5
Railway case study, Formula $R 2_{i, j}$.
better), the run times in column 8 are better than the run times in column 6 in 10 out of 12 cases. For functional preimage computation the situation is similar (but somewhat less clear than before): the run times in column 12 are better than the run times in column 10 in 9 out of 12 cases, the run times in column 14 are better than those in column 12 in 7 out of 12 cases. The results confirm again that it is possible to verify large non-trivial examples by replacing parts of the design which are not relevant to the considered property by Black Boxes and they confirm the benefit from flexible modeling of Black Box outputs.

Note that we are not able to prove validity, if we choose an even weaker approximation which models all Black Box outputs by the $Z$-variable.

Since the formulas $R 1_{i, j}$ are safety properties, it is possible to check them using SAT solvers as well. We tried both McAiger (version 100810) [62] and PureSAT [17] which is included in VIS. McAiger uses Bounded Model Checking with $k$-induction [40]. PureSAT also uses $k$-induction, but for automatically abstracted models; if a counterexample in the abstract model is not concretizable, then abstraction refinement is performed by analyzing the proof of nonexistence of counterexamples of a certain length in the concrete model (see also Sect. 8). Column 15 shows the results of McAiger. All runs exceeded either the time limit (1 CPU day) or the memory limit ( 4 GB ). Column 16 gives the number $k$ of unwindings of the design in McAiger's Bounded Model Checking approach which were analyzed when the time limit / memory limit was exceeded. The results for PureSAT are shown in column 17. PureSAT with its automatic abstraction refinement finishes at least for one of the simpler instances $\left(R 1_{1,6}\right)$, within a CPU time of 54 minutes. In this example the simple strategy used for our tool ("mask out segments which are not both on the schedule of train 1 and on the schedule of train $6 "$ ) removes the largest number of flip flops among all other instances ( 896 flip flops out of 1096), leading to a run time of 53.1 CPU seconds for the flexible approach with $Z / Z_{i}$ modeling and functional preimage computation.
Results for formulas $R 2_{i, j}$ : In Tab. 5 we show results of formulas $R 2_{i, j_{i}}$ for each train $i$ together with one segment $j_{i}$ on its
schedule. The segment $j_{i}$ for train $i$ was selected randomly with the additional constraint that it has to be on the schedule of train $i$. (Otherwise the formula $R 2_{i, j_{i}}$ is trivially true, since the request signal request_train ${ }_{i-} \operatorname{seg}_{j_{i}}$ is constant false, leading to run times of a few seconds in all of these cases.) Here all segments which are not on the schedule of train $i$ were replaced by Black Boxes. The fraction of remaining flip flops in the model is given in column 2 of Tab. 5, it ranges from $23.4 \%$ to $59.1 \%$ (corresponding to 256 to 648 flip flops). Both run times and memory consumptions for formulas $R 2_{i, j}$ are considerably larger than those for formulas $R 1_{i, j}$. Nevertheless, the version with functional preimage computation is able to prove validity within the time and memory limits for all but one instance. Validity could be proven using the simplest modeling of Black Box outputs by a single $Z$-variable.


[^0]:    1. For a formal definition see Appendix A.
