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#### Abstract

We give a complete classification of intertwining operators (symmetry breaking operators) between spherical principal series representations of $G=O(n+1,1)$ and $G^{\prime}=O(n, 1)$. We construct three meromorphic families of the symmetry breaking operators, and find their distribution kernels and their residues at all poles explicitly. Symmetry breaking operators at exceptional discrete parameters are thoroughly studied.

We obtain closed formulae for the functional equations which the composition of the the symmetry breaking operators with the KnappStein intertwining operators of $G$ and $G^{\prime}$ satisfy, and use them to determine the symmetry breaking operators between irreducible composition factors of the spherical principal series representations of $G$ and $G^{\prime}$. Some applications are included.
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## 1 Introduction

A representation $\pi$ of a group $G$ defines a representation of a subgroup $G^{\prime}$ by restriction. In general irreducibility is not preserved by the restriction. If $G$ is compact then the restriction $\left.\pi\right|_{G^{\prime}}$ is isomorphic to a direct sum of irreducible representations $\pi^{\prime}$ of $G^{\prime}$ with multiplicities $m\left(\pi, \pi^{\prime}\right)$. These multiplicities are studied by using combinatorial techniques. If $G^{\prime}$ is not compact and the representation $\pi$ is infinite-dimensional, then generically the restriction $\left.\pi\right|_{G^{\prime}}$ is not a direct sum of irreducible representations [16] and we have to consider another notion of multiplicity.

For a continuous representation $\pi$ of $G$ on a complete, locally convex topological vector space $H_{\pi}$, the space $H_{\pi}^{\infty}$ of $C^{\infty}$-vectors of $H_{\pi}$ is naturally endowed with a Fréchet topology, and $\left(\pi, H_{\pi}\right)$ gives rise to a continuous representation $\pi^{\infty}$ of $G$ on $H_{\pi}^{\infty}$. If $\mathcal{H}_{\pi}$ is a Banach space, then the Fréchet representation $\left(\pi^{\infty}, \mathcal{H}_{\pi}^{\infty}\right)$ depends only on the underlying $(\mathfrak{g}, K)$-module $\left(\mathcal{H}_{\pi}\right)_{K}$. Given another continuous representation $\pi^{\prime}$ of the subgroup $G^{\prime}$, we consider the space of continuous $G^{\prime}$-intertwining operators (symmetry breaking operators)

$$
\operatorname{Hom}_{G^{\prime}}\left(\left.\pi^{\infty}\right|_{G^{\prime}},\left(\pi^{\prime}\right)^{\infty}\right)
$$

The dimension $m\left(\pi, \pi^{\prime}\right)$ of this space yields important information of the restriction of $\pi$ to $G^{\prime}$ and is called the multiplicity of $\pi^{\prime}$ occurring in the restriction $\left.\pi\right|_{G^{\prime}}$. Notice that the multiplicity $m\left(\pi, \pi^{\prime}\right)$ makes sense for nonunitary representations $\pi$ and $\pi^{\prime}$, too. In general, $m\left(\pi, \pi^{\prime}\right)$ may be infinite. For detailed analysis on symmetry breaking operators, we are interested in the case where $m\left(\pi, \pi^{\prime}\right)$ is finite. The criterion in [25] asserts that the multiplicity $m\left(\pi, \pi^{\prime}\right)$ is finite for all irreducible representations $\pi$ of $G$ and all
irreducible representations $\pi^{\prime}$ of $G^{\prime}$ if and only if the minimal parabolic subgroup $P^{\prime}$ of $G^{\prime}$ has an open orbit on the real flag variety $G / P$, and that the multiplicity is uniformly bounded with respect to $\pi$ and $\pi^{\prime}$ if and only if a Borel subgroup of $G_{\mathbb{C}}^{\prime}$ has an open orbit on the complex flag variety of $G_{\mathbb{C}}$.

The classification of reductive symmetric pairs $\left(\mathfrak{g}, \mathfrak{g}^{\prime}\right)$ satisfying the former condition was recently accomplished in 20. On the other hand, the latter condition depends only on the complexified pairs $\left(\mathfrak{g}_{\mathbb{C}}, \mathfrak{g}_{\mathbb{C}}^{\prime}\right)$, for which the classification is much simpler and was already known in 1970s by Krämer [28]. In particular, the multiplicity $m\left(\pi, \pi^{\prime}\right)$ is uniformly bounded if the Lie algebras $\left(\mathfrak{g}, \mathfrak{g}^{\prime}\right)$ of $\left(G, G^{\prime}\right)$ are real forms of $(\mathfrak{s l}(N+1, \mathbb{C}), \mathfrak{g l}(N, \mathbb{C}))$ or $(\mathfrak{o}(N+1, \mathbb{C}), \mathfrak{o}(N, \mathbb{C}))$.

In this article we confine ourselves to the case

$$
\begin{equation*}
\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1)), \tag{1.1}
\end{equation*}
$$

and study thoroughly symmetry breaking operators between spherical principal series representations for the groups $G$ and $G^{\prime}$. In particular, we determine the multiplicities for their composition factors. Furthermore, we give a classification of symmetry breaking operators $I(\lambda)^{\infty} \rightarrow J(\nu)^{\infty}$ for any spherical principal series representations $I(\lambda)$ and $J(\nu)$, and find explicit formulae of distribution kernels of its basis for every $(\lambda, \nu) \in \mathbb{C}^{2}$.

The techniques of this article are actually directed at the more general problems of determining symmetry breaking operators between (degenerate) principal series representations induced from parabolic subgroups $P$ of $G$ and $P^{\prime}$ of $G^{\prime}$ under the geometric assumption that the double coset $P^{\prime} \backslash G / P$ is a finite set. In the setting (1.1), there are three (nonempty) closed $P^{\prime}$-invariant subsets in $G / P$. Correspondingly, we construct a family of (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and two families of singular symmetry ones $\widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$.

The classification of symmetry breaking operators $T$ is carried out through an analysis of their distribution kernels $K_{T}$. We consider the system of partial differential equations that $K_{T}$ satisfies, and determine when an (obvious) local solution along a $P^{\prime}$-orbit extends to a global solution on the whole real flag variety $G / P$. The important properties of these symmetry breaking operators are the existence of the meromorphic continuation, and the functional equations that they satisfy with the Knapp-Stein intertwining operators of $G$ and $G^{\prime}$. The residue calculus of $\widetilde{\mathbb{A}}_{\lambda, \nu}$ provides a third method to obtain

Juhl's conformally covariant operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ for the embedding $S^{n-1} \hookrightarrow S^{n}$ (see [13, 17 for the two earlier proofs, and 18 for a heuristic argument for the method of this article).

To state our results more precisely, we realize $G=O(n+1,1)$ as the automorphism group of a quadratic form

$$
x_{0}^{2}+x_{1}^{2}+\cdots+x_{n}^{2}-x_{n+1}^{2}
$$

and the subgroup $G^{\prime}=O(n, 1)$ as the stabilizer of the basis vector $e_{n}=$ ${ }^{t}(0, \cdots, 0,1,0)$.

A spherical principal series representation $I(\lambda)$ of $G$ is an (unnormalized) induced representation from a character $\chi_{\lambda}$ of a minimal parabolic subgroup $P$ for $\lambda \in \mathbb{C}$. In what follows, we take the representation space of $I(\lambda)$ to be the space of $C^{\infty}$-sections of the $G$-equivariant line bundle $G \times_{P}\left(\chi_{\lambda}, \mathbb{C}\right) \rightarrow G / P$, so that $I(\lambda)^{\infty} \simeq I(\lambda)$ is the Fréchet globalization having moderate growth in the sense of Casselman-Wallach 39. See Section 3.4. The parametrization is chosen so that $I(\lambda)$ is reducible if and only if $-\lambda \in \mathbb{N}$ or $\lambda-n \in \mathbb{N}$, and that $I(-i)(i \in \mathbb{N})$ contains a finite-dimensional representation $F(i)$ as the unique subrepresentation, which is isomorphic to the representation on the space $\mathcal{H}^{i}\left(\mathbb{R}^{n+1,1}\right)$ of spherical harmonics of degree $i$ as a representation of the identity component $G_{0}$ of $G$, see (2.14). The irreducible Fréchet representation $I(-i) / F(i)$ of $G$ is denoted by $T(i)$. The underlying $(\mathfrak{g}, K)$-module $T(i)_{K}$ is isomorphic to a Zuckerman $A_{\mathfrak{q}}(\lambda)$-modules where $\mathfrak{q}$ is a certain maximal $\theta$-stable parabolic subalgebra of $\mathfrak{g}_{\mathbb{C}}$ (see Section (16.3). In this parametrization, $I(\lambda)$ is unitarizable if $\lambda \in \frac{n}{2}+\sqrt{-1} \mathbb{R}$ (unitary principal series representation) or $0<\lambda<n$ (complementary series representations, see Chapter (15).

Similarly, spherical principal series representations of the subgroup $G^{\prime}$ are denoted by $J(\nu)$ and are parametrized so that the finite-dimensional representations $F(j)$ is a subrepresentation of $J(-j)$. The irreducible Fréchet representation $J(-j) / F(j)$ of $G^{\prime}$ is denoted by $T(j)$.

Consider pairs of nonpositive integers and define

$$
\begin{aligned}
L_{\text {even }} & :=\{(-i,-j): j \leq i \text { and } i \equiv j \bmod 2\}, \\
L_{\text {odd }} & :=\{(-i,-j): j \leq i \text { and } i \equiv j+1 \bmod 2\} .
\end{aligned}
$$

The discrete set $L_{\text {even }}$ in $\mathbb{C}^{2}$ plays a special role throughout the article. We prove:

Theorem 1.1 (multiplicities for spherical principal series, Theorem (11.4). We have

$$
m(I(\lambda), J(\nu))= \begin{cases}1 & \text { if }(\lambda, \nu) \in \mathbb{C}^{2}-L_{\mathrm{even}} \\ 2 & \text { if }(\lambda, \nu) \in L_{\mathrm{even}}\end{cases}
$$

This theorem is new even for $G=O(3,1) \approx P G L(2, \mathbb{C})$ and $G^{\prime}=$ $O(2,1) \approx P G L(2, \mathbb{R})$.

From the viewpoint of differential geometry, $G$ is the conformal group of the standard sphere $S^{n}$, and conformally equivariant line bundles $\mathcal{L}_{\lambda}$ over $S^{n}$ are parametrized by $\lambda \in \mathbb{C}$ (we normalize $\mathcal{L}_{\lambda}$ such that $\mathcal{L}_{0}$ is the trivial line bundle and $\mathcal{L}_{n}$ is the bundle of volume densities). The subgroup $G^{\prime}$ is the conformal group of the 'great circle' $S^{n-1}$ in $S^{n}$, and conformally equivariant line bundles $\mathcal{L}_{\nu}$ over $S^{n-1}$ are parametrized by $\nu \in \mathbb{C}$. Then Theorem 1.1 determines the dimension of conformally covariant linear maps (i.e., $G^{\prime}$-equivariant operators) from $C^{\infty}\left(S^{n}, \mathcal{L}_{\lambda}\right)$ to $C^{\infty}\left(S^{n-1}, \mathcal{L}_{\nu}\right)$.

From the representation theoretic viewpoint, it was proved recently in Sun and Zhu 35 that $m\left(\pi, \pi^{\prime}\right) \leq 1$ for all irreducible admissible representations $\pi$ of $G$ and $\pi^{\prime}$ of $G^{\prime}$. However, it is much more involved to tell whether $m\left(\pi, \pi^{\prime}\right)=0$ or 1 for given irreducible representations $\pi$ and $\pi^{\prime}$.

The following theorem determines $m\left(\pi, \pi^{\prime}\right)$ for irreducible subquotients at reducible points.

Theorem 1.2 (multiplicities for composition factors, Theorem 2.5). Let $i, j \in \mathbb{N}$.
(1) Suppose that $i \geq j$.
(1-a) Assume $i \equiv j \bmod 2$, namely, $(-i,-j) \in L_{\mathrm{even}}$. Then

$$
m(T(i), T(j))=1, \quad m(T(i), F(j))=0, \quad m(F(i), F(j))=1
$$

(1-b) Assume $i \equiv j+1 \bmod 2$, namely, $(-i,-j) \in L_{\text {odd }}$. Then

$$
m(T(i), T(j))=0, \quad m(T(i), F(j))=1, \quad m(F(i), F(j))=0 .
$$

(2) Suppose that $i<j$. Then

$$
m(T(i), T(j))=0, \quad m(T(i), F(j))=1, \quad m(F(i), F(j))=0
$$

Similar results were obtained by Loke 29 for the $(\mathfrak{g}, K)$-modules of representations of $G=G L(2, \mathbb{C})$ and $G^{\prime}=G L(2, \mathbb{R})$.

We also determine the multiplicity of (possibly, reducible) spherical principal series representations $I(\lambda)$ of $G$ and irreducible finite-dimensional representations $F(j)$, respectively infinite-dimensional ones $T(j)$ of the subgroup $G^{\prime}$ in Theorem 2.6.

Theorem 1.3. Suppose $j \in \mathbb{N}$.

1) $m(I(\lambda), F(j))=1 \quad$ for all $\lambda \in \mathbb{C}$.
2) $m(I(\lambda), T(j))= \begin{cases}1 & \text { if } \lambda+j \in-2 \mathbb{N}, \\ 0 & \text { if } \lambda+j \notin-2 \mathbb{N} \text {. }\end{cases}$

In the special case $\nu=0$, our results on symmetry breaking operators are closely related to the analysis on the indefinite hyperbolic space

$$
X(n+1,1):=\left\{\xi \in \mathbb{R}^{n+2}: \xi_{0}^{2}+\cdots+\xi_{n}^{2}-\xi_{n+1}^{2}=1\right\} \simeq G / G^{\prime}
$$

As a hypersurface of the Minkowski space

$$
\mathbb{R}^{n+1,1} \equiv\left(\mathbb{R}^{n+2}, d \xi_{0}^{2}+\cdots+d \xi_{n}^{2}-d \xi_{n+1}^{2}\right)
$$

$X(n+1,1)$ carries a Lorentz metric for which the sectional curvature is constant -1 , and thus is a model space of anti-de Sitter manifolds. The Laplacian $\Delta$ of the Lorentz manifold $X(n+1,1)$ is a hyperbolic operator, and for $\lambda \in \mathbb{C}$, we consider its eigenspace:

$$
\mathcal{S o l}\left(G / G^{\prime} ; \lambda\right):=\left\{f \in \mathcal{C}^{\infty}\left(G / G^{\prime}\right): \Delta f=-\lambda(\lambda-n) f\right\}
$$

The underlying $(\mathfrak{g}, K)$-module $\mathcal{S}$ ol $\left(G / G^{\prime} ; \lambda\right)_{K}$ is isomorphic to the underlying $(\mathfrak{g}, K)$-module of a principal series representation [32]. For $\lambda=-i \in-\mathbb{N}$ there are two inequivalent reducible principal series representations $\underset{\sim}{I}(-i)_{K}$ and $I(n+i)_{K}$, and our results on the symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, 0}$ for $(\lambda, 0) \in L_{\text {even }}$ give another proof of the following $(\mathfrak{g}, K)$-isomorphism:

$$
\mathcal{S o l}\left(G / G^{\prime} ; \lambda\right)_{K} \simeq \begin{cases}I(-i)_{K} & \text { if } \lambda=-i \in-2 \mathbb{N}, \\ I(n+i)_{K} & \text { if } \lambda=-i \in-2 \mathbb{N}-1\end{cases}
$$

More generally, we apply our results on symmetry breaking operators for $\nu \in-\mathbb{N}$ to the analysis on vector bundles. We note that harmonic analysis on (general) semisimple symmetric spaces has been studied actively by many people during the last fifty years, however, not much has been known for vector bundle sections. We construct in Theorem 14.9 some irreducible subrepresentations in the space of sections of the $G$-equivariant vector bundles $G \times_{G^{\prime}} F(j) \rightarrow G / G^{\prime}$ by using symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$.

We also obtain branching laws for unitary complementary series representations of $I(\lambda)(0<\lambda<n)$, which by abuse of notation we also denote by $I(\lambda)$. For $\lambda \in \mathbb{R}$, we set

$$
D(\lambda):=\left\{\nu \in \lambda-1+2 \mathbb{Z}: \frac{n-1}{2}<\nu \leq \lambda-1\right\} .
$$

Then $D(\lambda)$ is a finite set, and $D(\lambda)$ is non-empty if and only if $\lambda>\frac{n+1}{2}$. As an application of differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$, we have
Theorem 1.4 (branching law of complementary series, Theorem 15.1). Suppose that $\frac{n+1}{2}<\lambda<n$. Then $J(\nu)$ is a complementary series representation of the subgroup $G^{\prime}$ for any $\nu \in D(\lambda)$. Moreover, the restriction of $I(\lambda)$ to $G^{\prime}$ contains the finite sum $\bigoplus_{\nu \in D(\lambda)} J(\nu)$ as discrete summands.

About 20 years ago Gross and Prasad 77 formulated a conjecture about the restriction of an irreducible admissible tempered representation of an inner form $G$ of the group $O(n)$ over a local field to a subgroup $G^{\prime \prime}$ which is an inner form $G^{\prime}=O(n-1)$. The conjecture in 7 relates the existence of nontrivial homomorphisms to the value of an L-function at $1 / 2$ and the value of the epsilon factor. We expect to come back to this in a later paper.

Let us enter the proof of Theorem 1.1 and its refinement (Theorem 1.9 below) in a little more details. We first construct an analytic family of (generically) regular symmetry breaking operators and show
Theorem 1.5 (regular symmetry breaking operators, Theorem 8.1). There exists a family of symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu} \in \operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ that depends holomorphically for entire $(\lambda, \nu) \in \mathbb{C}^{2}$ with the distribution kernel

$$
\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right):=\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)}\left|x_{n}\right|^{\lambda+\nu-n}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} .
$$

Further, $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is nonzero if and only if $(\lambda, \nu) \in \mathbb{C}^{2}-L_{\text {even }}$.

We recall that there exist nonzero Knapp-Stein intertwining operators

$$
\widetilde{\mathbb{T}}_{\nu}: J(\nu) \rightarrow J(n-1-\nu) \quad \text { and } \quad \widetilde{\mathbb{T}}_{\lambda}: I(\lambda) \rightarrow I(n-\lambda)
$$

with holomorphic parameters $\nu \in \mathbb{C}$ and $\lambda \in \mathbb{C}$, respectively. In our normalization

$$
\widetilde{\mathbb{T}}_{n-1-\nu} \circ \widetilde{\mathbb{T}}_{\nu}=\frac{\pi^{n-1}}{\Gamma(n-1-\nu) \Gamma(\nu)} \text { id } \quad \text { on } J(\nu),
$$

and

$$
\widetilde{\mathbb{T}}_{n-\lambda} \circ \widetilde{\mathbb{T}}_{\lambda}=\frac{\pi^{n}}{\Gamma(n-\lambda) \Gamma(\lambda)} \text { id } \quad \text { on } I(\lambda)
$$

The following functional identities are crucial in the proof of Theorems 1.5 and 1.11

Theorem 1.6 (functional identities, Theorem 8.5). For all $(\lambda, \nu) \in \mathbb{C}^{2}$,

$$
\begin{align*}
\widetilde{\mathbb{T}}_{n-1-\nu} \circ \widetilde{\mathbb{A}}_{\lambda, n-1-\nu} & =\frac{\pi^{\frac{n-1}{2}}}{\Gamma(n-1-\nu)} \widetilde{\mathbb{A}}_{\lambda, \nu},  \tag{1.2}\\
\widetilde{\mathbb{A}}_{n-\lambda, \nu} \circ \widetilde{\mathbb{T}}_{\lambda} & =\frac{\pi^{\frac{n}{2}}}{\Gamma(n-\lambda)} \widetilde{\mathbb{A}}_{\lambda, \nu} . \tag{1.3}
\end{align*}
$$

Here $\widetilde{\mathbb{T}}_{n-1-\nu}$ and $\widetilde{\mathbb{T}}_{\lambda}$ are the Knapp-Stein intertwining operators of $G^{\prime}$ and $G$, respectively. If $\nu-n+1 \in \mathbb{N}$ or $\lambda-n \in \mathbb{N}$, then the left-hand side of (1.2) or (1.3) is zero, respectively.

The functional identities in Theorem 1.6 are extended to other families of singular breaking symmetry operators (see Theorem 12.6. Corollary 12.7 , and Corollary (12.8).

We construct other families of symmetry breaking operators as follows: We define

$$
\begin{aligned}
/ / & :=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \lambda-\nu=0,-2,-4, \ldots\right\}, \\
\backslash \backslash & :=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \lambda+\nu=n-1, n-3, n-5 \ldots\right\}, \\
\mathbb{X} & :=\backslash \backslash \cap / /
\end{aligned}
$$

We note

$$
L_{\mathrm{even}} \subset \begin{cases}\mathbb{X} & \text { if } n \text { is odd }  \tag{1.4}\\ / /-\backslash \backslash & \text { if } n \text { is even }\end{cases}
$$

For $\nu \in-\mathbb{N}$, the renormalized operator $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}:=\Gamma\left(\frac{\lambda-\nu}{2}\right) \widetilde{\mathbb{A}}_{\lambda, \nu}$ extends to a non-zero $G^{\prime}$-intertwining map, that depends holomorphically on $\lambda \in \mathbb{C}$.

For $(\lambda, \nu) \in \backslash \backslash$, we define a family of singular $G^{\prime}$-intertwining operators $\widetilde{\mathbb{B}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu)$ that depends holomorphically on $\lambda \in \mathbb{C}$ (or on $\nu \in \mathbb{C}$ ) by the distribution kernel

$$
\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}\left(x, x_{n}\right):=\frac{1}{\Gamma\left(\frac{\lambda-\nu}{2}\right)}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right) .
$$

For $(\lambda, \nu) \in / /$, we set $l:=\frac{1}{2}(\nu-\lambda)$ and define a differential operator

$$
\widetilde{\mathbb{C}}_{\lambda, \nu}=\operatorname{rest} \circ \sum_{j=0}^{l} \frac{2^{2 l-2 j}}{j!(2 l-2 j)!} \prod_{i=1}^{l-j}\left(\frac{\lambda+\nu-n-1}{2}+i\right) \Delta_{\mathbb{R}^{n-1}}^{j}\left(\frac{\partial}{\partial x_{n}}\right)^{2 l-2 j} .
$$

Here rest denotes the restriction to the hyperplane $x_{n}=0$. It gives a differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu)$ of order $2 l$, and coincides with the conformally covariant differential operator for the embedding $S^{n-1} \hookrightarrow S^{n}$, which was discovered recently by A. Juhl in [13].

Using the support of the operators, we prove the following refinement of Theorem 1.1 We show:

Proposition 1.7. Every operator in $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ is in the $\mathbb{C}$-span of the operators $\widetilde{\mathbb{A}}_{\lambda, \nu}, \widetilde{\mathbb{A}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$.

Examining the linear independence of symmetry breaking operators constructed above we prove

Theorem 1.8 (residue formulae, Theorem (12.2).
(1) $\operatorname{For}(\lambda, \nu) \in \backslash \backslash-\mathbb{X}$, we define $k:=\frac{1}{2}(n-1-\lambda-\nu) \in \mathbb{N}$. Then

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}=\frac{(-1)^{k}}{2^{k}(2 k-1)!!} \widetilde{\mathbb{B}}_{\lambda, \nu}
$$

(2) For $(\nu, \lambda) \in / /$, we define $l:=\frac{1}{2}(\nu-\lambda)$. Then

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}=\frac{(-1)^{l} l!\pi^{\frac{n-1}{2}}}{\Gamma(\nu) 2^{2 l}} \widetilde{\mathbb{C}}_{\lambda, \nu}
$$

(3) Suppose $(\lambda, \nu) \in \mathbb{X}$. We define $k, l \in \mathbb{N}$ as above. Then

$$
\widetilde{\mathbb{B}}_{\lambda, \nu}=\frac{(-1)^{l-k} 2^{k-2 l} \pi^{\frac{n-1}{2}} l!(2 k-1)!!}{\Gamma(\nu)} \widetilde{\mathbb{C}}_{\lambda, \nu}
$$

Theorem 1.8 implies that singular symmetry breaking operators $\widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ can be obtained as the residues of the meromorphic family of (generically) regular symmetry breaking operators in most cases. An exception happens for the differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}$ for $(\lambda, \nu) \in L_{\text {even }}$ (see also Remark 12.4). In fact the dimension of $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ jumps at $(\lambda, \nu) \in L_{\text {even }}$ as we have seen in Theorem 1.1.,

We prove a stronger form of Theorem 1.1 by giving an explicit basis of symmetry breaking operators:

Theorem 1.9 (explicit basis, Theorem 11.3). For $(\lambda, \nu) \in \mathbb{C}^{2}$, we have

$$
\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))= \begin{cases}\mathbb{C} \widetilde{\mathbb{A}}_{\lambda, \nu} \oplus \mathbb{C} \tilde{\mathbb{C}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in L_{\text {even }}, \\ \mathbb{C} \widetilde{\mathbb{A}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in \mathbb{C}^{2}-L_{\text {even }}\end{cases}
$$

Denote by $\mathbf{1}_{\lambda}$ and $\mathbf{1}_{\nu}$ the normalized spherical vectors in $I(\lambda)$ and $J(\nu)$, respectively. The image of spherical vector $\mathbf{1}_{\lambda}$ under the symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and $\widetilde{\mathbb{B}}_{\lambda, \nu}$ is nonzero if and only if $\lambda \neq 0,-1,-2,-3 \ldots$, whereas it is always nonzero under $\widetilde{\mathbb{C}}_{\lambda, \nu}$. More precisely we prove in Propositions 7.4, 9.6, and 10.7 the following:

Theorem 1.10 (transformations of spherical vectors).
(1) $\operatorname{For}(\lambda, \nu) \in \mathbb{C}^{2}$,

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(\lambda)} \mathbf{1}_{\nu}
$$

(2) $\operatorname{For}(\lambda, \nu) \in \backslash \backslash$, we set $k:=\frac{1}{2}(n-1-\lambda-\nu)$. Then

$$
\widetilde{\mathbb{B}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{(-1)^{k} 2^{k} \pi^{\frac{n-1}{2}}(2 k-1)!!}{\Gamma(\lambda)} \mathbf{1}_{\nu} .
$$

(3) For $(\lambda, \nu) \in / /$, we set $l:=\frac{1}{2}(\nu-\lambda) \in \mathbb{N}$. Then

$$
\widetilde{\mathbb{C}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{(-1)^{l} 2^{2 l}(\lambda)_{2 l}}{l!} \mathbf{1}_{\nu} .
$$

We also determine the image of the underlying $(\mathfrak{g}, K)$-module $I(\lambda)_{K}$ of $I(\lambda)$ by the symmetry breaking operators for all the parameters $(\lambda, \nu) \in \mathbb{C}^{2}$. Using the basis in Theorem 1.9, we have:

Theorem 1.11 (image of breaking symmetry operator, see Theorems 13.1 and (13.2).
(1) Suppose that $(\lambda, \nu) \in L_{\text {even }}$ and set $j:=-\nu \in \mathbb{N}$. Then

$$
\text { Image } \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}=F(j)
$$

and

$$
\text { Image } \widetilde{\mathbb{C}}_{\lambda, \nu}=J(\nu)_{K^{\prime}}
$$

(2) Suppose that $(\lambda, \nu) \notin L_{\text {even }}$. Then
(2-a) Image $\widetilde{\mathbb{A}}_{\lambda, \nu}=F(-\nu) \quad$ if $\nu \in-\mathbb{N}$,
(2-b) Image $\widetilde{\mathbb{A}}_{\lambda, \nu}=T(\nu+1-n)_{K^{\prime}} \quad$ if $(\lambda, \nu) \in \backslash \backslash \quad$ and $\nu+1-n \in \mathbb{N}$,
(2-c) Image $\widetilde{\mathbb{A}}_{\lambda, \nu}=J(\nu)_{K^{\prime}} \quad$ otherwise.

The outline of the article is as follows:
Before we start with the construction of the intertwining operators between spherical principal series representations of $G=O(n+1,1)$ and $G^{\prime}=O(n, 1)$ we prove in Chapter 2 our main results about $G^{\prime}$-intertwining operators between irreducible composition factors of spherical principal series representations (Theorem (1.2). In this proof we use the results about symmetry breaking operators for spherical principal series representations of $G$ and $G^{\prime}$
(Theorem [1.9) and their functional equations (Theorem 1.6) proved later in the article.

Chapter 3 gives a general method to study symmetry breaking operators for (smooth) induced representations by means of their distribution kernels. Analyzing their supports we obtain a natural filtration of the space of symmetry breaking operators induced from the closure relation on the double coset $P^{\prime} \backslash G / P$ in Section 3.3, which will be used later to estimate the dimension of $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$.

In Chapter $6^{\text {we }}$ give preliminary results on spherical principal series representations such as explicit formulae for the realization in the noncompact picture $C^{\infty}\left(\mathbb{R}^{n}\right)$ using the open Bruhat cell. Then we recall the Knapp-Stein intertwining operator $\mathbb{T}_{\lambda}$, define a normalized operator $\widetilde{\mathbb{T}}_{\lambda}$, and show some of its properties. Notice that our normalization arises from analytic considerations and is not the same as the normalization introduced by Knapp and Stein.

Chapter 5 is a discussion of the double coset decompositions $G^{\prime} \backslash G / P$ and $P^{\prime} \backslash G / P$. We prove in particular that $G=P^{\prime} N_{-} P$.

In Chapter 6 we derive a system of differential equations on $\mathbb{R}^{n}$ and show in Proposition 6.5 that its distribution solutions $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ are isomorphic to $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$. An analysis of the solutions shows that generically the multiplicity $m(I(\lambda), J(\nu))$ of principal series representations is 1 (see Theorem (1.1).

In Chapter 7 we use the distribution $K_{\lambda, \nu}^{\mathbb{A}} \in \mathcal{S} \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ to define for $(\lambda, \nu)$ in an open region $\Omega_{0}$ a $\left(\mathfrak{g}^{\prime}, K^{\prime}\right)$-homomorphism $\widetilde{\mathbb{A}}_{\lambda, \nu}: I(\lambda)_{K} \rightarrow J(\nu)_{K^{\prime}}$. Normalizing the distribution kernel by a Gamma factor we obtain an operator $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and prove that $\widetilde{\mathbb{A}}_{\lambda, \nu}(\varphi)$ is holomorphic in $(\lambda, \nu) \in \mathbb{C}^{2}$ for every $\varphi \in$ $I(\lambda)_{K}$, and that $\widetilde{\mathbb{A}}_{\lambda, \nu}(\varphi)=0$ for all $\varphi \in I(\lambda)_{K}$ if and only if $(\lambda, \nu) \in L_{\text {even }}$.

In Chapter 团 we prove the existence of the meromorphic continuation of $\mathbb{A}_{\lambda, \nu}$, initially defined holomorphically on the parameter $(\lambda, \nu)$ in the open region $\Omega_{0}$, to $(\lambda, \nu)$ in the entire $\mathbb{C}^{2}$. Besides, we determine all the poles of the symmetry breaking operator $\mathbb{A}_{\lambda, \nu}$ with meromorphic parameter $\lambda$ and $\nu$ and show that the normalized symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}: I(\lambda) \rightarrow$ $J(\nu)$ depend holomorphically on $\lambda, \nu$. Here we use and prove the functional equations (Theorem (1.6) of the symmetry breaking operators.

An analysis on the exceptional discrete set $L_{\text {even }}$ is particularly important. We introduce for $\nu \in-\mathbb{N}$ a different normalization to obtain nonzero operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ for $(\lambda, \nu) \in L_{\text {even }}$.

In Chapter 9 we start the discussion of the singular symmetry breaking operators for $(\lambda, \nu) \in \backslash \backslash$, their analytic continuation and find a necessary and sufficient condition which determines if they are not zero.

Chapter 10 is a discussion of the differential symmetry breaking operators, which were first found by Juhl.

Building on these preparations, we complete in Chapter 11 the classification of symmetry breaking operators from the spherical principal series representation $I(\lambda)$ of $G=O(n+1,1)$ to the representations $J(\nu)$ of $G^{\prime}=O(n, 1)$ and prove Theorems 1.1 and 1.9. Here again the analysis of $\mathcal{S}$ ol $\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ for the parameter in $\backslash \backslash$ and // plays a crucial role.

In Chapter 12 we show the relationships among the (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$, the singular symmetry breaking operators $\widetilde{\mathbb{B}}_{\lambda, \nu}$ and the differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ by proving explicitly the residue formulae (Theorem 1.10). Furthermore we also extend the functional equations to these singular symmetry breaking operators.

Finally, Theorem 1.10 (1), (2), and (3) are proved by explicit computations in Chapters 7, 9, and 10, respectively, and Theorem 1.11 is proved by using Theorem 1.10 in Chapter 13 .

The last two chapters are applications of our results. In Chapter 14 we apply our results about symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ to the analysis on vector bundles over the semisimple symmetric space $O(n+1,1) / O(n, 1)$. In Chapter 15 we construct explicitly complementary series representations of the group $G^{\prime}=O(n, 1)$ as discrete summands in the restriction of the unitary complementary series representations of $O(n+1,1)$ by using the adjoint of the differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$

Notation. $\mathbb{N}=\{0,1,2, \cdots\}, \mathbb{N}_{+}=\{1,2,3, \cdots\}, \mathbb{R}^{\times}=\mathbb{R}-\{0\}$. For two subsets $A$ and $B$ of a set, we write

$$
A-B:=\{a \in A: a \notin B\}
$$

rather than the usual notation $A \backslash B$.

## 2 Symmetry breaking for the spherical principal series representations

Before we start with the construction of the $G^{\prime}$-intertwining operators between spherical principal series representations of $G=O(n+1,1)$ and $G^{\prime}=O(n, 1)$ we want to prove the main results (Theorems 1.2 and 1.3, see Theorems 2.5 and 2.6 below) about $G^{\prime}$-intertwining operators between irreducible composition factors of spherical principal series representations. This is intended for the convenience of the readers who are more interested in representation theoretic results rather than geometric analysis arising from branching problems in representation theory. In the proof we use the results about symmetry breaking operators for spherical principal series representations of $G$ and $G^{\prime}$ that will be proved later in the article.

### 2.1 Notation and review of previous results

Consider the quadratic form

$$
\begin{equation*}
x_{0}^{2}+x_{1}^{2}+\cdots+x_{n}^{2}-x_{n+1}^{2} \tag{2.1}
\end{equation*}
$$

of signature $(n+1,1)$. We define $G$ to be the indefinite orthogonal group $O(n+1,1)$ that preserves the quadratic form (2.1). Let $G^{\prime}$ be the stabilizer of the vector $e_{n}={ }^{t}(0,0, \cdots, 0,1,0)$. Then $G^{\prime} \simeq O(n, 1)$. We set

$$
\begin{align*}
& K:=O(n+1) \times O(1)  \tag{2.2}\\
& K^{\prime}:=K \cap G^{\prime}=\left\{\left(\begin{array}{lll}
A & & \\
& 1 & \\
& & \varepsilon
\end{array}\right): A \in O(n), \varepsilon= \pm 1\right\} \simeq O(n) \times O(1) . \tag{2.3}
\end{align*}
$$

Then $K$ and $K^{\prime}$ are maximal compact subgroups of $G$ and $G^{\prime}$, respectively.
Let $\mathfrak{g}=\mathfrak{o}(n+1,1)$ and $\mathfrak{g}^{\prime}=\mathfrak{o}(n, 1)$ be the Lie algebras of $G=O(n+1,1)$ and $G^{\prime}=O(n, 1)$, respectively. We take a hyperbolic element $H$ as

$$
\begin{equation*}
H:=E_{0, n+1}+E_{n+1,0} \in \mathfrak{g}^{\prime} . \tag{2.4}
\end{equation*}
$$

Then $H$ is also a hyperbolic element in $\mathfrak{g}$, and the eigenvalues of $\operatorname{ad}(H) \in$ $\operatorname{End}(\mathfrak{g})$ are $\pm 1$ and 0 . For $1 \leq j \leq n$, we define nilpotent elements in $\mathfrak{g}$ by

$$
\begin{equation*}
N_{j}^{+}:=-E_{0, j}+E_{j, 0}-E_{j, n+1}-E_{n+1, j}, \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
N_{j}^{-}:=-E_{0, j}+E_{j, 0}+E_{j, n+1}+E_{n+1, j} . \tag{2.6}
\end{equation*}
$$

Then we have maximal nilpotent subalgebras of $\mathfrak{g}$ :

$$
\mathfrak{n}_{+}:=\operatorname{Ker}(\operatorname{ad}(H)-1)=\sum_{j=1}^{n} \mathbb{R} N_{j}^{+}, \quad \mathfrak{n}_{-}:=\operatorname{Ker}(\operatorname{ad}(H)+1)=\sum_{j=1}^{n} \mathbb{R} N_{j}^{-} .
$$

Since $H$ is contained in the Lie algebra $\mathfrak{g}^{\prime}$ of split rank one, we can define two maximal nilpotent subalgebras of $\mathfrak{g}^{\prime}$ by

$$
\begin{align*}
& \mathfrak{n}_{+}^{\prime}:=\mathfrak{n}_{+} \cap \mathfrak{g}^{\prime}=\sum_{j=1}^{n-1} \mathbb{R} N_{j}^{+},  \tag{2.7}\\
& \mathfrak{n}_{-}^{\prime}:=\mathfrak{n}_{-} \cap \mathfrak{g}^{\prime}=\sum_{j=1}^{n-1} \mathbb{R} N_{j}^{-} .
\end{align*}
$$

Let $N_{+}=\exp \left(\mathfrak{n}_{+}\right), N_{-}=\exp \left(\mathfrak{n}_{-}\right)$and $N_{+}^{\prime}:=N_{+} \cap G^{\prime}=\exp \left(\mathfrak{n}_{+}^{\prime}\right), N_{-}^{\prime}:=$ $N_{-} \cap G^{\prime}=\exp \left(\mathfrak{n}_{-}^{\prime}\right)$. We define

$$
\begin{aligned}
M & :=Z_{K}(\mathfrak{a})
\end{aligned}=\left\{\left(\begin{array}{lll}
\varepsilon & & \\
& A & \\
& & \varepsilon
\end{array}\right): A \in O(n), \varepsilon= \pm 1\right\} \simeq O(n) \times \mathbb{Z}_{2},
$$

$$
\begin{equation*}
\simeq O(n-1) \times \mathbb{Z}_{2} \tag{2.8}
\end{equation*}
$$

We set

$$
\mathfrak{a}:=\mathbb{R} H \quad \text { and } A:=\exp \mathfrak{a} .
$$

Then $P=M A N_{+}$is a Langlands decomposition of a minimal parabolic subgroup $P$ of $G$. Likewise, $P^{\prime}=M^{\prime} A N_{+}^{\prime}$ is a Langlands decomposition of a minimal parabolic subgroup $P^{\prime}$ of $G^{\prime}$. We note that we have chosen $H \in \mathfrak{g}^{\prime}$ so that we can take a common maximally split abelian subgroup $A$ in $P^{\prime}$ and $P$. The Langlands decompositions of the Lie algebras of $P$ and $P^{\prime}$ are given in a compatible way as

$$
\begin{equation*}
\mathfrak{p}=\mathfrak{m}+\mathfrak{a}+\mathfrak{n}_{+}, \quad \mathfrak{p}^{\prime}=\mathfrak{m}^{\prime}+\mathfrak{a}+\mathfrak{n}_{+}^{\prime}=\left(\mathfrak{m} \cap \mathfrak{g}^{\prime}\right)+\left(\mathfrak{a} \cap \mathfrak{g}^{\prime}\right)+\left(\mathfrak{n}_{+}+\mathfrak{g}^{\prime}\right) \tag{2.9}
\end{equation*}
$$

We assume from now on that the principal series representations $I(\lambda)$ are realized on the Fréchet space of smooth sections of the line bundle $G \times_{\lambda} \mathbb{C} \rightarrow$ $G / P$. See Section 3.4 a short discussion of the Casselman-Wallach theory on Fréchet representations having moderate growth and the underlying $(\mathfrak{g}, K)$ module.

Let $G_{0}=S O_{0}(n+1,1)$ be the identity component of $G=O(n+1,1)$. Then the quotient group is of order four:

$$
G / G_{0} \simeq\{ \pm\} \times\{ \pm\}
$$

Irreducible representations of the disconnected group $G$ are not necessarily irreducible as representations of $G_{0}$. We have

Proposition 2.1. 1) Suppose $n \geq 2$. Then any irreducible $G$-subquotient $Z$ of $I(\lambda)$ remains irreducible as a $G_{0}$-module.
2) Suppose $n=1$.

2-a) For $i \in \mathbb{N}$, $T(i)$ splits into a direct sum of two irreducible $G_{0}$-modules.
2-b) Any irreducible $G$-subquotient $Z$ of $I(\lambda)$ other than $T(i)$ remains irreducible as a $G_{0}$-modules.

For the proof, we begin with the following observation:
Lemma 2.2.1) $A(\mathfrak{g}, K)$-module $Z_{K}$ is irreducible as a $\mathfrak{g}$-module if every irreducible $K$-module occurring in $Z_{K}$ is irreducible as a $K_{0}$-module.
2) For $G=O(n+1,1)$, let $P_{0}:=P \cap G_{0}$. Then $P_{0}$ is connected, and is a minimal parabolic subgroup of $G$. Then we have a natural bijection:

$$
G_{0} / P_{0} \xrightarrow{\sim} G / P\left(\simeq S^{n}\right) .
$$

Proof of Proposition [2.1. Let $Z_{K}$ be the underlying ( $\mathfrak{g}, K$ )-module of $Z$. It is sufficient to discuss the irreducibility of $Z_{K}$ as a ( $\mathfrak{g}, K_{0}$ )-module.

1) Any irreducible representation of $K \simeq O(n+1) \times O(1)$ occurring in the spherical principal series representation $I(\lambda)$ is of the form $\mathcal{H}^{i}\left(S^{n}\right) \boxtimes \mathbf{1}$ for some $i \in \mathbb{N}$, which is still irreducible as a representation of $K_{0}=S O(n+1)$ if $n \geq 2$. Here 1 denotes the trivial one-dimensional representation of $O(1)$. Hence the assumption of Lemma 2.2 (1) is fulfilled, and the first statement follows.
2) By Lemma 2.2 (2), the restriction of $I(\lambda)$ to $G_{0}$ is isomorphic to a spherical principal series representation of $G_{0}=S O_{0}(2,1)$. Comparing the aforementioned composition series of representation $I(\lambda)$ of $O(2,1)$ with a well-known result for $G_{0}=S O_{0}(2,1) \simeq S L(2, \mathbb{R}) /\{ \pm 1\}$, we see that $T(i)$ is a direct sum of a holomorphic discrete series representation and anti-holomorphic discrete series representation of $G_{0}$ and that other irreducible subquotients of $G$ remain irreducible as $G_{0}$-modules. See also Remark 16.2 for geometric interpretations of this decomposition.

Proposition 2.1 and 12 imply that the representation $I(\lambda)$ is reducible if and only if

$$
\lambda=n+i \quad \text { or } \quad \lambda=-i \quad \text { for } i \in \mathbb{N} .
$$

A reducible spherical principal series representation has two irreducible composition factors. The Langlands subquotient of $I(n+i)$ is a finite-dimensional representation $F(i)$. We have for $i \in \mathbb{N}$ non-splitting exact sequences as Fréchet $G$-modules:

$$
\begin{gather*}
0 \rightarrow F(i) \rightarrow I(-i) \rightarrow T(i) \rightarrow 0  \tag{2.10}\\
0 \rightarrow T(i) \rightarrow I(n+i) \rightarrow F(i) \rightarrow 0 \tag{2.11}
\end{gather*}
$$

Inducing from the minimal parabolic subgroup $P^{\prime}$ of $G^{\prime}$, we define the induced representation $J(\nu)$ and the irreducible representations $F(j) \equiv F^{G^{\prime}}(j)$ and $T(j) \equiv T^{G^{\prime}}(j)$ of $G^{\prime}$ as we did for $G$. We shall simply write $F(j)$ for $F^{G^{\prime}}(j)$ and $T(j)$ for $T^{G^{\prime}}(j)$, respectively, if there is no confusion.

### 2.2 Finite-dimensional subquotients of disconnected groups

Since the group $G=O(n+1,1)$ has four connected components, we need to be careful to identify the finite-dimensional subquotient $F(i)$ with some other (better-understood) representations.

First, we consider the space of harmonic polynomials of degree $i \in \mathbb{N}$ by $\mathcal{H}^{i}\left(\mathbb{R}^{n+1,1}\right):=\left\{\psi \in \mathbb{C}\left[x_{0}, \cdots, x_{n+1}\right]: \square \psi=0, \psi\right.$ is homogeneous of degree $\left.i\right\}$, where $\square=\frac{\partial^{2}}{\partial x_{0}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}}-\frac{\partial^{2}}{\partial x_{n+1}^{2}}$. Then $G=O(n+1,1)$ acts irreducibly on $\mathcal{H}^{i}\left(\mathbb{R}^{n+1,1}\right)$ for any $i \in \mathbb{N}$. The indefinite signature is not the main issue here, because this representation extends to a holomorphic representation of
the complexified Lie group $O(n+2, \mathbb{C})$. Similarly, the group $G^{\prime}=O(n, 1)$ acts irreducibly on $\mathcal{H}^{j}\left(\mathbb{R}^{n, 1}\right)$ for $j \in \mathbb{N}$. By the classical branching law, we have a $G^{\prime}$-irreducible decomposition:

$$
\begin{equation*}
\left.\mathcal{H}^{i}\left(\mathbb{R}^{n+1,1}\right)\right|_{G^{\prime}} \simeq \bigoplus_{j=0}^{i} \mathcal{H}^{j}\left(\mathbb{R}^{n, 1}\right) \tag{2.12}
\end{equation*}
$$

Second, we notice that there are three non-trivial one-dimensional representations of the disconnected group $G$. For our purpose, we consider the following one-dimensional representation

$$
\begin{equation*}
\chi: O(n+1,1) \rightarrow\{ \pm 1\} \tag{2.13}
\end{equation*}
$$

by the composition of the following maps
$G \rightarrow G / G_{0} \simeq O(n+1) \times O(1) / S O(n+1) \times S O(1) \simeq\{ \pm 1\} \times\{ \pm 1\} \xrightarrow{\mathrm{pr}_{2}}\{ \pm 1\}$,
where $G_{0}=S O_{0}(n+1,1)$ is the identity component of $G$, and $\mathrm{pr}_{2}$ denotes the second projection. Similarly, we define $\chi^{\prime}: O(n, 1) \rightarrow\{ \pm 1\}$. Then by inspecting the action of the four disconnected components of $G$, we have the following isomorphisms as representations of $G$ and $G^{\prime}$, respectively:

$$
\begin{align*}
& F(i) \simeq \chi^{i} \otimes \mathcal{H}^{i}\left(\mathbb{R}^{n+1,1}\right)  \tag{2.14}\\
& F(j) \simeq\left(\chi^{\prime}\right)^{j} \otimes \mathcal{H}^{j}\left(\mathbb{R}^{n, 1}\right) \tag{2.15}
\end{align*}
$$

Combining (2.12) with (2.14) and (2.15), we get the following branching law for the restriction $G \downarrow G^{\prime}$ :

$$
\left.F(i)\right|_{G^{\prime}} \simeq \bigoplus_{j=0}^{i}\left(\chi^{\prime}\right)^{i-j} \otimes F(j)
$$

Thus we have shown the following proposition.
Proposition 2.3 (branching law of $F(i)$ for $G \downarrow G^{\prime}$ ). Suppose $i, j \in \mathbb{N}$.

1) $\operatorname{Hom}_{G^{\prime}}(F(i), F(j)) \neq 0$ if and only if $0 \leq j \leq i$ and $i \equiv j \bmod 2$.
2) $\operatorname{Hom}_{G_{0}^{\prime}}(F(j), F(i)) \neq 0$ if and only if $0 \leq j \leq i$.

### 2.3 Symmetry breaking operators and spherical principal series representations.

We refer to nontrivial homomorphisms in

$$
H(\lambda, \nu):=\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))
$$

as intertwining restriction maps or symmetric breaking operators. In the next chapter general properties of symmetry breaking operators for principal series representations are discussed. In this section we will illustrate the functional equations satisfied by the continuous symmetry breaking operators (Theorem 8.5, see also Theorem (12.6) by analyzing their behavior on $I(\lambda) \times J(\nu)$ where both representations $I(\lambda)$ and $J(\nu)$ are reducible, i.e., $(\lambda, \nu)$ are in

$$
\mathcal{L}=\{(i, j): i, j \in \mathbb{Z} \text { and }(i, j) \notin(0, n) \times(0, n-1)\}
$$

The Weyl group $\mathfrak{S}_{2} \times \mathfrak{S}_{2}$ of $G \times G^{\prime}$ acts on $\mathcal{L}$. The action is generated by the action of the generators $(\lambda, \nu) \mapsto(-\lambda+n, \nu)$ and $(\lambda, \nu) \mapsto(\lambda,-\nu+n-1)$. We write $\mathcal{L}_{\text {even }} \subset \mathcal{L}$ for the orbit of

$$
L=\{(i, j): i, j \text { nonpositive integers, } i=j \bmod 2\}
$$

under the Weyl group and $\mathcal{L}_{\text {odd }}$ its complement in $\mathcal{L}$. We consider case by case the symmetry breaking operators parametrized by $(\lambda, \nu)$ in the intersection of $\mathcal{L}_{\text {even }}$, respectively $(\lambda, \nu) \in \mathcal{L}_{\text {odd }}$, with the sets
I.A $\lambda \leq 0, \nu<\lambda$,
I.B $\lambda \leq 0, \lambda \leq \nu \leq 0$,
II.A $\lambda \leq 0,-\lambda+n-1<\nu$,
II.B $\lambda \leq 0,-\lambda+n-1 \geq \nu \geq n-1$,
III. A $\lambda \geq n, \lambda-1<\nu$,
III.B $\lambda \geq n, n-1 \leq \nu \leq \lambda-1$,
IV.A $\lambda \geq n, \nu<-\lambda+n$,
IV.B $\lambda \geq n,-\lambda+n \leq \nu \leq 0$.


Figure 2.1: Octants of the parameter space

The results are graphically represented in Figures 2.1 2.4. The large and the small rectangles stands for the reducible principal series representations $I(i), J(j)$ of the large group $G$ and the small group $G^{\prime}$ respectively. The rectangles are located in the octants of the parameter space $(\lambda, \nu)$ determined by the conditions on $(i, j)$.

The subrectangles at the bottom represents the irreducible subrepresentation; a small rectangle represents a finite-dimensional subquotient module, a large rectangle an infinite-dimensional subquotient.

A colored green subrectangle is the subrepresentation which is contained in the kernel of the operator of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$, and a $\widetilde{\sim}^{\text {white }}$ upper rectangle implies the image of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ is contained in the irreducible subrepresentation.

Suppose first that $(i, j) \in \mathcal{L}$ is contained in I.A. Both representations $I(i)$ and $J(j)$ have finite-dimensional subrepresentations $F(-i)$ and $F(-j)$ respectively. Since $-j>-i$ the representation $F(-j)$ is not a summand $F(-i)_{\mid G^{\prime}}$ by Proposition 2.3, and therefore the finite-dimensional subrepresentation $F(-i)$ is in the kernel of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$. On
the other hand, by Theorem 1.6, we have

$$
\widetilde{\mathbb{T}}_{n-1-j} \circ \widetilde{\mathbb{A}}_{i, n-1-j}=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(n-1-j)} \widetilde{\mathbb{A}}_{i, j}
$$

${\underset{\sim}{\sim}}_{\text {which }}$ implies that the image of the nontrivial symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ is the finite-dimensional subrepresentation $F(-j)$ or zero. Since $\widetilde{\mathbb{A}}_{i, j} \neq 0$ by Theorem [1.5, the image is in fact $F(-j)$.
Suppose now that $(i, j) \in \mathcal{L}$ is contained in II.A. The representation $I(i)$ has a finite-dimensional subrepresentation $F(-i)$, and $J(j)$ has a finite-dimensional quotient $F(j-n+1)$. The image of $F(-i)$ under the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ is finite-dimensional or zero. Since $J(j)$ has no finite-dimensional subrepresentation, the finite-dimensional subrepresentation $F(-i)$ must be in the kernel of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$. By Theorems 1.5 and 1.6, we have

$$
\widetilde{\mathbb{T}}_{j} \circ \widetilde{\mathbb{A}}_{i, j}=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(j)} \widetilde{\mathbb{A}}_{i, n-1-j} \neq 0
$$

Thus the image of $\widetilde{\mathbb{A}}_{i, n-1-j}$ is finite-dimensional, and therefore $\widetilde{\mathbb{A}}_{i, j}$ defines a surjective $(\mathfrak{g}, K)$-homomorphism $T(i)_{K} \rightarrow J(j)_{K^{\prime}}$.
Suppose that $(i, j) \in \mathcal{L}$ is contained in IV.A. The representation $I(i)$ has a finite-dimensional quotient $F(i-n)$, and $J(j)$ has a finite-dimensional subrepresentation $F(-j)$. The functional equation in Theorem 1.6 and the non-zero condition in Theorem 1.5 imply

$$
\widetilde{\mathbb{A}}_{i, j} \circ \widetilde{\mathbb{T}}_{n-i}=\frac{\pi^{\frac{n}{2}}}{\Gamma(i)} \widetilde{\mathbb{A}}_{n-i, j} \neq 0
$$

Further, since $(n-i, j)$ is contained in I.A, the image of $T(i)$ under the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ is the finite-dimensional representation $F(-j)$. Since $T(i)$ has a finite-codimension in $I(i)$, the image of $I(i)$ under the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ is still finite-dimensional, hence is equal to the unique subrepresentation $F(-j)$ of $J(j)$.
Suppose that $(i, j) \in \mathcal{L}$ is contained in III.A. The representation $I(i)$ and $J(j)$ both have finite-dimensional quotients $F(i-n)$ and $F(j-n+1)$. Furthermore the multiplicity $m(I(i), J(j)))=1$ by Theorem 1.1. Again the
spherical vector is not in the kernel of $\widetilde{\mathbb{A}}_{i, j}$, but its image is a spherical vector for $J(j)$ by Theorem 1.10, which in turn generates the underlying $\left(\mathfrak{g}^{\prime}, K^{\prime}\right)$ module of $J(j)_{K^{\prime}}$. Hence the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ is a surjective map from $I(i)_{K}$ to $J(j)_{K^{\prime}}$.

Figure 2.2 represents the results for the operator $\widetilde{\mathbb{A}}_{i, j}$ with $(i, j) \in \mathcal{L}$ in the four octants I.A, II.A, III.A, and IV.A discussed so far.


Figure 2.2: Image of $\widetilde{\mathbb{A}}_{i, j}$ with $(i, j) \in \mathcal{L}$
Suppose now that $(i, j) \in \mathcal{L}$ is contained in II.B. The representation $I(i)$ has a finite-dimensional subrepresentation and $J(j)$ has a finite-dimensional quotient. Furthermore we have $m(I(i), J(j))=1$ by Theorem 1.1. The image of a finite-dimensional $G^{\prime}$-invariant space of $I(i)$ under $\widetilde{\mathbb{A}}_{i, j}$ is finitedimensional or zero. Since $J(j)$ has no finite-dimensional subrepresentation, the finite-dimensional subrepresentation $F(i)$ lies in the kernel of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$. Consider the functional equation from Theorem
1.6

$$
\widetilde{\mathbb{T}}_{j} \circ \widetilde{\mathbb{A}}_{i, j}=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(j)} \widetilde{\mathbb{A}}_{i, n-1-j}
$$

If $(i, j) \in \mathcal{L}_{\text {odd }}$ then the right-hand side is non-zero by Theorem 1.6 and thus $\overline{\widetilde{\mathbb{T}}_{j} \circ \widetilde{\mathbb{A}}_{i, j} \neq 0 \text {. In particular the image of } \widetilde{\mathbb{T}}_{j} \circ \widetilde{\mathbb{A}}_{i, j} \text { is finite-dimensional. Thus }{ }^{2} \text {. }}$ the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ must have a dense image, and therefore, induces a surjective $(\mathfrak{g}, K)$-homomorphism $I(i)_{K} \rightarrow J(\underset{\sim}{j})_{K^{\prime}}$.
If $(i, j) \in \mathcal{L}_{\text {even }}$ then the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, n-1-j}=0$ by Theorem 1.5. Hence the image of $\widetilde{\mathbb{A}}_{i, j}$ is contained in the subrepresentation $T(j-n+1)$ and thus induces a non-zero element in $\operatorname{Hom}_{G^{\prime}}(T(i), T(j-n+1))$.
Suppose now that $(i, j) \in \mathcal{L}$ is contained in IV.B. The representation $I(i)$ has a finite-dimensional quotient and $J(j)$ has a finite-dimensional subrepresentation. Furthermore the multiplicity $m(I(i), J(j))=1$. Consider the functional equation from Theorem 1.6

$$
\widetilde{\mathbb{A}}_{i, j} \circ \widetilde{\mathbb{T}}_{n-i}=\frac{\pi^{\frac{n}{2}}}{\Gamma(i)} \widetilde{\mathbb{A}}_{n-i, j}
$$

If $(i, j) \in \mathcal{L}_{\text {odd }}$ then $\frac{\pi^{\frac{n}{2}}}{\Gamma(i)} \widetilde{\mathbb{A}}_{n-i, j} \neq 0$ by Theorem [1.5. Hence the image $T(i-n)$ of the Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{n-i}$ is not in the kernel of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$. By the same argument as in IV.A, the image of the symmetry breaking operator is finite-dimensional, and thus it induces a nontrivial element in $\operatorname{Hom}_{G^{\prime}}\left(T(i-n)_{K}, F(j)\right)$.
If $(i, j) \in \mathcal{L}_{\text {even }}$ then $\widetilde{\mathbb{A}}_{n-i, j}=0$. Hence the image $T(i-n)$ of the Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{n-i}$ for $G$ is in the kernel of the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ and therefore it induces a non-zero operator in $\operatorname{Hom}_{G^{\prime}}(F(i-$ $n), F(j))$.
Suppose now that $(i, j) \in \mathcal{L}$ is contained in III.B. The representation $I(i)$ and $J(j)$ have both finite-dimensional quotients. Furthermore we have $m(I(i), J(j))=1$ by Theorem 1.1. Consider the functional equation from Theorem 1.6

$$
\widetilde{\mathbb{A}}_{i, j} \circ \widetilde{\mathbb{T}}_{n-i}=\frac{\pi^{\frac{n}{2}}}{\Gamma(i)} \widetilde{\mathbb{A}}_{n-i, j}
$$

It implies that the image $T(i-n)$ of the Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{n-i}$ of $G$ is not in the kernel of $\widetilde{\mathbb{A}}_{i, j}$. Furthermore $\widetilde{\mathbb{A}}_{i, j}$ acts nontrivially on
the spherical vector by Theorem 1.10, and its image is a cyclic vector in $J(j)$. Hence the symmetry breaking operator $\widetilde{\mathbb{A}}_{i, j}$ induces a surjective map from $I(i)_{K}$ to $J(j)_{K^{\prime}}$.
Remark 2.4. If $(i, j) \in \mathcal{L}_{\text {even }}$, then the functional equation also implies that the image of $T(i-n)_{K}$ is $T^{\prime}(j-n+1)_{K^{\prime}}$.
Suppose now that $(i, j) \in \mathcal{L}$ is contained in I.B. The representations $I(i)$ and $J(j)$ have finite-dimensional subrepresentations $F(-i)$ and $F(-j)$, respectively.
If $(i, j) \in \mathcal{L}_{\text {odd }}$, then $m(I(i), J(j))=1$. The image of $\widetilde{\mathbb{A}}_{i, j}$ is finite-dimensional because

$$
\widetilde{\mathbb{T}}_{j} \circ \widetilde{\mathbb{A}}_{i, j}=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(j)} \widetilde{\mathbb{A}}_{i, n-1-j}=0
$$

Another functional equation

$$
\widetilde{\mathbb{A}}_{i, j} \circ \widetilde{\mathbb{T}}_{n-i}=\frac{\pi^{\frac{n}{2}}}{\Gamma(i)} \widetilde{\mathbb{A}}_{n-i, j}=0
$$

implies that the finite-dimensional representation $F(-i)$ is contained in the kernel of $\widetilde{\mathbb{A}}_{i, j}$ and so it induces a non-zero symmetry breaking operator in $\operatorname{Hom}_{G^{\prime}}(T(-i), F(-j))$.
If $(i, j) \in \mathcal{L}_{\text {even }}$, then $\widetilde{\mathbb{A}}_{i, j}=0$ by Theorem (1.5.
Figure 2.3 represents the results for $\widetilde{\mathbb{A}}_{i, j}$ in the 4 octants I.B, II.B, III.B, and IV.B for $(i, j) \in \mathcal{L}_{\text {odd }}$

Similarly, Figure 2.4 represents the results for $\widetilde{\mathbb{A}}_{i, j}$ in the 4 octants for $(i, j) \in \mathcal{L}_{\text {even }}$

If $(i, j) \in L_{\text {even }}$, namely, if $(i, j) \in \mathcal{L}_{\text {even }}$ with $i \leq j \leq 0$, then the multiplicity $m(I(i), J(j))=2$ and $H(i, j)$ is spanned by $\widetilde{\mathbb{A}}_{i, j}$ and $\tilde{\mathbb{C}}_{i, j}$ by Theorem 1.9. The image of $\widetilde{\widetilde{\mathbb{A}}}_{i, j}$ is finite-dimensional and since the restriction to the finite-dimensional subrepresentation is nontrivial it induces an $G^{\prime}$ equivariant operator between the finite-dimensional representations $F(-i)$ and $F(-j)$. By Theorem 13.1 the image of $I(i)_{K}$ under $\tilde{\mathbb{C}}_{i, j}$ is equal to $J(-j)_{K^{\prime}}$ and the finite-dimensional representation is not in the kernel by Theorem 13.3 (5).

Figure 2.5 represents the results for the operators $\tilde{\tilde{\mathbb{A}}}_{i, j}$ and $\widetilde{\mathbb{C}}_{i, j}$ with $(i, j) \in L_{\text {even }}$


Figure 2.3: Image of $\widetilde{\mathbb{A}}_{i, j}$ with $(i, j) \in \mathcal{L}_{\text {odd }}$

### 2.4 Multiplicities for composition factors

The following theorem generalizes the results by 29 for $G=G L(2, \mathbb{C})$ and $G^{\prime}=G L(2, \mathbb{R})$.

Theorem 2.5 (multiplicities for composition factors). Let $i, j \in \mathbb{N}$.
(1) Suppose that $i>j$.
(1-a) Assume $i \equiv j \bmod 2$, namely, $(-i,-j) \in L_{\text {even }}$. Then

$$
m(T(i), T(j))=1, \quad m(T(i), F(j))=0, \quad m(F(i), F(j))=1 .
$$

(1-b) Assume $i \equiv j+1 \bmod 2$, namely, $(-i,-j) \in L_{\text {odd }}$. Then

$$
m(T(i), T(j))=0, \quad m(T(i), F(j))=1, \quad m(F(i), F(j))=0 .
$$



Figure 2.4: Image of $\widetilde{\mathbb{A}}_{i, j}$ with $(i, j) \in \mathcal{L}_{\text {even }}$
(2) Suppose that $i<j$. Then

$$
m(T(i), T(j))=0, \quad m(T(i), F(j))=1, \quad m(F(i), F(j))=0
$$

Proof. The discussion in Section 2.3 (see Figures 2.3 and 2.4) shows that our symmetry breaking operators induce

$$
\begin{gathered}
m(T(i), T(j)) \neq 0 \text { and } m(F(i), F(j))=1 \text { for }(-i,-j) \in L_{\text {even }} \\
m(T(i), F(j)) \neq 0 \quad \text { for }(-i,-j) \in L_{\mathrm{odd}}
\end{gathered}
$$

and

$$
m(T(i), F(j)) \neq 0 \quad \text { for } i<j .
$$

Hence by 35 the multiplicities are one and it suffices to show that the multiplicities are zero in the remaining cases.

If $(-i,-j) \in L_{\text {even }}$ and $m(T(i), F(j)) \neq 0$, then there would exist a nontrivial symmetry breaking operator $I(-i) \rightarrow J(-j)$ with image in the


Figure 2.5: Images of $\tilde{\tilde{\mathbb{A}}}_{i, j}$ and $\widetilde{\mathbb{C}}_{i, j}$ with $(i, j) \in L_{\text {even }}$
subrepresentation $F(-j)$ for which the finite-dimensional representation $F(i)$ is in the kernel. Since $F(i)$ is not in the kernel of $\widetilde{\mathbb{A}}_{i, j}$ or $\widetilde{\mathbb{C}}_{i, j}$, this would imply that $m(I(i), J(j))>2$, contradicting Theorem 1.9 ,

We have already shown in Proposition 2.3 that $m(F(i), F(j))=0$ if $(-i,-j) \in L_{\text {odd }}$ or $i<j$. Alternatively, this can be proved as follows: Suppose that $(-i,-j) \in L_{\text {odd }}$ or $i<j$. If $m(F(i), F(j)) \neq 0$, then we would obtain an additional symmetry breaking operator for $(n+i,-j)$ in the octant IV.A or IV.B, contradicting Theorem (1.9,

Now suppose that $(-i,-j) \in L_{\text {odd }}$ or $i<j$. Similarly, if $m(T(i), T(j)) \neq$ 0 , then we would obtain an additional symmetry breaking operator for $(\lambda, \nu)=$ $(-i, n-1+j)$ in the octant II.A or II.B, contradicting Theorem 1.9 ,

The following theorem determines the multiplicity from principal series representations $I(\lambda)$ of $G$ (not necessarily irreducible) to the irreducible representations $F(j)$ and $T(j)$ of $G^{\prime}$ :

Theorem 2.6. Suppose $j \in \mathbb{N}$.

1) $m(I(\lambda), F(j))=1 \quad$ for all $\lambda \in \mathbb{C}$.
2) $m(I(\lambda), T(j))= \begin{cases}1 & \text { if } \lambda+j \in-2 \mathbb{N}, \\ 0 & \text { if } \lambda+j \notin-2 \mathbb{N} .\end{cases}$

It is noteworthy that there exist non-trivial symmetry breaking operators to the finite-dimensional representations $F(j)$, whereas there do not exist to the infinite-dimensional irreducible representations $T(j)$ for generic parameter $\lambda$.

Proof of Theorem [2.6. 1) For any $\lambda \in \mathbb{C}$ and $\nu=-j \in \mathbb{N}$, we have

$$
0 \neq \tilde{\mathbb{A}}_{\lambda, \nu} \in \operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))
$$

by Proposition 8.7, and Image $\tilde{\tilde{A}}_{\lambda, \nu}=F(j)$ by Theorem 13.1 (2) (see also Theorem 1.11). Hence $m(I(\lambda), F(j)) \geq 1$.

On the other hand, in view of the inclusion relation for $\nu=-j \in \mathbb{N}$

$$
\operatorname{Hom}_{G^{\prime}}(I(\lambda), F(j)) \subset \operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))
$$

we have $m(I(\lambda), F(j)) \leq 1$ if $(\lambda,-j) \notin L_{\text {even }}$ by Theorem 1.1
Suppose now that $(\lambda,-j) \in L_{\text {even }}$. Then $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ is spanned by $\tilde{\mathbb{A}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ with $\nu=-j$ by Theorem 1.9, but Image $\widetilde{\mathbb{C}}_{\lambda, \nu} \supsetneqq F(j)$ by Theorem 1.11 (1). Hence $m(I(\lambda), F(j)) \leq 1$ if $(\lambda,-j) \in L_{\text {even }}$, too. Thus the first statement is proved.
2) For $\nu=m+j$, we have from Theorem 1.1 and (2.11),

$$
m(I(\lambda), T(j)) \leq m(I(\lambda), J(\nu))=1
$$

for any $\lambda \in \mathbb{C}$.
On the other hand, if $\lambda+j \in-2 \mathbb{N}$, then $\widetilde{\mathbb{A}}_{\lambda, \nu} \neq 0$ by Theorem 1.5 and Image $\widetilde{\mathbb{A}}_{\lambda, \nu} \subset T(j)$ by Theorem 13.2 (2). Hence $m(I(\lambda), T(j))=1$ for $\lambda+j \in-2 \mathbb{N}$.

Finally suppose $\lambda+j \notin-2 \mathbb{N}$. Then $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is nonzero but Image $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is not contained in $T(j)$ by Theorem 13.2 (2). If $m(I(\lambda), T(j)) \neq 0$, then we would obtain an additional symmetry breaking operator from $I(\lambda)$ to $J(\nu)$ for $\nu=m+j$, contradicting Theorem 1.1. Thus Theorem 2.6 is proved.

## 3 Symmetry breaking operators

Although our main object is the pair of groups $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1))$, the techniques of this article are actually directed at the more general problems of determining symmetry breaking operators. In this chapter we study
the distribution kernels of symmetry breaking operators between induced representations of a Lie group $G$ and its subgroup $G^{\prime}$ from their subgroups $H$ and $H^{\prime}$, respectively, in the general setting, and introduce the notion of regular (singular, or differential) symmetry breaking operators in terms of the double coset $H^{\prime} \backslash G / H$. When these representations are (possibly, degenerate) principal series representations of reductive groups, we discuss a reduction to the analysis on an open Bruhat cell under some mild condition.

### 3.1 Restriction of representations and symmetry breaking operators

Let $H$ be a closed subgroup of $G$. Given a finite-dimensional representation $\lambda: H \rightarrow G L_{\mathbb{C}}(V)$, we define the homogeneous vector bundle

$$
\mathcal{V}_{X} \equiv \mathcal{V}:=G \times_{H} V
$$

over the homogeneous space $X:=G / H$. The group $G$ acts continuously on the space $C^{\infty}(X, \mathcal{V})$ of smooth sections endowed with the natural Fréchet topology.

Suppose that $G^{\prime}$ is a subgroup of $G$, and $H^{\prime}$ is a closed subgroup of $G^{\prime}$. Similarly, given a finite-dimensional representation $\nu: H^{\prime} \rightarrow G L_{\mathbb{C}}(W)$, we have a continuous representation of $G^{\prime}$ on the Fréchet space $C^{\infty}(Y, \mathcal{W})$, where $\mathcal{W}:=G^{\prime} \times_{H^{\prime}} W$ is the homogeneous vector bundle over $Y:=G^{\prime} / H^{\prime}$.

We denote by

$$
H(\lambda, \nu):=\operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(X, \mathcal{V}), C^{\infty}(Y, \mathcal{W})\right)
$$

the space of continuous $G^{\prime}$-homomorphisms, i.e., symmetry breaking operators.

### 3.2 Distribution kernels of symmetry breaking operators

By the Schwartz kernel theorem a continuous linear operator $T: C^{\infty}(X, \mathcal{V}) \rightarrow$ $C^{\infty}(Y, \mathcal{W})$ is given by a distribution kernel. In this section, we analyze the kernels of the symmetry breaking operators.

Let $\mathbb{C}_{2 \rho}$ be the one-dimensional representation of $H$ defined by

$$
h \mapsto\left|\operatorname{det}\left(\operatorname{Ad}_{G / H}(h): \mathfrak{g} / \mathfrak{h} \rightarrow \mathfrak{g} / \mathfrak{h}\right)\right|^{-1} .
$$

The bundle of volume densities $\Omega_{X}$ of $X=G / H$ is given as a $G$-homogeneous line bundle $\Omega_{X} \simeq G \times_{H} \mathbb{C}_{2 \rho}$. Then the dualizing bundle of $\mathcal{V}$ is given, as a homogeneous vector bundle, by

$$
\mathcal{V}^{*}:=\left(G \times_{H} V^{\vee}\right) \otimes \Omega_{X} \simeq G \times_{H}\left(V^{\vee} \otimes \mathbb{C}_{2 \rho}\right),
$$

where $V^{\vee}$ denotes the contragredient representation of $V$.
In what follows $\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right)$ denotes the space of $\mathcal{V}^{*}$-valued distributions.
Remark 3.1. We shall regard distributions as generalized functions à la Gelfand [6] (or a special case of hyperfunctions à la Sato) rather than continuous linear forms on $C_{c}^{\infty}(X, \mathcal{V})$. The advantage of this convention is that the formula of the $G$-action (and of the infinitesimal action of the Lie algebra $\mathfrak{g}$ ) on $\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right)$ is the same with that of $C^{\infty}\left(X, \mathcal{V}^{*}\right)$.

Proposition 3.2. Suppose that $G^{\prime}$ and $H$ are closed subgroups of $G$ and that $H^{\prime}$ is a closed subgroup of $G^{\prime}$.

1) There is a natural injective map:

$$
\begin{equation*}
\operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(X, \mathcal{V}), C^{\infty}(Y, \mathcal{W})\right) \hookrightarrow\left(\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right) \otimes W\right)^{\Delta\left(H^{\prime}\right)}, T \mapsto K_{T} \tag{3.1}
\end{equation*}
$$

Here $H^{\prime}$ acts diagonally via the action of $G \times H^{\prime}$ on $\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right) \otimes W$.
2) If $H$ is cocompact in $G$ (e.g. a parabolic subgroup of $G$ ), then (3.1) is a bijection.

Proof. 1) Any continuous operator $T: C^{\infty}(X, \mathcal{V}) \rightarrow C^{\infty}(Y, \mathcal{W})$ is given uniquely by a distribution kernel $K_{T} \in \mathcal{D}^{\prime}\left(X \times Y, \mathcal{V}^{*} \boxtimes \mathcal{W}\right)$ owing to the Schwartz kernel theorem. If $T$ intertwines with the $G^{\prime}$-action, then the distribution $K_{T}$ is invariant under the diagonal action of $G^{\prime}$, namely, $K_{T}\left(g^{\prime} \cdot, g^{\prime} \cdot\right)=$ $K_{T}(\cdot, \cdot)$ for any $g^{\prime} \in G^{\prime}$. In turn, the multiplication map

$$
m: G \times G^{\prime} \rightarrow G, \quad\left(g, g^{\prime}\right) \mapsto\left(g^{\prime}\right)^{-1} g
$$

induces a natural bijection

$$
\begin{equation*}
m^{*}: \mathcal{D}^{\prime}\left(X \times Y, \mathcal{V}^{*} \boxtimes \mathcal{W}\right)^{\Delta\left(G^{\prime}\right)} \leftleftarrows\left(\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right) \otimes W\right)^{\Delta\left(H^{\prime}\right)} \tag{3.2}
\end{equation*}
$$

Thus we have proved the first statement.
2) Conversely, any distribution $K \in \mathcal{D}^{\prime}\left(X \times Y, \mathcal{V}^{*} \boxtimes \mathcal{W}\right)$ induces a linear map

$$
T: C^{\infty}(X, \mathcal{V}) \rightarrow \mathcal{D}^{\prime}(Y, \mathcal{W})
$$

if $X$ is compact. Further, if $K$ is $G^{\prime}$-invariant via the diagonal action, then it follows from (3.2) that $T f$ is a smooth section of the bundle $\mathcal{W} \rightarrow Y$ for any $f \in C^{\infty}(X, \mathcal{V})$ and $T: C^{\infty}(X, \mathcal{V}) \rightarrow C^{\infty}(Y, \mathcal{W})$ is a continuous $G^{\prime}-$ homomorphism. Therefore the injective morphism (3.1) is also surjective.

In Proposition 3.2, the support of $K_{T}$ is an $H^{\prime}$-invariant closed subset in $G / H$. Thus the closed $H^{\prime}$-invariant sets define a coarse invariant of a symmetry breaking operator:

$$
\begin{align*}
\operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(X, \mathcal{V}), C^{\infty}(Y, \mathcal{W})\right) & \rightarrow\left\{H^{\prime} \text {-invariant closed subsets in } G / H\right\}, \\
T & \mapsto \operatorname{Supp} K_{T} . \tag{3.3}
\end{align*}
$$

In rest of the chapter we assume that:

$$
\begin{equation*}
H^{\prime} \text { has an open orbit on } G / H . \tag{3.4}
\end{equation*}
$$

Definition 3.3. Let $U_{i}(i=1,2, \cdots)$ be the totality of $H^{\prime}$-open orbits on $X=G / H$. A non-zero $G^{\prime}$-intertwining operator $T: C^{\infty}(X, \mathcal{V}) \rightarrow C^{\infty}(Y, \mathcal{W})$ is regular if Supp $K_{T}$ contains at least one open orbit $U_{i}$. We say $T$ is singular if $T$ is not regular, namely, if $\operatorname{Supp} K_{T} \subset X-\cup_{i} U_{i}$.

We write $H(\lambda, \nu)_{\text {sing }}$ for the space of singular symmetry breaking operators.

Example 3.4. 1) (Knapp-Stein intertwining operators). Here $G=G^{\prime}$ and $H=H^{\prime}$ is a minimal parabolic subgroup $P$ of $G$ and $W$ and $V$ are irreducible representations of $P$. The Bruhat decomposition determines the orbits of $P$ on $G / P$. Hence we have exactly one open orbit corresponding to the longest element in the Weyl group. Thus the intertwining operator corresponding to the longest element of the Weyl group is regular for generic parameter. See [15].
2) (Poisson transforms for symmetric spaces). Here $G=G^{\prime}, H$ is a minimal parabolic subgroup $P$ of $G, H^{\prime}$ is a maximal compact subgroup $K$ of $G, V$ is a one-dimensional representations of $P$ and $W$ is the trivial
one-dimensional representation, see [10]. Since $K P=G$, the assumption (3.4) is satisfied and the Poisson transform is a regular symmetry breaking operator. More generally, if $\left(G, H^{\prime}\right)$ is a reductive symmetric pair, then $H^{\prime}$ has finitely many open orbits on $G / P$ and a similar integral transform (Poisson transform for the reductive symmetric space $\left.G / H^{\prime}\right)$ can be defined and has a meromorphic continuation with respect to the parameter of the one-dimensional representations of $P$ for each $H^{\prime}$-open orbit, see [30].
3) (Fourier transform for symmetric spaces). If we switch the role of $H$ and $H^{\prime}$ in 2), the integral transforms can be defined as the adjoint of the Poisson transforms, and are said to be the Fourier transforms for the Riemannian symmetric space $G / K$ [10] and the reductive symmetric space $G / H^{\prime}$.
4) (invariant trilinear form). Let $P_{1}$ be a parabolic subgroup of a reductive group $G_{1}, G=G_{1} \times G_{1}, H=P_{1} \times P_{1}, G^{\prime}=\operatorname{diag}\left(G_{1}\right)$, and $H^{\prime}=$ $\operatorname{diag}\left(G^{\prime}\right)$. The study of symmetry breaking operators is equivalent to that of invariant trilinear forms on $\pi_{\lambda_{1}} \otimes \pi_{\lambda_{2}} \otimes \pi_{\lambda_{3}}$ where $\pi_{\lambda_{i}}=\operatorname{Ind}_{P_{1}}^{G_{1}}\left(\lambda_{i}\right)$ ( $i=1,2,3$ ). See [1] for the construction of invariant trilinear forms and explicit formula of generalized Bernstein-Reznikov integrals in some examples where (3.4) is satisfied.
5) (Jantzen-Zuckerman translation functor). Here $G=G^{\prime} \times G^{\prime}$ and $G^{\prime}$ is a diagonally embedded subgroup of $G$. We start with a brief review of (abstract) translation functors. Let $Z(\mathfrak{g})$ be the center of the enveloping algebra $U(\mathfrak{g})$. Given a smooth admissible, irreducible representation $\pi$ and a finite-dimensional representation $F$ of $G^{\prime}$, we consider the restriction of the outer tensor product representation of $G$ to $G^{\prime}$ :

$$
\pi \otimes F=\left.(\pi \boxtimes F)\right|_{G^{\prime}} .
$$

Since $\pi \otimes F$ is an admissible representation of finite length, the projection $\mathrm{pr}_{\chi}$ to the component of a generalized infinitesimal character $\chi$ is well-defined. The functor $\pi \rightsquigarrow \operatorname{pr}_{\chi}(\pi \otimes F)$ is called a translation functor. Geometrically if $\pi$ is an induced representation $C^{\infty}(G / P, \mathcal{V})$ from a finite-dimensional representation $V$ of $P$, then the translation functor is a symmetry breaking operator

$$
C^{\infty}(G / P, \mathcal{V}) \otimes F \rightarrow C^{\infty}(G / P, \mathcal{W})
$$

where $\mathcal{W}=G \times_{P} W$ and $W$ is a certain $P$-subquotient (determined by $\chi)$ of the finite-dimensional representation $\left.(V \otimes F)\right|_{P}$.

If $T$ is a symmetry breaking operator, the restriction of the distribution kernel $K_{T}$ to open $H^{\prime}$-orbits $U_{i}$ is a regular function. By using this, we obtain an upper bound of linearly independent, regular symmetry breaking operators as follows: We take $x_{i} \in U_{i}$, and denote by $M_{i}^{\prime}$ the stabilizer of $H^{\prime}$ at $x_{i}$, and thus we have $H^{\prime} / M_{i}^{\prime} \simeq U_{i}$.

Proposition 3.5. Assume (3.4). Then

$$
\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\operatorname{sing}} \leq \sum_{i} \operatorname{dim} \operatorname{Hom}_{M_{i}^{\prime}}\left(\left.\lambda\right|_{M_{i}^{\prime}},\left.\nu\right|_{M_{i}^{\prime}}\right)
$$

Proof. Since the distribution kernel $K_{T}$ is $H^{\prime}$-invariant, the restriction of $K_{T}$ to each open $H^{\prime}$-orbit $U_{i}$ is a regular function which is determined uniquely by its value at a single point, e.g., $K_{T}\left(x_{i}\right)$ at $x_{i}$. Further, $K_{T}\left(x_{i}\right) \in \operatorname{Hom}_{\mathbb{C}}(V, W)$ inherits the $M_{i}^{\prime}$-invariance from the $H^{\prime}$-invariance of $K_{T}$, namely, we have $K_{T}\left(x_{i}\right) \in \operatorname{Hom}_{M_{i}^{\prime}}\left(\left.\lambda\right|_{M_{i}^{\prime}},\left.\nu\right|_{M_{i}^{\prime}}\right)$.

Corollary 3.6. If $\operatorname{Hom}_{M_{i}^{\prime}}\left(\left.\lambda\right|_{M_{i}^{\prime}},\left.\nu\right|_{M_{i}^{\prime}}\right)=0$ for all $i$, then any $G^{\prime}$-intertwining operator $T \in H(\lambda, \nu)$ is singular.

Remark 3.7. Even if $\operatorname{Hom}_{M_{i}^{\prime}}\left(\left.\lambda\right|_{M_{i}^{\prime}},\left.\nu\right|_{M_{i}^{\prime}}\right)=0$, there may exist a nonzero singular symmetry breaking operator $I(\lambda) \rightarrow J(\nu)$ for specific parameters $\lambda$ and $\nu$.

Corollary 3.8. Assume both $V$ and $W$ are one-dimensional. If there are $N$ open $H^{\prime}$-orbits on $G / H$, then

$$
\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\operatorname{sing}} \leq N
$$

In particular, if there exists a unique $H^{\prime}$-orbit on $G / H$, then

$$
\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\text {sing }} \leq 1
$$

Remark 3.9. If $H$ is a minimal parabolic subgroup of $G$ then $N$ does not exceed the cardinality of the little Weyl group of $G$ for any subgroup $H^{\prime}$ of $G$ ([25, Corollary E]).

The role of the assumption (3.4) is illuminated by the following:

Proposition 3.10. Suppose $G$ is an algebraic group, and the subgroups $H$ and $H^{\prime}$ are defined algebraically. If (3.4) is not fulfilled, then for any algebraic finite-dimensional representation $V$ of $H$, there exists a finite-dimensional representation $W$ of $H^{\prime}$ such that

$$
\operatorname{dim} H(\lambda, \nu)=\infty
$$

Proof. The argument is similar to that of [25, Theorem 3.1], and we omit the proof.

In the case $\left(G, G^{\prime}\right)$ is a reductive symmetric pair, and $H, H^{\prime}$ are minimal parabolic subgroups of $G, G^{\prime}$, respectively, the pairs ( $G, G^{\prime}$ ) satisfying (3.4) were classified recently [20].

### 3.3 Differential intertwining operators

Suppose further that

$$
\begin{equation*}
H^{\prime} \subset H \cap G^{\prime} \tag{3.5}
\end{equation*}
$$

Then we have a natural homomorphism $\iota: Y \rightarrow X$, which is $G^{\prime}$-equivariant. Using the morphism $\iota$, we can define the notion of differential operators in a wider sense than the usual:

Definition 3.11. We say a continuous linear operator $T: C^{\infty}(X, \mathcal{V}) \rightarrow$ $C^{\infty}(Y, \mathcal{W})$ is a differential operator if

$$
\iota(\operatorname{Supp}(T f)) \subset \operatorname{Supp} f \quad \text { for any } f \in C^{\infty}(X, \mathcal{V})
$$

In the case $H^{\prime}=H \cap G^{\prime}$, the morphism $\iota$ is injective, and a differential operator $T$ in the sense of Definition 3.11 is locally of the form

$$
T=\sum_{(\alpha, \beta) \in \mathbb{N d i m}^{\operatorname{dim}}} g_{\alpha \beta}(y) \frac{\partial^{|\alpha|+|\beta|}}{\partial y^{\alpha} \partial z^{\beta}}
$$

where $g_{\alpha \beta}(y)$ are $\operatorname{Hom}(V, W)$-valued smooth functions on $Y$, and the local coordinates $\left\{\left(y_{i}, z_{i}\right)\right\}$ on $X$ are chosen in such a way that $\left\{y_{i}\right\}$ form an atlas on $Y$.

We denote by

$$
H(\lambda, \nu)_{\mathrm{diff}} \equiv \operatorname{Diff}_{G^{\prime}}\left(\mathcal{V}_{X}, \mathcal{W}_{Y}\right)
$$

a subspace of $H(\lambda, \nu) \equiv \operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(X, \mathcal{V}), C^{\infty}(Y, \mathcal{W})\right)$ consisting of $G^{\prime}-$ intertwining differential operators.

It is widely known that, when $G=G^{\prime}$ and $X=Y$, holomorphic $G$ equivariant differential operators between holomorphic homogeneous bundles over the complex flag variety of a complex reductive Lie group $G$ are dual to $\mathfrak{g}$-homomorphisms between generalized Verma modules (e.g., ? $)$. The duality can be extended to our more general situation where two homogeneous bundles are defined over two different base spaces $\iota: Y \rightarrow X$. In order to give a precise statement, we need to take the disconnectedness of $H$ into account (see Remark 3.13). For this, we regard the generalized Verma module

$$
\operatorname{ind}_{\mathfrak{l}_{\mathfrak{C}}}^{\mathfrak{g}_{\mathbb{C}}}(V)=U\left(\mathfrak{g}_{\mathbb{C}}\right) \otimes_{U\left(\mathfrak{h}_{\mathfrak{c}}\right)} V
$$

as a $(\mathfrak{g}, H)$-module where $V$ is an $H$-module. Here the $H$-action on ind ${\underset{\mathfrak{h}}{\mathfrak{C}}}_{\mathfrak{g C}}(V)$ is induced from the diagonal action of $H$ on $U\left(\mathfrak{g}_{\mathbb{C}}\right) \otimes_{\mathbb{C}} V$. Likewise, ind $\mathfrak{b}_{\substack{\prime}}^{\mathfrak{g}_{C}^{\prime}}\left(W^{\vee}\right)$ is a $\left(\mathfrak{g}^{\prime}, H^{\prime}\right)$-module if $W$ is an $H^{\prime}$-module. We then have:

Fact 3.12 (see [26. Theorem 2.7]). Suppose $H^{\prime} \subset H \cap G^{\prime}$.

1) $T \in \operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(X, \mathcal{V}), C^{\infty}(Y, \mathcal{W})\right)$ is a differential operator if and only if Supp $K_{T}=\{e H\}$ in $G / H$.
2) There is a natural bijection:

Remark 3.13. The disconnectedness of $H^{\prime}$ affects the dimension of the space of covariant differential operators. We will give an example of this in the case of Juhl's operators in Section 10.2,

When (3.4) and (3.5) are satisfied, we have the following inclusion relation:

$$
\begin{equation*}
H(\lambda, \nu) \supset H(\lambda, \nu)_{\operatorname{sing}} \supset H(\lambda, \nu)_{\mathrm{diff}} . \tag{3.6}
\end{equation*}
$$

This filtration will be used in the classification of the symmetry breaking operators in the later chapters (see Section 11.2, for instance).

### 3.4 Smooth representations and intertwining operators

Suppose that $G$ is a real reductive linear Lie group. In this section we review quickly the notion of Harish-Chandra modules and the CasselmanWallach theory of Fréchet globalization, and show a closed range property of intertwining operators (Proposition 3.15 below).

We fix a maximal compact subgroup $K$ of $G$. We may and do realize $G$ as a closed subgroup of $G L(n, \mathbb{R})$ for some $n$ such that $g \in G$ if and only if ${ }^{t} g^{-1} \in G$ and $K=O(n) \cap G$. For $g \in G$ we define a map $\|\cdot\|: G \rightarrow \mathbb{R}$ by

$$
\|g\|:=\left\|g \oplus^{t} g^{-1}\right\|_{\mathrm{op}}
$$

where $\left\|\|_{\text {op }}\right.$ is the operator norm of $M(2 n, \mathbb{R})$.
Let $\mathcal{H C}$ denote the category of Harish-Chandra modules where the objects are ( $\mathfrak{g}, K$ )-modules of finite length, and the morphisms are $(\mathfrak{g}, K)$ homomorphisms.

A continuous representation $\pi$ of $G$ on a Fréchet space $U$ is said to be of moderate growth if for each continuous semi-norm $|\cdot|$ on $U$ there exist a continuous semi-norm $|\cdot|^{\prime}$ on $U$ and $d \in \mathbb{R}$ such that

$$
|\pi(g) u| \leq\|g\|^{d}|u|^{\prime} \quad \text { for } g \in G, u \in U \text {. }
$$

Suppose $(\pi, \mathcal{H})$ is a continuous representation of $G$ on a Banach space $\mathcal{H}$. A vector $v \in \mathcal{H}$ is said to be smooth if the map $G \rightarrow \mathcal{H}, g \mapsto \pi(g) v$ is of $C^{\infty}$-class. Let $\mathcal{H}^{\infty}$ denote the space of smooth vectors of the representation $(\pi, \mathcal{H})$. Then $\mathcal{H}^{\infty}$ carries a Fréchet topology with a family of semi-norms $\|v\|_{i_{1} \cdots i_{k}}:=\left\|d \pi\left(X_{i_{1}}\right) \cdots d \pi\left(X_{i_{k}}\right) v\right\|$. Here $\left\{X_{1}, \cdots, X_{n}\right\}$ is a basis of $\mathfrak{g}$. Then $\mathcal{H}^{\infty}$ is a $G$-invariant subspace of $\mathcal{H}$, and $\left(\pi, \mathcal{H}^{\infty}\right)$ is a continuous Fréchet representation of $G$.

We collect some basic properties ([39, Lemma 11.5.1, Theorem 11.6.7]):
Fact 3.14. 1) If $(\pi, \mathcal{H})$ is a Banach representation, then $\left(\pi, \mathcal{H}^{\infty}\right)$ has moderate growth.
2) Let $U_{1}, U_{2}$ be continuous representations of $G$ having moderate growth such that the underlying $(\mathfrak{g}, K)$-modules $\left(U_{1}\right)_{K},\left(U_{2}\right)_{K} \in \mathcal{H C}$. If $T:\left(U_{1}\right)_{K} \rightarrow$ $\left(U_{2}\right)_{K}$ is a $(\mathfrak{g}, K)$-homomorphism, then $T$ extends to a continuous $G$-intertwining operator $\bar{T}: U_{1} \rightarrow U_{2}$, with closed image that is a topological summand of $U_{2}$.

Let $P, P^{\prime}$ be parabolic subgroups of $G$, and $\mathcal{V}, \mathcal{W}$ the $G$-equivariant vector bundles over the real flag varieties $X=G / P, Y=G / P^{\prime}$ associated to finite-dimensional representations of $V, W$ of $P, P^{\prime}$, respectively. (In the setting here, $G^{\prime}=G$ in the notation of the previous sections.)

Proposition 3.15 (closed range property). If $T: C^{\infty}(X, \mathcal{V})_{K} \rightarrow C^{\infty}(Y, \mathcal{W})_{K}$ is a $(\mathfrak{g}, K)$-homomorphism, then $T$ lifts uniquely to a continuous $G$-intertwining operator $\bar{T}$ from $C^{\infty}(X, \mathcal{V})$ to $C^{\infty}(Y, \mathcal{W})$, and the image of $\bar{T}$ is closed in the Fréchet topology of $C^{\infty}(Y, \mathcal{W})$.

Proof of Proposition 3.15. We fix a Hermitian inner product on every fiber $\mathcal{V}_{x}$ that depends smoothly on $x \in X$, and denote by $L^{2}(X, \mathcal{V})$ the Hilbert space of square integrable sections to the Hermitian vector bundle $\mathcal{V} \rightarrow X$. Then we have a continuous representation of $G$ on the Hilbert space $L^{2}(X, \mathcal{V})$, and the space $\left(L^{2}(X, \mathcal{V})\right)^{\infty}$ of smooth vectors is isomorphic to $C^{\infty}(X, \mathcal{V})$ as Fréchet spaces because $X$ is compact and $V$ is finite-dimensional. Therefore $C^{\infty}(X, \mathcal{V})$ has moderate growth by Fact 3.14 (1). Furthermore, the underlying $(\mathfrak{g}, K)$-module $C^{\infty}(X, \mathcal{V})_{K}$ is admissible and finitely generated because $P$ is parabolic subgroup of $G$ and $V$ is of finite length as a $P$-module. Likewise $C^{\infty}(Y, \mathcal{W})$ has moderate growth with $C^{\infty}(Y, \mathcal{W})_{K} \in \mathcal{H C}$. Now Proposition follows from Fact 3.14 (2).

### 3.5 Symmetry breaking operators for principal series representations

From now on we assume that $X$ and $Y$ are real flag varieties of real reductive groups $G$ and $G^{\prime}$. Let $P=M A N$ and $P^{\prime}=M^{\prime} A^{\prime} N^{\prime}$ be Langlands decompositions of parabolic subgroups $G$ and $G^{\prime}$, respectively, satisfying

$$
\begin{equation*}
M^{\prime}=M \cap G^{\prime}, A^{\prime}=A \cap G^{\prime}, N^{\prime}=N \cap G^{\prime}, P^{\prime}=P \cap G^{\prime} \tag{3.7}
\end{equation*}
$$

This condition is fulfilled, for example, if the two parabolic subgroups $P$ and $P^{\prime}$ are defined by the same hyperbolic element of $G^{\prime}$, as in the setting of Section 2.1 that we shall work with in this article.

Let $P_{-}=M A N_{-}$by the opposite parabolic subgroup, and $\mathfrak{n}_{-}$the Lie algebra of $N_{-}$. The composition $\mathfrak{n}_{-} \hookrightarrow G \rightarrow G / P, Z \mapsto \exp Z \mapsto(\exp Z) P / P$ gives a parametrization of the open Bruhat cell of the real flag variety $X=G / P$. We shall regard $\mathfrak{n}_{-}$simply as an open subset of $X=G / P$.

We trivialize the dualizing vector bundle $\mathcal{V}^{*} \rightarrow X$ on the open Bruhat cell, and consider the restriction map

$$
\begin{equation*}
\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathfrak{n}_{-}\right) \otimes\left(V^{\vee} \otimes \mathbb{C}_{2 \rho}\right) \tag{3.8}
\end{equation*}
$$

The natural $G$-action on $\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right)$ defines an infinitesimal action of the Lie algebra $\mathfrak{g}$ on $\mathcal{D}^{\prime}\left(U,\left.\mathcal{V}^{*}\right|_{U}\right)$ for any open subset $U$ of $X$. This induces a $\mathfrak{g}$-action on $\mathcal{D}^{\prime}\left(\mathfrak{n}_{-}\right) \otimes\left(V^{\vee} \otimes \mathbb{C}_{2 \rho}\right)$ so that (3.8) is a $\mathfrak{g}$-homomorphism. Likewise we let $M A$ act on $\mathcal{D}^{\prime}\left(\mathfrak{n}_{-}\right) \otimes\left(V^{\vee} \otimes \mathbb{C}_{2 \rho}\right)$ so that (3.8) is a $\left(\mathfrak{g}, M^{\prime}\right)$-map.

From now on we assume that

$$
\begin{equation*}
P^{\prime} N_{-} P=G \tag{3.9}
\end{equation*}
$$

Theorem 3.16. Suppose (3.7) and (3.9) are satisfied. Then we have a natural bijection:

$$
\operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(G / P, \mathcal{V}), C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}\right)\right) \simeq \mathcal{D}^{\prime}\left(\mathfrak{n}_{-}, \operatorname{Hom}_{\mathbb{C}}\left(V \otimes \mathbb{C}_{-2 \rho}, W\right)\right)^{M^{\prime} A^{\prime}, \mathfrak{n}}
$$

Remark 3.17. The right-hand side may be regarded as $\operatorname{Hom}(V, W)$-valued distributions on $\mathfrak{n}_{-}$satisfying certain $\left(M^{\prime} A^{\prime}, \mathfrak{n}^{\prime}\right)$-invariance conditions because $\operatorname{dim} \mathbb{C}_{-2 \rho}=1$. In the main part of this article we treat the case

$$
\operatorname{dim} V=\operatorname{dim} W=1
$$

and we identify the distribution kernel $K_{T}$ with a distribution on $\mathfrak{n}_{-}$. We shall see that (3.9) is fulfilled for $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1))$ in Corollary 5.5.

Proof of Theorem [3.16. Since $P^{\prime} N_{-} P=G$, the restriction map (3.8) induces an injective morphism on $\Delta\left(P^{\prime}\right)$-invariant distributions:

$$
\begin{equation*}
\left(\mathcal{D}^{\prime}\left(X, \mathcal{V}^{*}\right) \otimes W\right)^{\Delta\left(P^{\prime}\right)} \hookrightarrow\left(\mathcal{D}^{\prime}\left(\mathfrak{n}_{-}\right) \otimes\left(V^{\vee} \otimes \mathbb{C}_{2 \rho}\right) \otimes W\right)^{M^{\prime} A^{\prime} \mathfrak{n}^{\prime}} \tag{3.10}
\end{equation*}
$$

Conversely, given a $K \in \mathcal{D}^{\prime}\left(\mathfrak{n}_{-},\left.\mathcal{V}^{*}\right|_{\mathbf{n}_{-}}\right) \otimes W$ we define for each $p^{\prime} \in P^{\prime}$

$$
p^{\prime} \cdot K \in \mathcal{D}^{\prime}\left(p^{\prime} \cdot \mathfrak{n}_{-},\left.\mathcal{V}^{*}\right|_{p^{\prime} \cdot \mathfrak{n}_{-}}\right) \otimes W
$$

Then $p^{\prime} \cdot K=K$ on the intersection $\mathfrak{n}_{-} \cap p^{\prime} \cdot \mathfrak{n}_{-}$if $T \in\left(\mathcal{D}^{\prime}\left(\mathfrak{n}_{-}\right) \otimes \operatorname{Hom}_{\mathbb{C}}(V \otimes\right.$ $\left.\left.\mathbb{C}_{-2 \rho}, W\right)\right)^{M^{\prime} A^{\prime}, \mathrm{n}^{\prime}}$. This shows the surjectivity of the restriction map (3.10). Hence Theorem 3.16 follows from Proposition 3.2.

### 3.6 Meromorphic continuation of symmetry breaking operators

In order to discuss the meromorphic continuation of symmetry breaking operators for principal series representations, we fix finite-dimensional representations

$$
\sigma: M \rightarrow G L_{\mathbb{C}}(V)
$$

and

$$
\tau: M^{\prime} \rightarrow G L_{\mathbb{C}}(W)
$$

For $\lambda \in \mathfrak{a}_{\mathbb{C}}^{*}$ and $\nu \in\left(\mathfrak{a}_{\mathbb{C}}^{\prime}\right)^{*}$, we define representations $V_{\lambda}$ of $P$ and $W_{\nu}$ of $P^{\prime}$ by

$$
\begin{aligned}
P & =M A N \quad \ni m e^{H} n \quad \mapsto \sigma(m) e^{\lambda(H)} \in G L_{\mathbb{C}}(V) \\
P^{\prime} & =M^{\prime} A^{\prime} N^{\prime} \ni m^{\prime} e^{H^{\prime}} n^{\prime} \mapsto \tau\left(m^{\prime}\right) e^{\nu\left(H^{\prime}\right)} \in G L_{\mathbb{C}}(W),
\end{aligned}
$$

respectively. Here by abuse of notation, we use $\lambda$ and $\nu$ also as parameters of representation spaces of $P$ and $P^{\prime}$, respectively. (Later, we shall work with the case where $\sigma=1$ and $\tau=1$.) We then have homogeneous bundles

$$
\mathcal{V}_{\lambda}:=G \times_{P} V_{\lambda}
$$

and

$$
\mathcal{W}_{\nu}:=G^{\prime} \times_{P^{\prime}} W_{\nu}
$$

over the real flag varieties $G / P$ and $G^{\prime} / P^{\prime}$, respectively. Observe that the pull-back of the vector bundle $\mathcal{V}_{\lambda}$ via the $K$-diffeomorphism $K / M \xrightarrow[\rightarrow]{\sim} G / P$ is a $K$-homogeneous vector bundle $\mathcal{V}=K \times_{M}(\sigma, V)$. Similarly, the pullback of the vector bundle $\mathcal{W}_{\nu}$ yields a $K^{\prime}$-homogeneous vector bundle $\mathcal{W}=$ $K^{\prime} \times_{M^{\prime}}(\tau, W)$. Thus, even though the $G$-module $C^{\infty}\left(G / P, \mathcal{V}_{\lambda}\right)$ and the $G^{\prime}-$ module $C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}_{\nu}\right)$ have complex parameters $\lambda \in \mathfrak{a}_{\mathbb{C}}^{*}$ and $\nu \in\left(\mathfrak{a}_{\mathbb{C}}^{\prime}\right)^{*}$, respectively, but the spaces themselves can be defined independently of $\lambda$ and $\nu$ as Fréchet spaces via the isomorphisms

$$
\begin{equation*}
C^{\infty}\left(G / P, \mathcal{V}_{\lambda}\right) \simeq C^{\infty}(K / M, \mathcal{V}), C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}_{\nu}\right) \simeq C^{\infty}\left(K^{\prime} / M^{\prime}, \mathcal{W}\right) \tag{3.11}
\end{equation*}
$$

Thus, for a family of continuous $G^{\prime}$-homomorphisms $T_{\lambda, \nu}: C^{\infty}\left(G / P, \mathcal{V}_{\lambda}\right) \rightarrow$ $C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}_{\nu}\right)$, we can define the holomorphic (or meromorphic) dependence on the complex parameter $(\lambda, \nu)$ via (3.11), namely, we call a continuous linear map $T_{\lambda, \nu}$ depends holomorphically/meromorphically on $(\lambda, \nu)$
if $T_{\lambda, \nu}(\varphi)$ depends holomorphically/meromorphically on $(\lambda, \nu)$ for any $\varphi \in$ $C^{\infty}(K / M, \mathcal{V})$.

For a family of distributions $D_{\lambda, \nu} \in \mathcal{D}^{\prime}\left(\mathfrak{n}_{-}, \operatorname{Hom}(V, W)\right)$, we say $D_{\lambda, \nu}$ depends holomorphically/meromorphically on the parameter $(\lambda, \nu) \in \Omega$ if for every test function $F \in C^{\infty}\left(\mathfrak{n}_{-}, V\right)$ the function $D_{\lambda, \nu}(F)$ depends holomorphically/meromorphically on $(\lambda, \nu)$.

The following proposition asserts that the existence of holomorphic/meromorphic continuation of symmetry breaking operators is determined only by that of distribution kernels on the open Bruhat cell under a mild assumption.

Proposition 3.18. Assume (3.7) and (3.9) are satisfied. Let $\Omega^{\prime} \subset \Omega$ be two open domains in $\mathfrak{a}_{\mathbb{C}}^{*} \times\left(\mathfrak{a}_{\mathbb{C}}^{\prime}\right)^{*}$. Suppose we are given a family of continuous $G^{\prime}$-homomorphisms

$$
T_{\lambda, \nu}: C^{\infty}\left(G / P, \mathcal{V}_{\lambda}\right) \rightarrow C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}_{\nu}\right)
$$

for $(\lambda, \nu) \in \Omega^{\prime}$. Denote by $K_{\lambda, \nu}$ the restriction of the distribution kernel to the open Bruhat cell and suppose that $K_{\lambda, \nu}$ depends holomorphically on $(\lambda, \nu) \in \Omega^{\prime}$. We assume
$K_{\lambda, \nu}$ extends holomorphically to $\Omega$ as $a \operatorname{Hom}(V, W)$-valued distribution on $\mathfrak{n}_{-}$.
Then the family $T_{\lambda, \nu}$ of symmetry breaking operators also extends to a family of continuous $G^{\prime}$-homomorphisms $T_{\lambda, \nu}: C^{\infty}\left(G / P, \mathcal{V}_{\lambda}\right) \rightarrow C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}_{\nu}\right)$ which depends holomorphically on $(\lambda, \nu) \in \Omega$.
Proof. By Theorem 3.16, it is sufficient to prove that if

$$
\begin{equation*}
K_{\lambda, \nu} \in \mathcal{D}^{\prime}\left(\mathfrak{n}_{-}, \operatorname{Hom}\left(V_{\lambda-2 \rho}, W_{\nu}\right)\right)^{M^{\prime} A^{\prime}, \mathfrak{n}^{\prime}} \tag{3.13}
\end{equation*}
$$

for all $(\lambda, \nu) \in \Omega^{\prime}$ then (3.13) holds for all $(\lambda, \nu) \in \Omega$. This statement holds because the equation for the $\left(M^{\prime} A^{\prime}, \mathfrak{n}\right)$-invariance in (3.13) depends holomorphically on $(\lambda, \nu) \in \mathfrak{a}_{\mathbb{C}}^{*} \times\left(\mathfrak{a}_{\mathbb{C}}^{\prime}\right)^{*}$ and because $K_{\lambda, \nu}$ is a $\operatorname{Hom}(V, W)$ valued distribution on $\mathfrak{n}_{-}$which depends holomorphically on $(\lambda, \nu) \in \Omega$.

We can strengthen Proposition 3.18 by relaxing the assumption (3.12) as in the following proposition, which we will use in later chapters.

Proposition 3.19. Retain the setting of Proposition 3.18. Then the same conclusion still holds if we replace the assumption (3.12) by the following two assumptions:

- $K_{\lambda, \nu}$ extends meromorphically to $\Omega$ as a $\operatorname{Hom}(V, W)$-valued distribution on $\mathfrak{n}_{-}$.
- There exists a dense subspace $Z$ of $C^{\infty}(K / M, \mathcal{V})$ such that $T_{\lambda, \nu} \varphi$ is holomorphic on $\Omega$ for any $\varphi \in Z$.

Proof. This can be shown similarly to Proposition 3.18. Thus we omit the proof.

## 4 More about principal series representations

This chapter collects some basic facts on the principal series representation of $G=O(n+1,1)$ in a way that we shall use them later. Most of the material here is well-known.

### 4.1 Models of principal series representations

To obtain a formula for the symmetry breaking operator and to obtain its analytic continuation we work on models of the representations $I(\lambda)$ and $J(\lambda)$.

The isotropic cone

$$
\Xi \equiv \Xi\left(\mathbb{R}^{n+1,1}\right)=\left\{\left(\xi_{0}, \cdots, \xi_{n+1}\right) \in \mathbb{R}^{n+2}: \xi_{0}^{2}+\cdots+\xi_{n}^{2}-\xi_{n+1}^{2}=0\right\}-\{0\}
$$

is a homogeneous $G$-space.
For $\lambda \in \mathbb{C}$, let

$$
\begin{equation*}
C_{\lambda}^{\infty}(\Xi):=\left\{h \in C^{\infty}(\Xi): h(t \widetilde{\xi})=t^{\lambda} h(\widetilde{\xi}), \text { for any } \widetilde{\xi} \in \Xi, t \in \mathbb{R}^{\times}\right\} \tag{4.1}
\end{equation*}
$$

be the space of smooth functions on $\Xi$ homogeneous of degree $\lambda$. Likewise we define

$$
\mathcal{A}_{\lambda}(\Xi) \subset C_{\lambda}^{\infty}(\Xi) \subset \mathcal{D}_{\lambda}^{\prime}(\Xi) \subset \mathcal{B}_{\lambda}(\Xi)
$$

for the sheaves $\mathcal{A}$ (analytic functions), $\mathcal{D}^{\prime}$ (distributions), and $\mathcal{B}$ (hyperfunctions).

We endow $C_{\lambda}^{\infty}(\Xi)$ with the Fréchet topology of uniform convergence of derivatives of finite order on compact sets. The group $G$ acts on $C_{\lambda}^{\infty}(\Xi)$ by left translations $l(g)$ and thus we obtain a representation $\left(l_{\Xi}, C_{\lambda}^{\infty}(\Xi)\right)$. Then

$$
\begin{equation*}
I(\lambda) \simeq\left(l_{\Xi}, C_{-\lambda}^{\infty}(\Xi)\right) \tag{4.2}
\end{equation*}
$$

and we will from now on identify $I(\lambda)$ and its homogeneous model $\left(l_{\Xi}, C_{-\lambda}^{\infty}(\Xi)\right)$.
Let denote by $I(\lambda)^{-\infty}$ the space of distribution vectors. Then as the dual of the isomorphism (4.2), we have a natural isomorphism

$$
\begin{equation*}
I(\lambda)^{-\infty} \simeq \mathcal{D}_{-\lambda}^{\prime}(\Xi) \tag{4.3}
\end{equation*}
$$

see Remark 3.1 for our convention.
The isotropic cone $\Xi$ covers the sphere $S^{n}=G / P$

$$
\begin{array}{cccc}
G / O(n) N & \simeq \Xi & g O(n) N \mapsto g p_{+} \\
\mathbb{R}^{\times} \downarrow & \downarrow \mathbb{R}^{\times} & I & I \\
G / P & \simeq S^{n}, & g P & \mapsto g p_{+}
\end{array}
$$

where $p_{+}:={ }^{t}(1,0, \cdots, 0,1) \in \Xi\left(\mathbb{R}^{n+1,1}\right)$.
For $b={ }^{t}\left(b_{1}, \cdots, b_{n}\right) \in \mathbb{R}^{n}$, we define unipotent matrices in $O(n+1,1)$ by

$$
\begin{align*}
& n(b):=\exp \left(\sum_{j=1}^{n} b_{j} N_{j}^{+}\right)=I_{n+2}+\left(\begin{array}{ccc}
-\frac{1}{2} Q(b) & -t b & \frac{1}{2} Q(b) \\
b & 0 & -b \\
-\frac{1}{2} Q(b) & -{ }^{t} b & \frac{1}{2} Q(b)
\end{array}\right), \\
& n_{-}(b):=\exp \left(\sum_{j=1}^{n} b_{j} N_{j}^{-}\right)=I_{n+2}+\left(\begin{array}{ccc}
-\frac{1}{2} Q(b) & -t b & -\frac{1}{2} Q(b) \\
b & 0 & b \\
\frac{1}{2} Q(b) & t_{b} & \frac{1}{2} Q(b)
\end{array}\right), \tag{4.4}
\end{align*}
$$

where $N_{j}^{+}$and $N_{j}^{-}(1 \leq j \leq n)$ are the basis elements of the nilpotent Lie algebras $\mathfrak{n}_{+}$and $\mathfrak{n}_{-}$defined in (2.5) and (2.6) respectively. We collect some basic formulae:

$$
\begin{align*}
n(b)\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right) & =\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right), \quad n_{-}(b)\left(\begin{array}{c}
1 \\
0 \\
-1
\end{array}\right)=\left(\begin{array}{c}
1 \\
0 \\
-1
\end{array}\right)  \tag{4.5}\\
n_{-}(A b) & =\left(\begin{array}{lll}
1 & & \\
& A & \\
& & 1
\end{array}\right) n_{-}(b)\left(\begin{array}{lll}
1 & & \\
& A^{-1} & \\
& & 1
\end{array}\right) \quad \text { for } A \in O(n), \\
n_{-}(-b) & =m_{-} n_{-}(b) m_{-}^{-1}, \\
n_{-}\left(e^{-t} b\right) & =e^{t H} n_{-}(b) e^{-t H}, \tag{4.6}
\end{align*}
$$

where we set

$$
m_{-}:=\left(\begin{array}{cc|c}
-1 & &  \tag{4.7}\\
& I_{n} & \\
\hline & & -1
\end{array}\right) \in K^{\prime} .
$$

We note that $m_{-}$does not belong to the identity component of $G^{\prime}$ (cf. Lemma 5.1).

The $N_{+}$-action on the isotropic cone $\Xi$ is given in the coordinates as

$$
n(b)\left(\begin{array}{c}
\xi_{0}  \tag{4.8}\\
\xi \\
\xi_{n+1}
\end{array}\right)=\left(\begin{array}{c}
\xi_{0}-(b, \xi) \\
\xi \\
\xi_{n+1}-(b, \xi)
\end{array}\right)+\frac{\xi_{n+1}-\xi_{0}}{2}\left(\begin{array}{c}
Q(b) \\
-2 b \\
Q(b)
\end{array}\right) .
$$

where $b \in \mathbb{R}^{n}, \xi \in \mathbb{R}^{n}$ and $\xi_{0}, \xi_{n+1} \in \mathbb{R}$.
The intersections of the isotropic cone $\Xi$ with the hyper planes $\xi_{0}+\xi_{n+1}=$ 2 or $\xi_{n+1}=1$ can be identified with $\mathbb{R}^{n}$ or $S^{n}$, respectively. We write down the embeddings $\iota_{N}: \mathbb{R}^{n} \hookrightarrow \Xi$ and $\iota_{K}: S^{n} \hookrightarrow \Xi$ in the coordinates as follows:

$$
\begin{align*}
& \iota_{N}: \mathbb{R}^{n} \hookrightarrow \Xi,{ }^{t}\left(x, x_{n}\right) \mapsto n_{-}\left(x, x_{n}\right) p_{+}=\left(\begin{array}{l}
1-|x|^{2}-x_{n}^{2} \\
2 x \\
2 x_{n} \\
1+|x|^{2}+x_{n}^{2}
\end{array}\right),  \tag{4.9}\\
& \iota_{K}: S^{n} \rightarrow \Xi, \eta \mapsto(\eta, 1) . \tag{4.10}
\end{align*}
$$

The composition of $\iota_{N}$ and the projection

$$
\begin{equation*}
\Xi \rightarrow \Xi / \mathbb{R}^{\times} \xrightarrow{\sim} S^{n}, \quad \xi \mapsto \frac{1}{\xi_{n+1}}\left(\xi_{0}, \ldots, \xi_{n}\right) \tag{4.11}
\end{equation*}
$$

yields the conformal compactification of $\mathbb{R}^{n}$ :

$$
\mathbb{R}^{n} \hookrightarrow S^{n}, \quad r \omega \mapsto \eta=\left(s, \sqrt{1-s^{2}} \omega\right)=\left(\frac{1-r^{2}}{1+r^{2}}, \frac{2 r}{1+r^{2}} \omega\right) .
$$

Here $\omega \in S^{n-1}$ and the inverse map is given by $r=\sqrt{\frac{1-s}{1+s}}$ for $s \neq-1$.
The composition of $\iota_{K}$ and the projection (4.11) is clearly the identity map on $S^{n}$.

We thus obtain two models of $I(\lambda)$ :
Definition 4.1. 1) (compact model of $I(\lambda), K$-picture) The restriction $\iota_{K}^{*}: C_{-\lambda}^{\infty}(\Xi) \rightarrow C^{\infty}\left(S^{n}\right),\left.h \mapsto h\right|_{S^{n}}$ induces for $\lambda \in \mathbb{C}$ an isomorphism of
$G$-modules between $C_{-\lambda}^{\infty}(\Xi)$ and a representation $\pi_{\lambda, K}$ on $\left.C^{\infty}\left(S^{n}\right)\right)$.
2) (noncompact model of $I(\lambda), N$-picture) The restriction $\iota_{N}^{*}: C_{-\lambda}^{\infty}(\Xi) \rightarrow$ $C^{\infty}\left(\mathbb{R}^{n}\right),\left.h \mapsto h\right|_{\mathbb{R}^{n}}$ induces for $\lambda \in \mathbb{C}$ an isomorphism of $G$-modules between $C_{-\lambda}^{\infty}(\Xi)$ and a representation $\pi_{\lambda}$ on $\left.\iota_{N}^{*}\left(C_{-\lambda}^{\infty}(\Xi)\right)\right)$.

In order to connect the two models directly, we define a linear map for each $\lambda \in \mathbb{C}$ :

$$
\iota_{\lambda}^{*}: C^{\infty}\left(S^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n}\right), f \mapsto F
$$

by

$$
\begin{equation*}
F(r \omega):=\left(1+r^{2}\right)^{-\lambda} f\left(\frac{1-r^{2}}{1+r^{2}}, \frac{2 r}{1+r^{2}} \omega\right) . \tag{4.12}
\end{equation*}
$$

Then the inverse of $\iota_{\lambda}^{*}$ is given by

$$
\left(\iota_{\lambda}^{*}\right)^{-1} F\left(u_{0}, u\right)=\left|\frac{1+u_{0}}{2}\right|^{-\lambda} F\left(\frac{u}{1+u_{0}}, \frac{1}{1+u_{0}}\right) .
$$

We note that the parity condition $f(-\eta)= \pm f(\eta)\left(\eta \in S^{n}\right)$ holds if and only if

$$
\begin{equation*}
F\left(-\frac{\omega}{r}\right)= \pm r^{2 \lambda} F(r \omega) . \tag{4.13}
\end{equation*}
$$

Since $\iota_{K}^{*}$ is bijective and $\iota_{N}^{*}$ is injective, we have the commutative diagram

$$
\begin{gather*}
C_{-\lambda}^{\infty}(\Xi) \\
C^{\infty}\left(S^{n}\right) \stackrel{\iota_{K}^{*} \swarrow}{ } \xrightarrow{\iota_{\lambda}^{*}} \searrow \iota_{N}^{*}  \tag{4.14}\\
\iota_{\lambda}^{*}\left(C^{\infty}\left(S^{n}\right)\right) \subset C^{\infty}\left(\mathbb{R}^{n}\right)
\end{gather*}
$$

of representations of $G$.
We shall use (4.14), in particular, for the description of the regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ in (7.5) and (7.6), and the singular symmetry breaking operators $\widetilde{\mathbb{B}}_{\lambda, \nu}$ in (9.4) and (9.5).

We define a natural bilinear form $\langle\rangle:, C_{-\lambda}^{\infty}(\Xi) \times C_{\lambda-n}^{\infty}(\Xi) \rightarrow \mathbb{C}$ by

$$
\begin{align*}
\left\langle h_{1}, h_{2}\right\rangle & :=\int_{S^{n}} h_{1}\left(\iota_{K}(b)\right) h_{2}\left(\iota_{K}(b)\right) d b  \tag{4.15}\\
& =\int_{\mathbb{R}^{n}} h_{1}\left(\iota_{N}(z)\right) h_{2}\left(\iota_{N}(z)\right) d z .
\end{align*}
$$

Here, $d b$ is the Riemannian measure on $S^{n}$. The bilinear form is $G$-invariant, namely,

$$
\begin{equation*}
\left\langle h_{1}\left(g^{-1} \cdot\right), h_{2}\left(g^{-1} \cdot\right)\right\rangle=\left\langle h_{1}, h_{2}\right\rangle \quad \text { for } g \in G, \tag{4.16}
\end{equation*}
$$

and extends to the space of distributions:

$$
\begin{equation*}
I(\lambda) \times \mathcal{D}_{\lambda-n}^{\prime}(\Xi) \rightarrow \mathbb{C} . \tag{4.17}
\end{equation*}
$$

For later purpose, we write down explicit formulae for the action of elements in the Lie algebras $\mathfrak{n}_{+}$and $\mathfrak{n}_{-}$in the noncompact model.

Lemma 4.2. Let $N_{j}^{+}$and $N_{j}^{-}$be the basis elements for $\mathfrak{n}_{+}$and $\mathfrak{n}_{-}$defined in (2.5) and (2.6), respectively. For $\left(x_{1}, \cdots, x_{n}\right) \in \mathbb{R}^{n}$

$$
\begin{gathered}
d \pi_{\lambda}\left(N_{j}^{-}\right)=\frac{\partial}{\partial x_{j}} \\
d \pi_{\lambda}\left(N_{j}^{+}\right)=-2 \lambda x_{j}-2 x_{j} \sum_{i=i}^{n} x_{i} \frac{\partial}{\partial x_{i}}+\sum_{i=1}^{n} x_{i}^{2} \frac{\partial}{\partial x_{j}}
\end{gathered}
$$

for $1 \leq j \leq n$.
Proof. In light of the formulae (4.8) and (4.9), the action of the unipotent groups $N_{ \pm}$on $\Xi$ is given as follows:

$$
\begin{gathered}
n(b) \iota_{N}(x)=c(b) \iota_{N}\left(\frac{x-|x|^{2} b}{c(b)}\right) \\
n_{-}(b) \iota_{N}(x)=\iota_{N}(x+b),
\end{gathered}
$$

where $c(b):=1-2(b, x)+Q(b)|x|^{2}$. Hence for $F \in C_{-\lambda}^{\infty}(\Xi)$ we have

$$
\left(\pi_{\lambda}\left(n_{-}(b)^{-1}\right) F\right)(x)=F(x-b) .
$$

Now the results follow by differentiation.

### 4.2 Explicit $K$-finite functions in the noncompact model

We give explicit formulae for $K$-finite functions in $\left(\pi_{\lambda}, \iota_{\lambda}^{*}\left(C^{\infty}\left(S^{n}\right)\right)\right)$ in a way that we can take a control of the $M$-action as well.

The eigenvalues of the Laplacian $\Delta_{S^{n}}$ on the standard sphere $S^{n}$ are of the form $-L(L+n-1)$ for some $L \in \mathbb{N}$, and we denote

$$
\mathcal{H}^{L}\left(S^{n}\right):=\left\{\phi \in C^{\infty}\left(S^{n}\right): \Delta_{S^{n}} \phi=-L(L+n-1) \phi\right\} .
$$

Then the orthogonal group $O(n+1)$ acts irreducibly on $\mathcal{H}^{L}\left(S^{n}\right)$ for every $L \in \mathbb{N}$, and the direct sum $\bigoplus_{L=0}^{\infty} \mathcal{H}^{L}\left(S^{n}\right)$ is a dense subspace in $C^{\infty}\left(S^{n}\right)$. The branching law with respect to the restriction $O(n+1) \downarrow O(n)$

$$
\mathcal{H}^{L}\left(S^{n}\right) \simeq \bigoplus_{N=0}^{L} \mathcal{H}^{N}\left(S^{n-1}\right)
$$

is explicitly constructed by using the Gegenbauer polynomial (see 23, Appendix])

$$
\begin{gather*}
I_{N \rightarrow L}: \mathcal{H}^{N}\left(S^{n-1}\right) \rightarrow \mathcal{H}^{L}\left(S^{n}\right), \\
\left(I_{N \rightarrow L} \phi\right)\left(\eta_{0}, \eta\right):=|\eta|^{N} \phi\left(\frac{\eta}{|\eta|}\right) \tilde{\tilde{C}}_{L-N}^{\frac{n-1}{2}+N}\left(\eta_{0}\right) . \tag{4.18}
\end{gather*}
$$

Here $\tilde{\tilde{C}}_{N}^{\mu}(t)$ is the renormalized Gegenbauer polynomial (see (16.4) for the definition). Then

$$
\iota_{\lambda}^{*}\left(I_{N \rightarrow L} \phi\right)=\left(1+r^{2}\right)^{-\lambda}\left(\frac{2 r}{1+r^{2}}\right)^{N} \phi(\omega) \tilde{\tilde{C}}_{L-N}^{\frac{n-1}{2}+N}\left(\frac{1-r^{2}}{1+r^{2}}\right) .
$$

In particular, $\left(1+r^{2}\right)^{-\lambda}$ is a spherical vector in the noncompact model. We note that $I_{N \rightarrow L}$ is $(1 \times O(n))$-equivariant but not $K^{\prime}$-equivariant.

For $\psi \in \mathcal{H}^{N}\left(S^{n-1}\right)$ and $h \in \mathbb{C}[s]$, we set

$$
\begin{equation*}
F_{\lambda}[\psi, h](r \omega):=\left(1+r^{2}\right)^{-\lambda}\left(\frac{2 r}{1+r^{2}}\right)^{N} \psi(\omega) h\left(\frac{1-r^{2}}{1+r^{2}}\right) . \tag{4.19}
\end{equation*}
$$

The following proposition describes all $K$-finite functions in the noncompact model of $I(\lambda)$.

## Proposition 4.3.

$$
\iota_{K}^{*}\left(C^{\infty}\left(S^{n}\right)_{K}\right)=\mathbb{C}-\operatorname{span}\left\{F_{\lambda}[\psi, h]: N \in \mathbb{N}, \psi \in \mathcal{H}^{N}\left(S^{n-1}\right), h \in \mathbb{C}[s]\right\}
$$

Remark 4.4. As abstract groups, $K^{\prime}$ and $M$ are isomorphic to the group $O(n) \times O(1)$. Proposition 4.3 respects the restrictions of the chain of subgroups $G \supset K \supset M$, but not the chains $G \supset K \supset K^{\prime}$.

Proof of Proposition 4.3. Since $C^{\infty}\left(S^{n}\right)_{K} \simeq \bigoplus_{L=0}^{\infty} \mathcal{H}^{L}\left(S^{n}\right)$, we have

$$
\begin{aligned}
\iota_{\lambda}^{*}\left(C^{\infty}\left(S^{n}\right)_{K}\right) & =\bigoplus_{L=0}^{\infty} \iota_{\lambda}^{*}\left(\mathcal{H}^{L}\left(S^{n}\right)\right) \\
& =\bigoplus_{L=0}^{\infty} \bigoplus_{N=0}^{L} \iota_{\lambda}^{*}\left(I_{N \rightarrow L}\left(\mathcal{H}^{N}\left(S^{n-1}\right)\right)\right) \\
& =\bigoplus_{N=0}^{\infty} \bigoplus_{L=N}^{\infty} \iota_{\lambda}^{*}\left(I_{N \rightarrow L}\left(\mathcal{H}^{N}\left(S^{n-1}\right)\right)\right) .
\end{aligned}
$$

The formula (4.18) relates the values at the north/south poles of the spherical harmonics to the initial data of a differential equation on the equator. Since the Gegenbauer polynomials $\tilde{\tilde{C}}_{m}^{\nu}(s)$ are polynomials of degree $m$ and since their highest order term does not vanish if $\nu \notin-\mathbb{N}_{+}$, we have

$$
\mathbb{C}-\operatorname{span}\left\{\tilde{\tilde{C}}_{L-N}^{\nu}(s): L \geq N\right\}=\mathbb{C}[s]
$$

if $\nu \notin-\mathbb{N}_{+}$. This completes the proof.

### 4.3 Normalized Knapp-Stein intertwining operator

We now review the Knapp-Stein intertwining operators in the noncompact picture for the group $G^{\prime}=O(n, 1)$.

The Riesz distribution

$$
r^{\nu}:=\left(x_{1}^{2}+\cdots+x_{m}^{2}\right)^{\frac{\nu}{2}}
$$

is a locally integrable function on $\mathbb{R}^{m}$ if $\operatorname{Re} \nu>-m$, and satisfies the following identity:

$$
\begin{equation*}
\Delta_{\mathbb{R}^{m}}\left(r^{\nu+2}\right)=(\nu+2)(\nu+m) r^{\nu} \tag{4.20}
\end{equation*}
$$

from which we see that $r^{\nu}$, initially holomorphic in $\operatorname{Re} \nu>-m$, extends to a tempered distribution with meromorphic parameter $\nu$ in $\operatorname{Re} \nu>-m-2$. By an iterated argument, we see that $r^{\nu}$ extends meromorphically in the entire
complex plane. The poles are located at $\nu \in\{-m,-m-2,-m-4, \cdots\}$, and all the poles are simple. Therefore, if we normalize it by

$$
\begin{equation*}
\widetilde{r}^{\nu}:=\frac{1}{\Gamma\left(\frac{\nu+m}{2}\right)} r^{\nu} \tag{4.21}
\end{equation*}
$$

then $\widetilde{r}^{\nu}$ is a tempered distribution on $\mathbb{R}^{m}$ with holomorphic parameter $\nu \in \mathbb{C}$. The residue of $r^{\nu}$ at $\nu \in-m-2 \mathbb{N}$ is given by

$$
\begin{align*}
\left.\widetilde{r}^{\nu}\right|_{\nu=-m-2 k} & =\frac{(-1)^{k} \operatorname{vol}\left(S^{m-1}\right) \Delta_{\mathbb{R}^{m}}^{k} \delta(x)}{2^{k+1} m \cdots(m+2 k-2)}  \tag{4.22}\\
& =\frac{(-1)^{k} \pi^{\frac{m}{2}}}{2^{2 k} \Gamma\left(\frac{m}{2}+k\right)} \Delta_{\mathbb{R}^{m}}^{k} \delta(x),
\end{align*}
$$

see 6. Ch. I, $\S 3.9]$. Here, $\delta(x)$ is the Dirac delta function in $\mathbb{R}^{m}$ and $\operatorname{vol}\left(S^{m-1}\right)$ is the volume of the standard sphere $S^{m-1}$ in $\mathbb{R}^{m}$, which is equal to $\frac{2 \pi^{\frac{m}{m}}}{\Gamma\left(\frac{m}{2}\right)}$. In particular,

$$
\left.\widetilde{r}^{\nu}\right|_{\nu=-m}=\frac{\pi^{\frac{m}{2}}}{\Gamma\left(\frac{m}{2}\right)} \delta(x) .
$$

We define the Fourier transform $\mathcal{F}_{\mathbb{R}^{m}}$ on the space $\mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right)$ of tempered distributions by

$$
\mathcal{F}_{\mathbb{R}^{m}}: \mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right), \quad f(x) \mapsto\left(\mathcal{F}_{\mathbb{R}^{m}} f\right)(\xi)=\int_{-\infty}^{\infty} f(x) e^{-\langle x, \xi\rangle} d x
$$

Lemma 4.5. Let $\rho:=\left(\xi_{1}^{2}+\cdots+\xi_{m}^{2}\right)^{\frac{1}{2}}$. With the normalization (4.21), we have

$$
\begin{gather*}
\mathcal{F}_{\mathbb{R}^{m}}\left(\widetilde{r}^{2(\nu-m)}\right)=2^{2 \nu-m} \pi^{\frac{m}{2}} \widetilde{\rho}^{m-2 \nu},  \tag{4.23}\\
\widetilde{r}^{2(\nu-m)} * \widetilde{r}^{-2 \nu}=\frac{\pi^{m}}{\Gamma(m-\nu) \Gamma(\nu)} \delta(x) . \tag{4.24}
\end{gather*}
$$

Proof. The first formula follows from

$$
\begin{equation*}
\mathcal{F}_{\mathbb{R}^{m}}\left(r^{\nu}\right)(\rho)=2^{\nu+m} \pi^{\frac{m}{2}} \frac{\Gamma\left(\frac{\nu+m}{2}\right)}{\Gamma\left(-\frac{\nu}{2}\right)} \rho^{-\nu-m} \tag{4.25}
\end{equation*}
$$

and its analytic continuation [6, Ch.2, §3.3].

The second formula is the inverse Fourier transform of the following identity:

$$
\begin{aligned}
\mathcal{F}_{\mathbb{R}^{m}}\left(\widetilde{r}^{2(\nu-m)} * \widetilde{r}^{-2 \nu}\right) & =\mathcal{F}\left(\widetilde{r}^{2(\nu-m)}\right) \mathcal{F}\left(\widetilde{r}^{-2 \nu}\right) \\
& =\left(2^{2 \nu-m} \pi^{\frac{m}{2}} \widetilde{\rho}^{m-2 \nu}\right)\left(2^{m-2 \nu} \pi^{\frac{m}{2}} \widetilde{\rho}^{2 \nu-m}\right) \\
& =\frac{\pi^{m}}{\Gamma(m-\nu) \Gamma(\nu)} \mathbf{1} .
\end{aligned}
$$

We review now the Knapp-Stein intertwining operators for $G^{\prime}=O(n, 1)$ in the noncompact model. We set $n=m+1$ as before. The finite-dimensional representation $F(k)(k=0,1,2, \cdots)$ of $G^{\prime}$ occurs as the unique submodule of $J(-k)$ and as the unique quotient of $J(k+n-1)$.

In the noncompact model of $J(\nu)$, the normalized Knapp-Stein intertwining operator

$$
\widetilde{\mathbb{T}}_{\nu}: J(\nu) \rightarrow J(-\nu+m),
$$

is the convolution operator with $\widetilde{|x|}^{2(\nu-m)}$, i.e.,

$$
\begin{equation*}
\left(\widetilde{\mathbb{T}}_{\nu} f\right)(y)=\frac{1}{\Gamma\left(\nu-\frac{m}{2}\right)} \int_{\mathbb{R}^{m}}|x-y|^{2(\nu-m)} f(x) d x \tag{4.26}
\end{equation*}
$$

By (4.24), we recover a well-known formula:

$$
\begin{equation*}
\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{T}}_{m-\nu}=\frac{\pi^{m}}{\Gamma(m-\nu) \Gamma(\nu)} \mathrm{id} . \tag{4.27}
\end{equation*}
$$

The following formula is more informative, and also it gives an alternative proof of (4.27).

Proposition 4.6. The Knapp-Stein intertwining operator

$$
\widetilde{\mathbb{T}}_{\nu}: J(\nu) \rightarrow J(-\nu+m)
$$

acts on spherical vectors as follows:

$$
\widetilde{\mathbb{T}}_{\nu}\left(\mathbf{1}_{\nu}\right)=\frac{\pi^{\frac{m}{2}}}{\Gamma(\nu)} \mathbf{1}_{-\nu+m} .
$$

Proof. Since $K^{\prime}$-fixed vectors in the principal series representation are unique up to scalar, there exists a constant $c$ depending on $\nu$ such that

$$
\begin{equation*}
\widetilde{\mathbb{T}}_{\nu}\left(\mathbf{1}_{\nu}\right)=c \mathbf{1}_{-\nu+m} \tag{4.28}
\end{equation*}
$$

Let us find the constant $c$. We recall from Section 4.2 that the normalized spherical vector in the noncompact model of $J(\nu)$ is given by $\left(1+|x|^{2}\right)^{-\nu}$. Therefore, the identity (4.28) amounts to

$$
|\tilde{x}|^{2(\nu-m)} *\left(1+|x|^{2}\right)^{-\nu}=c\left(1+|x|^{2}\right)^{m-\nu} .
$$

Taking the Fourier transform, we get

$$
2^{2 \nu-m} \pi^{\frac{m}{2}}|\tilde{\xi}|^{m-2 \nu} \cdot \frac{2 \pi^{\frac{m}{2}}}{\Gamma(\nu)} \widetilde{K}_{\frac{m}{2}-\nu}(|\xi|)=c \frac{2 \pi^{\frac{m}{2}}}{\Gamma(m-\nu)} \widetilde{K}_{\nu-\frac{m}{2}}(|\xi|)
$$

by the integration formulae (4.23) and (16.11). Here $\widetilde{K}_{\frac{m}{2}-\nu}$ is a renormalized K-Bessel function, see (16.9) for the normalization.

By definition $|\tilde{\xi}|^{m-2 \nu}=\frac{1}{\Gamma(m-\nu)}|\xi|^{m-2 \nu}$ and by the duality $\widetilde{K}_{\nu-\frac{m}{2}}(|\xi|)=$ $\left(\frac{|\xi|}{2}\right)^{m-2 \nu} \widetilde{K}_{-\nu+\frac{m}{2}}(|\xi|)($ see (16.10) $)$, we get $c=\frac{\pi^{\frac{m}{2}}}{\Gamma(\nu)}$.

Remark 4.7. By the residue formula (4.22) of the Riesz distribution, we see that the normalized Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{\frac{m}{2}-j}: J\left(\frac{m}{2}-j\right) \rightarrow$ $J\left(\frac{m}{2}+j\right)$ reduces to a differential operator of order $2 j$ if $j \in \mathbb{N}$, which amounts to

$$
\begin{equation*}
\widetilde{\mathbb{T}}_{\frac{m}{2}-j}=\frac{(-1)^{j} \pi^{\frac{m}{2}}}{2^{2 j} \Gamma\left(\frac{m}{2}+j\right)} \Delta_{\mathbb{R}^{m}}^{j} \tag{4.29}
\end{equation*}
$$

Combining with Proposition 4.6 that for $\nu=\frac{m}{2}-j(j \in \mathbb{N})$, we get

$$
\begin{equation*}
\Delta_{\mathbb{R}^{m}}^{j} \mathbf{1}_{\nu}=\frac{(-1)^{j} 2^{2 j} \Gamma\left(\frac{m}{2}+j\right)}{\Gamma\left(\frac{m}{2}-j\right)} \mathbf{1}_{m-\nu} \tag{4.30}
\end{equation*}
$$

This formula (4.30) is also derived from the computation in (10.5).
Conversely, any differential $G^{\prime}$-intertwining operator between spherical principal series representations $J(\nu)$ and $J\left(\nu^{\prime}\right)$ of $G^{\prime}$ is are of the form $\Delta^{j}$ : $J\left(\frac{m}{2}-j\right) \rightarrow J\left(\frac{m}{2}+j\right)$ for some $j \in \mathbb{N}$ up to scalar multiple (see Lemma 10.1).

Remark 4.8. For $\nu=m+j(j=0,1, \cdots)$

$$
\widetilde{\mathbb{T}}_{m+j}: J(m+j) \rightarrow J(-j)
$$

is given by the convolution of a polynomial of degree at most $2 j$. In particular, the image of $\widetilde{\mathbb{T}}_{m+j}$ is the finite-dimensional representation $F(j)$.
Remark 4.9. Our normalization arises from analytic considerations and is not the same as the normalization introduced by Knapp and Stein in 15.

## 5 Double coset decomposition $P^{\prime} \backslash G / P$

We have shown in Section 3.2 that the double coset $P^{\prime} \backslash G / P$ plays a fundamental role in the analysis of symmetry breaking operators from the principal series representation $I(\lambda)$ of $G$ to $J(\nu)$ of the subgroup $G^{\prime}$. In general if a subgroup $H$ of a reductive Lie group $G$ has an open orbit on the real flag variety $G / P$ then the number of $H$-orbits on $G / P$ is finite ([25, Remark 2.5 (4)]). If $(G, H)$ is a symmetric pair, then $H$ has an open orbit on $G / P$ and the combinatorial description of the double coset space $H \backslash G / P$ was studied in details by T. Matsuki. For the symmetric pair $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1))$, we shall see that not only $G^{\prime}$ but also a minimal parabolic subgroup $P^{\prime}$ of $G^{\prime}$ has an open orbit on $G / P$, and thus both $G^{\prime} \backslash G / P$ and $P^{\prime} \backslash G / P$ are finite sets. In this chapter, we give an explicit description of the double coset decomposition $G^{\prime} \backslash G / P$ and $P^{\prime} \backslash G / P$.

We recall from Section 4.1 that the isotropic cone $\Xi \equiv \Xi\left(\mathbb{R}^{n+1,1}\right)$ is a $G$-homogeneous space. We shall consider the $G^{\prime}$-action (or the action of subgroups of $G^{\prime}$ ) on $\Xi$, and then transfer the orbit decomposition on $\Xi$ to that on $G / P$ by the natural projection:

$$
\Xi \rightarrow \Xi / \mathbb{R}^{\times} \simeq S^{n} \simeq G / P
$$

We rewrite the defining equation of $\Xi$ as

$$
\xi_{0}^{2}+\cdots+\xi_{n-1}^{2}-\xi_{n+1}^{2}=-\xi_{n}^{2} .
$$

Since $G^{\prime}$ leaves the $(n+1)$-th coordinate $\xi_{n}$ invariant, the $G^{\prime}$-orbit decomposition of $\Xi\left(\mathbb{R}^{n+1,1}\right)$ is given as

$$
\begin{equation*}
\Xi\left(\mathbb{R}^{n+1,1}\right)=\coprod_{\xi_{n} \in \mathbb{R}-\{0\}} G^{\prime} \cdot\left(0, \cdots, 0, \xi_{n},\left|\xi_{n}\right|\right) \amalg \Xi\left(\mathbb{R}^{n, 1}\right) . \tag{5.1}
\end{equation*}
$$

We set

$$
\begin{aligned}
p_{ \pm} & :={ }^{t}( \pm 1,0, \cdots, 0,1) \\
q_{ \pm} & :=\Xi\left(\mathbb{R}^{n+1,1}\right), \\
{ }^{n}(0, \cdots, 0, \pm 1,1) & \in \Xi\left(\mathbb{R}^{n+1,1}\right) .
\end{aligned}
$$

Let $\left[p_{ \pm}\right]$and $\left[q_{ \pm}\right]$denote the image of the points $p_{ \pm}$and $q_{ \pm}$by the projection $\Xi \rightarrow \Xi / \mathbb{R}^{\times} \simeq S^{n} \simeq G / P$. We begin with the following double coset decompositions $G^{\prime} \backslash G / P$ and $G_{0}^{\prime} \backslash G / P$ :

## Lemma 5.1.

1) $G / P$ is a union of two disjoint $G^{\prime}$-orbits. We have

$$
\begin{equation*}
G / P=G^{\prime}\left[q_{+}\right] \cup G^{\prime}\left[p_{+}\right] \simeq G^{\prime} / O(n) \cup G^{\prime} / P^{\prime} \tag{5.2}
\end{equation*}
$$

2) Let $G_{0}^{\prime}, K_{0}^{\prime}$ and $P_{0}^{\prime}$ denote the identity components of $G^{\prime}, K^{\prime}$, and $P^{\prime}$, respectively. (Thus $G_{0}^{\prime} \simeq S O_{0}(n, 1), K_{0}^{\prime} \simeq S O(n)$, and $P^{\prime}$ is a minimal parabolic subgroup of $G^{\prime}$.) Then $G / P$ is a union of three disjoint orbits of $G_{0}^{\prime}$. We have

$$
G / P=G_{0}^{\prime}\left[q_{+}\right] \cup G_{0}^{\prime}\left[q_{-}\right] \cup G_{0}^{\prime}\left[p_{+}\right] \simeq G_{0}^{\prime} / K_{0}^{\prime} \cup G_{0}^{\prime} / K_{0}^{\prime} \cup G_{0}^{\prime} / P_{0}^{\prime}
$$

Proof. 1) The first statement is immediate from (5.1). Indeed, the isotropy subgroup of $G^{\prime}$ at $\left[q_{ \pm}\right] \in \Xi / \mathbb{R}^{\times} \simeq G / P$ is $O(n) \times 1$. (We note that this subgroup is of index two in $K^{\prime}$.) The other orbit $\Xi\left(\mathbb{R}^{n, 1}\right) / \mathbb{R}^{\times} \simeq S^{n-1}$ is closed and passes through $\left[p_{+}\right]$. In view of (4.5), the isotropy subgroup at [ $\left.p_{+}\right]$is $P^{\prime}$. Thus the first statement is proved.
2) By (5.2), it suffices to consider the $G_{0}^{\prime}$-orbit decomposition on $G^{\prime}\left[q_{+}\right] \simeq$ $G^{\prime} / O(n)$ and $G^{\prime}\left[p_{+}\right] \simeq G^{\prime} / P^{\prime}$.

We begin with the open $G^{\prime}$-orbit $G^{\prime}\left[q_{+}\right] \simeq G^{\prime} / O(n)=O(n, 1) / O(n)$, which has two connected components. The connected group $G_{0}^{\prime}$ has two orbits containing $\left[q_{+}\right]$and $\left[q_{-}\right]=\left[m_{-} q_{+}\right]$, respectively where $m_{-} \in G^{\prime}-G_{0}^{\prime}$ was defined in (4.7). On the other hand, $G_{0}^{\prime}$ acts transitively on the closed $G^{\prime}$-orbit:

$$
G_{0}^{\prime}\left[p_{+}\right] \simeq G_{0}^{\prime} / P_{0}^{\prime} \simeq G^{\prime} / P^{\prime} \simeq G^{\prime}\left[p_{+}\right] \simeq S^{n-1}
$$

Thus the second claim is shown.
Remark 5.2. For $n=2$, the action of $S O_{0}(2,1)$ on $S^{2}$ is identified with the action of $S L(2, \mathbb{C})$ on $\mathbb{P}^{1} \mathbb{C} \simeq \mathbb{C} \cup\{\infty\}$. Then $p_{+}, p_{-}, q_{+}$and $q_{-}$correspond to $0, \infty, i$, and $-i$, respectively.

If we set

$$
w_{\varepsilon}:=\left(\begin{array}{lll} 
& & \\
& I_{n-1} & \\
\varepsilon_{n} & & \\
\hline & & 1
\end{array}\right) \in K \quad \text { for } \varepsilon= \pm 1
$$

then we have

$$
q_{ \pm}=w_{ \pm} p_{+}=w_{\mp} p_{-} .
$$

We define subgroups of $M$ by

$$
\left.\left.\begin{array}{rl}
M^{w} & :=\left\{g \in M: g w_{-}=w_{-} g\right\}=\left\{g \in M: g w_{+}=w_{+} g\right\} \\
& =\left\{\left(\begin{array}{llll}
\varepsilon & & & \\
& B & & \\
& & \varepsilon & \\
& & & \varepsilon
\end{array}\right): B \in O(n-1), \varepsilon= \pm 1\right.
\end{array}\right\} \simeq O(n-1) \times \mathbb{Z}_{2}, ~ 子\left(\begin{array}{lll}
1 & & \\
& B &  \tag{5.3}\\
& & 1
\end{array}\right): B \in O(n-1)\right\} .
$$

Remark 5.3. We recall from (2.8) that $M^{\prime}=Z_{K}(\mathfrak{a})$ is isomorphic to $O(n-1) \times$ $\mathbb{Z}_{2}$. The group $M^{w}$ is also isomorphic to $O(n-1) \times \mathbb{Z}_{2}$, however, $M^{w} \neq M^{\prime}$. In fact, $M_{+}^{\prime}=M^{w} \cap M^{\prime}$ is a subgroup of $M^{w}$ of index two, and also is of index two in $M^{\prime}$.

Now the following proposition and corollary are derived directly from the description in Lemma 5.1.

## Proposition 5.4.

1) $G / P$ is a union of three disjoint $P^{\prime}$-orbits. We have

$$
\begin{equation*}
G / P=P^{\prime}\left[q_{+}\right] \cup P^{\prime}\left[p_{-}\right] \cup P^{\prime}\left[p_{+}\right] \tag{5.4}
\end{equation*}
$$

2) The isotropy subgroups at $\left[q_{+}\right],\left[p_{-}\right]$, and $\left[p_{+}\right]$are given by

$$
\begin{aligned}
S^{n}-S^{n-1} & =P^{\prime}\left[q_{+}\right] \simeq P^{\prime} / M_{+}^{\prime} \\
S^{n-1}-\left\{\left[p_{+}\right]\right\} & =P^{\prime}\left[p_{-}\right] \simeq P^{\prime} / M^{\prime} A^{\prime} \\
\left\{\left[p_{+}\right]\right\} & =P^{\prime}\left[p_{+}\right]=P^{\prime} / P^{\prime} .
\end{aligned}
$$

Thus the assumption (3.9) of Theorem 3.16 is fulfilled for $\left(G, G^{\prime}\right)=$ $(O(n+1,1), O(n, 1))$ :

Corollary 5.5. We have $P^{\prime} N_{-} P=G$.

## 6 Differential equations satisfied by the distribution kernels of symmetry breaking operators

In this chapter we characterize the distribution kernel $K_{T}$ of symmetry breaking operators for $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1))$. We derive a systems of differential equations on $\mathbb{R}^{n}$ and prove that its distribution solutions $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ are isomorphic to $H(\lambda, \nu) \equiv \operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$. An analysis of the solutions shows that generically the multiplicity $m(I(\lambda), J(\nu))$ of principal series representations is 1 .

### 6.1 A system of differential equations for symmetry breaking operators

For future reference, we begin with a formulation in the vector-bundle case.
We have seen in (3.3) that the support of the distribution kernel $K_{T}$ of a symmetry breaking operator $T: C^{\infty}(X, \mathcal{V}) \rightarrow C^{\infty}(Y, \mathcal{W})$ is a $P^{\prime}$-invariant closed subset of $G / P$ if $\mathcal{V}$ is a $G$-equivariant vector bundle over $X=G / P$ and $\mathcal{W}$ is a $G^{\prime}$-equivariant vector bundle over $Y=G^{\prime} / P^{\prime}$. By the description of the double coset space $P^{\prime} \backslash G / P$ for $\left(G, G^{\prime}\right)=(O(n+1,1), O(n, 1))$ in Proposition 5.4. we get

Lemma 6.1. If $T: C^{\infty}(X, \mathcal{V}) \rightarrow C^{\infty}(Y, \mathcal{W})$ is a nonzero continuous $G^{\prime}$ homomorphism, then the support of the distribution kernel $K_{T}$ is one of $\left\{\left[p_{+}\right]\right\}, \overline{P^{\prime}}\left[p_{-}\right]=P^{\prime}\left[p_{-}\right] \cup\left\{\left[p_{+}\right]\right\}\left(\simeq S^{n-1}\right)$, or $G / P \simeq S^{n}$.

We recall from (4.4) that the open Bruhat cell of $G / P$ is given in the coordinates by $\mathbb{R}^{n} \hookrightarrow G / P,\left(x, x_{n}\right) \mapsto n_{-}\left(x, x_{n}\right) P$.

Then we have:

Lemma 6.2. There is a natural bijection:

$$
\begin{equation*}
\operatorname{Hom}_{G^{\prime}}\left(C^{\infty}(G / P, \mathcal{V}), C^{\infty}\left(G^{\prime} / P^{\prime}, \mathcal{W}\right)\right) \xrightarrow{\sim} \mathcal{D}^{\prime}\left(\mathbb{R}^{n}, \operatorname{Hom}\left(V \otimes \mathbb{C}_{-2 \rho}, W\right)\right)^{M^{\prime} A, \mathbf{n}_{+}^{\prime}} . \tag{6.1}
\end{equation*}
$$

Proof. The assumption $P^{\prime} N_{-} P=G$ of Theorem 3.16 is satisfied by Corollary 5.5. Thus Lemma follows.

Remark 6.3. Recall from Definition 3.3 that a non-zero symmetry breaking operator $T$ is singular if $\operatorname{Supp} K_{T} \neq G / P$, equivalently, $\operatorname{Supp} K_{T} \subset S^{n-1}$ by Lemma 6.1. Further, $T$ is a differential operator if and only if $\operatorname{Supp} K_{T}=$ $\left\{\left[p_{+}\right]\right\}$. By Lemma [6.2, we do not lose any information if we restrict $K_{T}$ to $\mathbb{R}^{n}$. Therefore, $T$ is singular if and only if $\operatorname{Supp}\left(\left.K_{T}\right|_{\mathbb{R}^{n}}\right) \subset \mathbb{R}^{n-1} . T$ is a differential operator if and only if $\operatorname{Supp}\left(\left.K_{T}\right|_{\mathbb{R}^{n}}\right)=\{0\}$.

In (6.1), the invariance under $M^{\prime} A$ for $F \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}, \operatorname{Hom}\left(V \otimes \mathbb{C}_{-2 \rho}, W\right)\right)$ is written as

$$
\begin{align*}
\tau(m) \circ F\left(m^{-1} \cdot\right) \circ \sigma\left(m^{-1}\right) & =F & \text { for } m \in M_{+}^{\prime} \simeq O(n-1),  \tag{6.2}\\
\tau\left(m_{-}\right) \circ F((-1) \cdot) \circ \sigma\left(m_{-}^{-1}\right) & =F, &  \tag{6.3}\\
e^{t \nu} \quad F\left(e^{t} \cdot\right) \quad e^{(n-\lambda) t} & =F & \text { for any } t \in \mathbb{R} .
\end{align*}
$$

Here, the identity (6.3) for $m_{-} \in M^{\prime}($ see (4.7) ) is derived from (4.6).
Returning to the line bundle setting as before, we obtain:
Proposition 6.4. Let $T: I(\lambda) \rightarrow J(\nu)$ be any $G^{\prime}$-intertwining operator. Then the restriction $\left.K_{T}\right|_{\mathbb{R}^{n}}$ of the distribution kernel satisfies the following system of differential equations:

$$
\begin{align*}
& (E-(\lambda-\nu-n)) F=0  \tag{6.4}\\
& \left((\lambda-n) x_{j}-x_{j} E+\frac{1}{2}\left(|x|^{2}+x_{n}^{2}\right) \frac{\partial}{\partial x_{j}}\right) F=0 \quad(1 \leq j \leq n-1), \tag{6.5}
\end{align*}
$$

and the $M^{\prime}$-invariance condition:

$$
\begin{align*}
F\left(m x, x_{n}\right) & =F\left(x, x_{n}\right) \quad \text { for any } m \in O(n-1),  \tag{6.6}\\
F(-\tilde{x}) & =F(\tilde{x}) . \tag{6.7}
\end{align*}
$$

Here $\tilde{x}=\left(x, x_{n}\right) \in \mathbb{R}^{n}$ and $E=\sum_{j=1}^{n} x_{j} \frac{\partial}{\partial x_{j}}$.

Proof. We recall from Lemma4.2 that the Lie algebra $\mathfrak{n}_{+}$acts on $\mathcal{B}\left(G / P, \sigma_{2 \rho}^{\vee}\right)$ by

$$
N_{j} \mapsto 2(\lambda-n) x_{j}-2 x_{j} E+\left(|x|^{2}+x_{n}^{2}\right) \frac{\partial}{\partial x_{j}} \quad(1 \leq j \leq n)
$$

Hence (6.5) is the invariance of $\mathfrak{n}_{+}^{\prime}$. The remaining conditions (6.4), (6.6) and (6.7) is the invariance of $\mathfrak{a}$ and $m_{-} \in M^{\prime}$ as above.

For an open subset $U$ of $\mathbb{R}^{n}$ which is $(O(n-1) \times O(1))$-invariant, we define
$\mathcal{S o l}(U ; \lambda, \nu):=\left\{F \in \mathcal{D}^{\prime}(U): F\right.$ satisfies (6.4), (6.5), (6.6), and (6.7) $\}$ (6.8)
Then by Lemma 6.2, we have
Proposition 6.5. The correspondence $T \mapsto K_{T}$ gives a bijection:

$$
\begin{equation*}
\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu)) \xrightarrow{\sim} \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right) . \tag{6.9}
\end{equation*}
$$

### 6.2 The solutions $\mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)$

For a closed subset $S$ of $U$, we define a subspace of $\mathcal{S o l}(U ; \lambda, \nu)$ by

$$
\mathcal{S o l}_{S}(U ; \lambda, \nu):=\{F \in \operatorname{Sol}(U ; \lambda, \nu): \operatorname{Supp} F \subset S\}
$$

Then we have an exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{S o l}_{S}(U ; \lambda, \nu) \rightarrow \mathcal{S o l}(U ; \lambda, \nu) \rightarrow \mathcal{S o l}(U-S ; \lambda, \nu) \tag{6.10}
\end{equation*}
$$

Applying (6.10) to $U=\mathbb{R}^{n}$ and $S=\{0\}$, we get
Proposition 6.6. There is an exact sequence

$$
0 \rightarrow \operatorname{Diff}_{G^{\prime}}(I(\lambda), J(\nu)) \rightarrow \operatorname{Hom}_{G^{\prime}}(I(\lambda), U(\nu)) \rightarrow \mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)
$$

Here $\operatorname{Diff}_{G^{\prime}}(I(\lambda), J(\nu)) \equiv H(\lambda, \nu)_{\text {diff }}$ denotes the space of differential symmetry breaking operators.

Proof. As subspaces of (6.9), we have from Fact 3.12 (1) the following natural bijection:

$$
\operatorname{Diff}_{G^{\prime}}(I(\lambda), J(\nu)) \xrightarrow{\sim} \mathcal{S}_{o l}^{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) .
$$

Hence Proposition is immediate from (6.10).

In order to analyze $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$, we begin with an explicit structural result on $\operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)$ :

Lemma 6.7. $\operatorname{dim} \operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)=1$ for all $(\lambda, \nu) \in \mathbb{C}^{2}$. More precisely,

$$
\mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)= \begin{cases}\mathbb{C}\left|x_{n}\right|^{\lambda+\nu-n}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} & \text { if }(\lambda, \nu) \notin \backslash \backslash, \\ \mathbb{C} \delta^{(-\lambda-\nu+n-1)}\left(x_{n}\right)\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} & \text { if }(\lambda, \nu) \in \backslash \backslash .\end{cases}
$$

Proof. Substituting (6.4) into (6.5), we have

$$
\left(\left(|x|^{2}+x_{n}^{2}\right) \frac{\partial}{\partial x_{j}}+2 \nu x_{j}\right) F=0
$$

or equivalently,

$$
\frac{\partial}{\partial x_{j}}\left(\left(|x|^{2}+x_{n}^{2}\right)^{\nu} F\right)=0 \quad(1 \leq j \leq n-1) .
$$

For $n \geq 3$, the level set $\left\{x_{n}=c\right\}-\{0\}$ is connected for all $c \in \mathbb{R}$, and therefore the restriction $\left.F\right|_{\mathbb{R}^{n}-\{0\}}$ must be of the form

$$
F(x)=\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} g\left(x_{n}\right)
$$

for some $g \in \mathcal{D}^{\prime}(\mathbb{R})$. In turn, (6.4) and (6.7) force $g$ to be even and homogeneous of degree $\lambda+\nu-n$.

For $n \geq 2$, using in addition that $F\left(-x,-x_{n}\right)=F\left(x, x_{n}\right)$, we get the same conclusion.

Since any even and homogeneous distribution on $\mathbb{R}$ of degree $a$ is of the form

$$
g(t)= \begin{cases}|t|^{a} & \text { if } a \neq-1,-3,-5, \cdots \\ \delta^{(-a-1)}(t) & \text { if } a=-1,-3,-5, \cdots\end{cases}
$$

up to a scalar multiple, we obtain the Lemma.
Lemma 6.7 explains why and how (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ (Chapter [7) and singular symmetry breaking operators $\widetilde{\mathbb{B}}_{\lambda, \nu}$ (Chapter [8) appear.

In order to find $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ by using Proposition 6.6, we need to find $\operatorname{Diff}_{G^{\prime}}(I(\lambda), J(\nu))$.

The dimension is known as follows, see Fact 10.4

$$
\begin{aligned}
\operatorname{dim} \operatorname{Diff}_{G^{\prime}}(I(\lambda), J(\nu)) & =\operatorname{dim} \operatorname{Hom}_{\left(\mathfrak{g}^{\prime}, P^{\prime}\right)}\left(\operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}^{\prime}}^{\mathrm{g}_{\mathcal{C}}^{\prime}}\left(\mathbb{C}_{-\nu}\right), \operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}}^{g_{\mathcal{C}}}\left(\mathbb{C}_{-\lambda}\right)\right) \\
& = \begin{cases}1 & \text { if }(\lambda, \nu) \in / /, \\
0 & \text { if }(\lambda, \nu) \notin / / .\end{cases}
\end{aligned}
$$

Combining the above mentioned dimension formula with Proposition 6.6 and Lemma 6.7, we obtain

## Proposition 6.8.

$$
\operatorname{dim} \operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu)) \leq 1 \quad \text { for any }(\lambda, \nu) \in \mathbb{C}^{2}-/ /
$$

This proposition will be used in the proof of the meromorphic continuation of the operator $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and its functional equations. We shall determine the precise dimension of $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ for all $(\lambda, \nu) \in \mathbb{C}^{2}$ in Theorem 11.4.

Remark 6.9. In Proposition 6.6, $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu)) \rightarrow \mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)$ is not necessarily surjective. See Proposition 11.7

## $7 \quad K$-finite vectors and regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$

The goal of this chapter is to introduce a $\left(\mathfrak{g}_{\mathbb{C}}^{\prime}, K^{\prime}\right)$-homomorphism

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}: I(\lambda)_{K} \rightarrow J(\nu)_{K^{\prime}}
$$

We see that $\widetilde{\mathbb{A}}_{\lambda, \nu}(\varphi)$ is holomorphic in $(\lambda, \nu) \in \mathbb{C}^{2}$ for any $\varphi \in I(\lambda)_{K}$, and that $\widetilde{\mathbb{A}}_{\lambda, \nu}$ vanishes if and only if $(\lambda, \nu) \in L_{\text {even }}$. In the next chapter we shall discuss an analytic continuation of the operator $\widetilde{\mathbb{A}}_{\lambda, \nu}$ acting on the space $I(\lambda)$ of smooth vectors.

### 7.1 Distribution kernel $K_{\lambda, \nu}^{\mathbb{A}}$ and its normalization

For $\left(x, x_{n}\right) \in \mathbb{R}^{n-1} \oplus \mathbb{R}$, we define

$$
\begin{equation*}
K_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right):=\left|x_{n}\right|^{\lambda+\nu-n}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} . \tag{7.1}
\end{equation*}
$$

We write $d \omega$ for the volume form on the standard sphere $S^{n-1}$. Using the polar coordinates $\left(x, x_{n}\right)=r \omega, r>0, \omega \in S^{n-1}$, we see

$$
\begin{equation*}
K_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right) d x d x_{n}=r^{\lambda-\nu-n}\left|\omega_{n}\right|^{\lambda+\nu-n} r^{n-1} d r d \omega \tag{7.2}
\end{equation*}
$$

is locally integrable on $\mathbb{R}^{n}$ if $(\lambda, \nu)$ belongs to

$$
\begin{equation*}
\Omega_{0}:=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \operatorname{Re}(\lambda-\nu)>0 \text { and } \operatorname{Re}(\lambda+\nu)>n-1\right\} . \tag{7.3}
\end{equation*}
$$

In order to see the $P^{\prime}$-covariance of $K_{\lambda, \nu}^{\mathbb{A}}$, it is convenient to use homogeneous coordinates. Namely, for $\xi=\left(\xi_{0}, \ldots, \xi_{n+1}\right) \in \Xi$, we set

$$
\begin{equation*}
k_{\lambda, \nu}^{\mathbb{A}}(\xi):=2^{-\lambda+n}\left|\xi_{n}\right|^{\lambda+\nu-n}\left(\xi_{n+1}-\xi_{0}\right)^{-\nu} \in \mathcal{D}_{\lambda-n}^{\prime}(\Xi) \simeq I(n-\lambda)^{-\infty} . \tag{7.4}
\end{equation*}
$$

In view of the formula (4.9) of the embedding $i_{N}: \mathbb{R}^{n} \hookrightarrow \Xi$ given by

$$
\left(\xi_{0}, \ldots, \xi_{n+1}\right)=\left(1-\sum_{i=1}^{n} x_{i}^{2}, 2 x_{1}, \ldots, 2 x_{n}, 1+\sum_{i=1}^{n} x_{i}^{2}\right)
$$

we have

$$
\begin{align*}
\iota_{N}^{*} k_{\lambda, \nu}^{\mathbb{A}} & =K_{\lambda, \nu}^{\mathbb{A}}  \tag{7.5}\\
\left(\iota_{K}^{*} k_{\lambda, \nu}^{\mathbb{A}}\right)(\eta) & =2^{-\lambda+n}\left|\eta_{n}\right|^{\lambda+\nu-n}\left(1-\eta_{0}\right)^{-\nu}, \tag{7.6}
\end{align*}
$$

where $\eta=\left(\eta_{0}, \eta_{1}, \ldots, \eta_{n}\right) \in S^{n}$. Then

$$
\begin{equation*}
k_{\lambda, \nu}^{\mathbb{A}}\left(m e^{-t H} n \xi\right)=e^{\nu t} k_{\lambda, \nu}^{\mathbb{A}}(\xi), \tag{7.7}
\end{equation*}
$$

for any $m \in M^{\prime}, t \in \mathbb{R}$ and $n \in N_{+}$(see (4.8)), and therefore we have the following lemma:

Lemma 7.1. For $(\lambda, \nu) \in \Omega_{0}, K_{\lambda, \nu}^{\mathbb{A}} \in \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$.
Thus we get a continuous $G^{\prime}$-homomorphism

$$
\mathbb{A}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu)
$$

and a ( $\mathfrak{g}^{\prime}, K^{\prime}$ )-homomorphism

$$
\mathbb{A}_{\lambda, \nu}: I(\lambda)_{K} \rightarrow J(\nu)_{K^{\prime}}
$$

for $(\lambda, \nu) \in \Omega_{0}$.

For the meromorphic continuation of $K_{\lambda, \nu}^{\mathbb{A}}$, we note that the singularities of $K_{\lambda, \nu}^{\mathbb{A}}$ arise from the equations $x_{n}=0$ and $|x|^{2}+x_{n}^{2}=0$. Since the corresponding varieties $\mathbb{R}^{n-1}$ and $\{0\}$, respectively (or $S^{n-1}$ and $\left[p_{+}\right]$in $G / P$, respectively) are not transversal to each other, the proof of the meromorphic distribution $K_{\lambda, \nu}^{\mathbb{A}}\left(x-y, x_{n}\right) d x d x_{n}$ is more involved. We shall study $K_{\lambda, \nu}^{\mathbb{A}}$ algebraically in this chapter, and analytically in the next chapter (see Theorem 8.1). Our idea is to look carefully at the two variable case by using special functions in accordance to a 'desingularization' of the (real) algebraic variety.

We normalize the distribution $K_{\lambda, \nu}^{\mathbb{A}}$ by

$$
\begin{align*}
\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right) & :=\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)} K_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right) \\
& =\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)}\left|x_{n}\right|^{\lambda+\nu-n}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \tag{7.8}
\end{align*}
$$

and

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}:=\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)} \mathbb{A}_{\lambda, \nu}
$$

Remark 7.2. The denominator of the distribution kernel $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}$ has poles at $\ \backslash \cup / /$ as follows:

$$
\begin{array}{ll}
\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \text { has a simple pole } \Leftrightarrow(\lambda, \nu) \in \backslash \\
\Gamma\left(\frac{\lambda-\nu}{2}\right) & \text { has a simple pole } \Leftrightarrow(\lambda, \nu) \in / /
\end{array}
$$

We recall from Definition 4.1 and (4.14) the following isomorphism:

$$
I(\lambda)_{K} \simeq \iota_{\lambda}^{*}\left(C^{\infty}\left(S^{n}\right)_{K}\right)
$$

Proposition 7.3. 1) For any $f \in C^{\infty}\left(S^{n}\right)_{K},\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, \iota_{\lambda}^{*} f\right\rangle$ is holomorphic in $(\lambda, \nu) \in \mathbb{C}^{2}$.
2) $\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F\right\rangle=0$ for any $F \in I(\lambda)_{K}$ if and only if $(\lambda, \nu) \in L_{\text {even }}$.

As the proof requires a number of preliminary results, we show the proposition in Section 7.3 In the course of the proof, we also obtain the following result (see Lemma 7.7 for a more general statement):

Proposition 7.4. Let $\mathbf{1}_{\lambda}:=\iota_{\lambda}^{*}(\mathbf{1}), \mathbf{1}_{\nu}:=\iota_{\nu}^{*}(\mathbf{1})$ be the normalized spherical vectors in $I(\lambda), J(\nu)$, respectively. Then

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(\lambda)} \mathbf{1}_{\nu}
$$

Proof. Applying Lemma 7.7 with $k=0$ and $h=1$, we get

$$
\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, \Gamma\left(\frac{n}{2}\right) \mathbf{1}_{\lambda}\right\rangle=\frac{\pi^{\frac{n-1}{2}} \Gamma\left(\frac{n}{2}\right)}{\Gamma(\lambda)}
$$

Here we have used the duplication formula (16.7) of the Gamma function. Hence we get the proposition.

Proposition 7.4 will be used in finding the constants appearing in various functional equations (see Chapter [12). We shall discuss the meaning of Proposition 7.4 also in Chapter 14 in relation with analysis on the semisimple symmetric space $G / G^{\prime}$.

### 7.2 Preliminary results

We prepare two elementary lemmas that will be used in the proof of Proposition 7.3

The first lemma illustrates that the zero set of an operator with holomorphic parameters is not necessarily of codimension one in the parameter space, as Proposition 7.3 states.

For a polynomial $g(s)$ of one variable, we define

$$
\begin{equation*}
P_{a, b}(g):=\frac{1}{\Gamma(a) \Gamma(b)} \int_{-1}^{1}(1-s)^{a-1}(1+s)^{b-1} g(s) d s \tag{7.9}
\end{equation*}
$$

Our normalization is given as

$$
P_{a, b}(1)=\frac{1}{\Gamma(a+b)}
$$

Lemma 7.5. For any $g \in \mathbb{C}[s], P_{a, b}(g)$ is holomorphic as a function of two variables $(a, b) \in \mathbb{C}^{2}$. Further, $P_{a, b} \equiv 0$ if and only if $(-a,-b) \in \mathbb{N} \times \mathbb{N}$.

Proof. For $l_{1}, l_{2} \in \mathbb{N}$, we set

$$
g_{l_{1}, l_{2}}(s):=(1-s)^{l_{1}}(1+s)^{l_{2}} .
$$

Then the polynomials $g_{l_{1}, l_{2}}(s)\left(l_{1}, l_{2} \in \mathbb{N}\right)$ span the vector space $\mathbb{C}[s]$. We then compute

$$
\begin{aligned}
P_{a, b}\left(g_{l_{1}, l_{2}}\right) & =\frac{2^{a+b+l_{1}+l_{2}-1} B\left(a+l_{1}, b+l_{2}\right)}{\Gamma(a) \Gamma(b)} \\
& =\frac{2^{a+b+l_{1}+l_{2}-1}}{\Gamma\left(a+b+l_{1}+l_{2}\right)} \prod_{i=0}^{l_{1}-1}(a+i) \prod_{j=0}^{l_{2}-1}(b+j)
\end{aligned}
$$

where $B($,$) is the Beta function. Thus P_{a, b}\left(g_{l_{1}, l_{2}}\right)$ is holomorphic for any $l_{1}$ and $l_{2}$, and the first statement is proved.

The zero set of $P_{a, b}\left(g_{l_{1}, l_{2}}\right)$ is given by

$$
\begin{aligned}
\mathcal{N}_{l_{1}, l_{2}} & :=\left\{(a, b) \in \mathbb{C}^{2}: P_{a, b}\left(g_{l_{1}, l_{2}}\right)=0\right\} \\
& =\bigcup_{i=0}^{l_{1}-1}\{a=-i\} \cup \bigcup_{j=0}^{l_{2}-1}\{b=-j\} \cup\{a+b=-2 l\} .
\end{aligned}
$$

Taking the intersection of all $\mathcal{N}_{l_{1}, l_{2}}$, we get

$$
\bigcap_{l_{1}=0}^{\infty} \bigcap_{l_{2}=0}^{\infty} \mathcal{N}_{l_{1}, l_{2}}=\left\{(a, b) \in \mathbb{C}^{2}: a \in-\mathbb{N}, b \in-\mathbb{N}\right\}
$$

Thus Lemma 7.5 is proved.
The orthogonal group $O(n)$ acts irreducibly on the space $\mathcal{H}^{N}\left(S^{n-1}\right)$ of spherical harmonics, and we let $O(n-1)$ act on $\mathbb{R}^{n}$ in the first $(n-1)$ coordinates. We denote by $\mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}$ the subspace consisting of $O(n-$ 1)-invariant spherical harmonics of degree $N$, and by $\left(\mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}\right)^{\perp}$ the orthogonal complementary subspace with respect the $L^{2}$-inner product on $S^{n-1}$. Then we have a direct sum decomposition:

$$
\mathcal{H}^{N}\left(S^{n-1}\right)=\mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)} \oplus\left(\mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}\right)^{\perp}
$$

Let $\tilde{\tilde{C}}_{N}^{\mu}(t)$ be the renormalized Gegenbauer polynomial, see (16.4). The next lemma is classical.

Lemma 7.6. 1) We regard $\tilde{\tilde{C}}_{N}^{\mu}\left(\omega_{n}\right)$ as a function on $S^{n-1}$ in the coordinates $\left(\omega_{1}, \ldots, \omega_{n}\right)$ of the ambient space $\mathbb{R}^{n}$. Then we have:

$$
\mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}=\mathbb{C}-\operatorname{span} \tilde{\tilde{C}}_{N}^{n}\left(\omega_{n}\right) .
$$

2) Let $\psi \in \mathcal{H}^{N}\left(S^{n-1}\right)$. If $N$ is odd or $\psi \perp \mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}$, then

$$
\int_{S^{n-1}}\left|\omega_{n}\right|^{\lambda+\nu-n} \psi(\omega) d \omega=0
$$

If $N$ is even, then

$$
\int_{S^{n-1}}\left|\omega_{n}\right|^{\lambda+\nu-n} \tilde{\tilde{C}}_{N}^{n}\left(\omega_{n}\right) d \omega=d_{n, N}(\lambda, \nu) g(\lambda, \nu)
$$

where

$$
\begin{align*}
d_{n, N}(\lambda, \nu) & :=\frac{2^{2-\lambda-\nu} \pi^{\frac{n+1}{2}} \Gamma(n+N-1)}{\Gamma\left(\frac{n-1}{2}\right) \Gamma(N+1)},  \tag{7.10}\\
g(\lambda, \nu) & :=\frac{\Gamma(\lambda+\nu-n+1)}{\Gamma\left(\frac{\lambda+\nu-n-N+2}{2}\right) \Gamma\left(\frac{\lambda+\nu+N}{2}\right)} .
\end{align*}
$$

Proof. 1) The result is well-known. See e.g., [23, Lemma 5.2].
2) For $\phi\left(\omega_{n}\right)$ regarded as an $O(n-1)$-invariant function, we have

$$
\int_{S^{n-1}} \phi\left(\omega_{n}\right) d \omega=\operatorname{vol}\left(S^{n-2}\right) \int_{-1}^{1} \phi(t)\left(1-t^{2}\right)^{\frac{n-3}{2}} d t
$$

Therefore,

$$
\begin{aligned}
\int_{S^{n-1}}\left|\omega_{n}\right|^{\lambda+\nu-n} \tilde{\tilde{C}}_{N}^{\frac{n}{2}-1}\left(\omega_{n}\right) d \omega & =\operatorname{vol}\left(S^{n-2}\right) \int_{-1}^{1}|t|^{\lambda+\nu-n}\left(1-t^{2}\right)^{\frac{n-3}{2}} \tilde{\tilde{C}}_{N}^{\frac{n}{2}-1}(t) d t \\
& = \begin{cases}0 & \text { for } N \text { odd }, \\
d_{n, N}(\lambda, \nu) g(\lambda, \nu) & \text { for } N \text { even. }\end{cases}
\end{aligned}
$$

The last equality follows from $\operatorname{vol}\left(S^{n-2}\right)=\frac{2 \pi^{\frac{n-1}{2}}}{\Gamma\left(\frac{n-1}{2}\right)}$ and from the integration formula (16.8) of the Gegenbauer polynomial.

### 7.3 Proof of Proposition 7.3

In light of Proposition 4.3, any element in $I(\lambda)_{K}$ is a linear combination of functions of the form (4.19), namely,

$$
F_{\lambda}[\psi, h](r \omega)=\left(1+r^{2}\right)^{-\lambda}\left(\frac{2 r}{1+r^{2}}\right)^{N} \psi(\omega) h\left(\frac{1-r^{2}}{1+r^{2}}\right)
$$

for $\psi \in \mathcal{H}^{N}\left(S^{n-1}\right)$ and $h \in \mathbb{C}[s]$ in the polar coordinates $\left(x, x_{n}\right)=r \omega(r>0$, $\omega \in S^{n-1}$ ).

Then the first statement of Proposition 7.3 follows immediately from the next lemma:

Lemma 7.7. 1) Suppose $N \in \mathbb{N}, \psi \in \mathcal{H}^{N}\left(S^{n-1}\right)$ and $h \in \mathbb{C}[s]$. If $N$ is odd or $\psi \perp \mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}$, then

$$
\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}[\psi, h]\right\rangle=0 .
$$

2) For $N \in 2 \mathbb{N}$ and $h \in \mathbb{C}[s]$, we have

$$
\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}\left[\tilde{C}_{N}^{\frac{n}{2}-1}\left(\omega_{n}\right), h\right]\right\rangle=c P_{\frac{\lambda-\nu+N}{2}}, \frac{\lambda+\nu+N}{2}(h) \prod_{j=0}^{\frac{N}{2}-1}\left(\frac{\lambda-\nu}{2}+j\right)\left(\frac{\lambda+\nu-n}{2}-j\right),
$$

where $P_{a, b}(h)$ was defined in (7.9), and the non-zero constant $c$ is given by

$$
c=2^{\nu-n+1} d_{n, N}(\lambda, \nu) \pi^{-\frac{1}{2}}=\frac{2^{3-\lambda-n} \pi^{\frac{n}{2}} \Gamma(n+N-1)}{\Gamma\left(\frac{n-1}{2}\right) \Gamma(N+1)} .
$$

Proof. By using the expression (7.2) of $K_{\lambda, \nu}^{\mathbb{A}}$ in the polar coordinates, we have

$$
\begin{align*}
& \left\langle K_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}[\psi, h]\right\rangle=2^{-\lambda} R S,  \tag{7.11}\\
& \left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}[\psi, h]\right\rangle=\frac{2^{-\lambda}}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)} R S
\end{align*}
$$

where

$$
\begin{aligned}
R & :=2^{N+\lambda} \int_{0}^{\infty} r^{\lambda-\nu+N-1}\left(1+r^{2}\right)^{-\lambda-N} h\left(\frac{1-r^{2}}{1+r^{2}}\right) d r \\
& =\int_{-1}^{1}(1-s)^{\frac{\lambda-\nu+N-2}{2}}(1+s)^{\frac{\lambda+\nu+N-2}{2}} h(s) d s
\end{aligned}
$$

$$
\begin{aligned}
& =\Gamma\left(\frac{\lambda-\nu+N}{2}\right) \Gamma\left(\frac{\lambda+\nu+N}{2}\right) P_{\frac{\lambda-\nu+N}{2}, \frac{\lambda+\nu+N}{2}}(h), \\
S & :=\int_{S^{n-1}}\left|\omega_{n}\right|^{\lambda+\nu-n} \psi(\omega) d \omega .
\end{aligned}
$$

1) It follows from Lemma 7.6 that $S$ vanishes if $N$ is odd or $\psi \perp\left(\mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}\right)^{\perp}$.
2) By (7.11) and Lemmas 7.5 and 7.6

$$
\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}\left[\tilde{\tilde{C}}_{N}^{\frac{n}{2}-1}\left(\omega_{n}\right), h\right]\right\rangle=c P_{\frac{\lambda-\nu+N}{2}, \frac{\lambda+\nu+N}{2}}(h) V,
$$

where

$$
\begin{aligned}
V & :=2^{-\lambda-\nu+n-1} \pi^{\frac{1}{2}} \frac{\Gamma\left(\frac{\lambda-\nu+N}{2}\right) \Gamma\left(\frac{\lambda+\nu+N}{2}\right)}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)} g(\lambda, \nu) \\
& =\frac{\Gamma\left(\frac{\lambda-\nu+N}{2}\right) \Gamma\left(\frac{\lambda+\nu-n+2}{2}\right)}{\Gamma\left(\frac{\lambda-\nu}{2}\right) \Gamma\left(\frac{\lambda+\nu-n-N+2}{2}\right)} \\
& =\prod_{j=0}^{\frac{N}{2}-1}\left(\frac{\lambda-\nu}{2}+j\right)\left(\frac{\lambda+\nu-n}{2}-j\right) .
\end{aligned}
$$

In the second equality we have used the duplication formula (16.7) of the Gamma function.

Proof of Proposition 7.3 (2). For $N \in \mathbb{N}$, Let $\psi \in \mathcal{H}^{N}\left(S^{n-1}\right)$ and $h \in \mathbb{C}[s]$, we set

$$
\begin{aligned}
\mathcal{N}[\psi, h] & :=\left\{(\lambda, \nu) \in \mathbb{C}^{2}:\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}[\psi, h]\right\rangle=0\right\}, \\
\mathcal{Z}_{N} & :=\bigcap_{\psi \in \mathcal{H}^{\mathcal{N}}\left(S^{n-1}\right)} \bigcap_{h \in \mathbb{C}[s]} \mathcal{N}[\psi, h] .
\end{aligned}
$$

Then, we have

$$
\begin{aligned}
& \left\{(\lambda, \nu) \in \mathbb{C}^{2}:\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F\right\rangle=0 \text { for all } F \in I(\lambda)_{K}\right\} \\
= & \bigcap_{N \in \mathbb{N}}\left\{(\lambda, \nu) \in \mathbb{C}^{2}:\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F_{\lambda}[\psi, h]\right\rangle=0 \text { for any } \psi \in \mathcal{H}^{N}\left(S^{n-1}\right), h \in \mathbb{C}[s]\right\} \\
= & \bigcap_{N \in \mathbb{N}} \mathcal{Z}_{N} .
\end{aligned}
$$

Let us compute $\mathcal{Z}_{N}$ explicitly. For this, we set

$$
\begin{aligned}
\Lambda_{\mathbb{Z}^{2}} & :=\left\{(\lambda, \nu) \in \mathbb{Z}^{2}: \lambda+|\nu| \leq 0, \lambda \equiv \nu \bmod 2\right\} \\
& =\left\{(\lambda, \nu) \in \mathbb{Z}^{2}: \lambda-\nu \in-2 \mathbb{N} \text { and } \lambda+\nu \in-2 \mathbb{N}\right\} .
\end{aligned}
$$

For $N \in \mathbb{N}$, we define the parallel translation of $\Lambda_{\mathbb{Z}^{2}}$ by $(-N, 0)$ :

$$
\Lambda_{\mathbb{Z}^{2}}[N]:=\left\{(\lambda, \nu) \in \mathbb{Z}^{2}:(\lambda+N, \nu) \in \Lambda_{\mathbb{Z}^{2}}\right\} .
$$

Then it follows from Lemma 7.6 that $P_{\frac{\lambda-\nu+N}{2}}, \frac{\lambda+\nu+N}{2}(h)=0$ for all $h \in \mathbb{C}[s]$ if and only if $(\lambda, \nu) \in \Lambda_{\mathbb{Z}^{2}}[N]$.

In turn, it follows from Lemma 7.7 that $\mathcal{Z}_{N}=\mathbb{C}^{2}$ for $N \in 2 \mathbb{N}+1$, and for $n \in 2 \mathbb{N}$,

$$
\begin{aligned}
\mathcal{Z}_{N} & =\Lambda_{\mathbb{Z}^{2}}[N] \cup\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \prod_{j=0}^{\frac{N}{2}-1}\left(\frac{\lambda-\nu}{2}+j\right)\left(\frac{\lambda+\nu-n}{2}-j\right)=0\right\} \\
& =\Lambda_{\mathbb{Z}^{2}}[N] \cup \bigcup_{j=0}^{\frac{N}{2}-1}\{(\lambda, \nu): \lambda-\nu=-2 j\} \cup \bigcup_{j=0}^{\frac{N}{2}-1}\{(\lambda, \nu): \lambda+\nu=n+2 j\} .
\end{aligned}
$$

In Figure 7.1 below, $\mathcal{Z}_{N}(N=8)$ consists of black dots and $4+4$ lines; $L_{\text {even }}$ consists of red circles.

Taking the intersection of all $\mathcal{Z}_{N}$, we get

$$
\bigcap_{N \in \mathbb{N}} \mathcal{Z}_{N}=\{(\lambda, \nu): \lambda, \nu \in-\mathbb{N}, \lambda \equiv \nu \quad \bmod 2, \text { and } \lambda \leq \nu\}
$$

Hence Proposition 7.3 is proved.

## 8 Meromorphic continuation of regular symmetry breaking operators $K_{\lambda, \nu}^{\mathbb{A}}$

The goal of this chapter is to prove the existence of the meromorphic continuation of our symmetry breaking operator $\mathbb{A}_{\lambda, \nu}$, initially holomorphic in an open set $\Omega_{0}$, to $(\lambda, \nu) \in \mathbb{C}^{2}$. Besides, we determine all the poles of the symmetry breaking operator $\mathbb{A}_{\lambda, \nu}$ with meromorphic parameter $\lambda$ and $\nu$. The


Figure 7.1: $\mathcal{Z}_{N}(N=8)$ and $L_{\text {even }}$
normalized symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ depends holomorphically on $(\lambda, \nu)$ in the entire space $\mathbb{C}^{2}$. Surprisingly, there exist countably many points in the complex set in $\mathbb{C}^{2}$ such that $\widetilde{\mathbb{A}}_{\lambda, \nu}$ vanishes, namely, $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is zero on the set $L_{\text {even }}$ of codimension two in $\mathbb{C}^{2}$. We shall prove
Theorem 8.1. 1) $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}$ is a distribution on $\mathbb{R}^{n}$ that depends holomorphically on parameters $\lambda$ and $\nu$ in the entire plane $\mathbb{C}^{2}$.
2) $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}} \in \mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ for all $(\lambda, \nu) \in \mathbb{C}^{2}$, and thus defines a continuous $G^{\prime}$-homomorphism

$$
\begin{equation*}
\widetilde{\mathbb{A}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu) . \tag{8.1}
\end{equation*}
$$

This operator $\widetilde{\mathbb{A}}_{\lambda, \nu}$ vanishes if and only if $(\lambda, \nu) \in L_{\text {even }}$, namely,

$$
\begin{equation*}
\lambda, \nu \in-\mathbb{N}, \lambda \equiv \nu \quad \bmod 2, \text { and } \lambda \leq \nu \tag{8.2}
\end{equation*}
$$

In what follows, we shall consider the following open subsets in $\mathbb{C}^{2}$ :

$$
\begin{equation*}
\Omega_{1}:=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \operatorname{Re}(\lambda-\nu)>0\right\} \tag{8.3}
\end{equation*}
$$

$$
\begin{aligned}
D_{n-1}^{+} & :=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \operatorname{Re}(\lambda+\nu)>n-1\right\} \\
D_{n}^{-} & :=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \operatorname{Re}(\lambda+\nu)<n\right\}
\end{aligned}
$$

Obviously, $D_{n-1}^{+} \cup D_{n}^{-}=\mathbb{C}^{2}$. We recall from (7.3)

$$
\begin{equation*}
\Omega_{0}=\Omega_{1} \cap D_{n-1}^{+} \tag{8.4}
\end{equation*}
$$

The proof of Theorem 8.1 consists of the following two steps:
Step 1. $\Omega_{0} \Rightarrow \Omega_{1}$. Use differential equations, see (8.5) and (8.6).
Step 2. $\Omega_{1} \Rightarrow \mathbb{C}^{2}$. Use functional equations, see (8.7) and (8.8).

### 8.1 Recurrence relations of the distribution kernels $K_{\lambda, \nu}^{\mathbb{A}}$

As the first step, we shall use recurrence relations of $K_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right)$. We set

$$
K_{\lambda, \nu}^{ \pm}\left(x, x_{n}\right):=\left(x_{n}\right)_{ \pm}^{\lambda+\nu-n}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} .
$$

Then $K_{\lambda, \nu}^{ \pm}\left(x, x_{n}\right)$ is locally integrable if $(\lambda, \nu) \in \Omega_{0}$, and thus gives a distribution on $\mathbb{R}^{n}$ with holomorphic parameter $(\lambda, \nu) \in \Omega_{0}$.

Lemma 8.2. $K_{\lambda, \nu}^{ \pm}\left(x, x_{n}\right)$ extends meromorphically to $\Omega_{1}$ as distributions on $\mathbb{R}^{n}$.

Proof. We only give a proof for $K^{+}\left(x, x_{n}\right)$; the case for $K\left(x, x_{n}\right)$ can be shown similarly. First observe that the distribution $K_{\lambda, \nu}^{+} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ satisfies the following differential equations when $\operatorname{Re}(\lambda-\nu) \gg 0$ and $\operatorname{Re}(\lambda+\nu) \gg 0$ :

$$
\begin{align*}
\frac{\partial}{\partial x_{n}} K_{\lambda+1, \nu}^{+} & =(\lambda+\nu-n+1) K_{\lambda, \nu}^{+}-2 \nu K_{\lambda, \nu+1}^{+}  \tag{8.5}\\
\Delta_{\mathbb{R}^{n-1}} K_{\lambda+1, \nu-1}^{+} & =2(\nu-1)(2 \nu-n+1) K_{\lambda, \nu}^{+}-4(\nu-1) \nu K_{\lambda+1, \nu+1}^{+} \tag{8.6}
\end{align*}
$$

We show the lemma by iterating meromorphic continuations based on the two steps $\Omega \rightsquigarrow \Omega \cup \Omega^{+}$and $\Omega \rightsquigarrow \Omega \cup \Omega_{+}$below using (8.5) and (8.6), respectively. Suppose $K_{\lambda, \nu}^{+}$is proved to extend meromorphically on a certain domain $\Omega$ in $\mathbb{C}^{2}$ as distributions on $\mathbb{R}^{n}$. Then the equation (8.5) shows that $K_{\lambda, \nu}^{+}$extends meromorphically to the following open subset

$$
\begin{aligned}
\Omega^{+} & :=\left\{(\lambda, \nu) \in \mathbb{C}^{2}:(\lambda+1, \nu) \in \Omega \text { and }(\lambda, \nu+1) \in \Omega\right\} \\
& =(\Omega+(-1,0)) \cap(\Omega+(0,-1)) .
\end{aligned}
$$

Here we have used the following notation:

$$
\Omega+(a, b):=\left\{(\lambda, \nu) \in \mathbb{C}^{2}:(\lambda-a, \nu-b) \in \Omega\right\}
$$

Likewise, the equation (8.6) shows that $K_{\lambda, \nu}^{+}$extends meromorphically to

$$
\Omega_{+}:=(\Omega+(-1,1)) \cap(\Omega+(-1,-1)) .
$$

Now, first, we set $\Omega=\Omega_{0}$. By iterating the meromorphic continuation process $\Omega \rightsquigarrow \Omega \cup \Omega^{+}$, the distribution $K_{\lambda, \nu}^{+}$extends meromorphically to the domain $\bigcup_{k=0}^{\infty}\left(\Omega_{0}+(0,-k)\right)$, which contains

$$
\Omega_{0}^{\prime}:=\left\{(\lambda, \nu) \in \mathbb{C}^{2}: \operatorname{Re}(\lambda-\nu)>0, \operatorname{Re} \lambda>\frac{n}{2}\right\}
$$

see Figure 8.1


Figure 8.1: Analytic continuation from $\Omega_{0}$ to $\Omega_{0}^{\prime}$

Second, we begin with $\Omega_{0}^{\prime}$ and iterate the process $\Omega \rightsquigarrow \Omega \cup \Omega_{+}$. Then we see that $K_{\lambda, \nu}^{+}$extends meromorphically to the domain $\Omega_{1}=\left\{(\lambda, \nu) \in \mathbb{C}^{2}\right.$ : $\operatorname{Re}(\lambda-\nu)>0\}$, see Figure 8.2.


Figure 8.2: Analytic continuation from $\Omega_{0}^{\prime}$ to $\Omega_{1}$

Lemma 8.3. If $\operatorname{Re}(\lambda-\nu)>0$, then $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}} \in \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ and defines a nonzero $G^{\prime}$-intertwining operator $I(\lambda) \rightarrow J(\nu)$, to be denoted by the same symbol $\widetilde{\mathbb{A}}_{\lambda, \nu}$. Then $\widetilde{\mathbb{A}}_{\lambda, \nu}$ depends holomorphically on $(\lambda, \nu)$ in the domain $\Omega_{1}$.

Proof. By Lemma 8.2, $K_{\lambda, \nu}^{\mathbb{A}}=K_{\lambda, \nu}^{+}+K_{\lambda, \nu}^{-}$is a distribution on $\mathbb{R}^{n}$ that depends meromorphically on $\Omega_{1}$. On the other hand, Proposition 7.3 shows that $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is nowhere vanishing and that $\widetilde{\mathbb{A}}_{\lambda, \nu}(\varphi)$ does not have a pole for any $K$-finite vector $\varphi \in I(\lambda)_{K}$ in the domain $\operatorname{Re}(\lambda-\nu)>0$. Now Lemma 8.3 follows from Proposition 3.19.

### 8.2 Functional equations

Let $\widetilde{\mathbb{T}}_{m-\nu}: J(m-\nu) \rightarrow J(\nu)$ be the Knapp-Stein intertwining operator for $G^{\prime}$, and $\widetilde{\mathbb{T}}_{\lambda}: I(\lambda) \rightarrow I(n-\lambda)$ for $G$ with $m=n-1$. The second step of the proof of Theorem 8.1 is to prove the following functional equations (see Theorem 8.5 below):

$$
\begin{align*}
& \widetilde{\mathbb{T}}_{m-\nu} \circ \widetilde{\mathbb{A}}_{\lambda, m-\nu}=\frac{\pi^{\frac{m}{2}}}{\Gamma(m-\nu)} \widetilde{\mathbb{A}}_{\lambda, \nu} .  \tag{8.7}\\
& \widetilde{\mathbb{A}}_{n-\lambda, \nu} \circ \widetilde{\mathbb{T}}_{\lambda}=\frac{\pi^{\frac{n}{2}}}{\Gamma(n-\lambda)} \widetilde{\mathbb{A}}_{\lambda, \nu} . \tag{8.8}
\end{align*}
$$

We begin with
Lemma 8.4. 1) The identity (8.7) holds in the domain $\Omega_{0}=\Omega_{1} \cap D_{n-1}^{+}$(see (7.3)).
2) The identity (8.8) holds in the domain

$$
\begin{equation*}
\Omega_{2}:=\Omega_{1} \cap D_{n}^{-} . \tag{8.9}
\end{equation*}
$$

Proof. Since the (renormalized) Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{m-\nu}$ depends holomorphically on $\nu \in \mathbb{C}$, the composition

$$
\widetilde{\mathbb{T}}_{m-\nu} \circ \widetilde{\mathbb{A}}_{\lambda, m-\nu}: I(\lambda) \rightarrow J(m-\nu) \rightarrow J(\nu)
$$

is a continuous $G^{\prime}$-homomorphism that depends holomorphically on $(\lambda, \nu)$ by Lemma 8.3 if $\operatorname{Re}(\lambda-(m-\nu))>0$, namely, if $(\lambda, \nu) \in D_{n-1}^{+}$. Thus $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and $\widetilde{\mathbb{T}}_{m-\nu} \circ \widetilde{\mathbb{A}}_{\lambda, m-\nu}$ are in $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ if $(\lambda, \nu) \in \Omega_{0}$.

We recall from Lemma 8.3 that $\widetilde{\mathbb{A}}_{\lambda, \nu} \neq 0$ if $\operatorname{Re}(\lambda-\nu)>0$ and from Proposition 6.8 that $\operatorname{dim} \operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu)) \leq 1$ if $(\lambda, \nu) \in \Omega_{0}\left(\subset \mathbb{C}^{2}-/ /\right)$. Therefore there exists $b(\lambda, \nu) \in \mathbb{C}$ such that

$$
\widetilde{\mathbb{T}}_{m-\nu} \circ \widetilde{\mathbb{A}}_{\lambda, m-\nu}=b(\lambda, \nu) \widetilde{\mathbb{A}}_{\lambda, \nu}
$$

for $(\lambda, \nu) \in \Omega_{0}$. Applying these operators to the trivial one-dimensional $K$-type $\mathbf{1}_{\lambda} \in I(\lambda)_{K}$, we get from Proposition 7.4 and Proposition 4.6

$$
\frac{\pi^{\frac{m}{2}}}{\Gamma(m-\nu)} \frac{\pi^{\frac{m}{2}}}{2^{\lambda-1} \Gamma(\lambda)} \mathbf{1}_{\nu}=b(\lambda, \nu) \frac{\pi^{\frac{m}{2}}}{2^{\lambda-1} \Gamma(\lambda)} \mathbf{1}_{\nu}
$$

and therefore $b(\lambda, \nu)=\frac{\pi^{\frac{m}{2}}}{\Gamma(m-\nu)}$. Thus we have proved (8.7) in the domain $\Omega_{0}=\Omega_{1} \cap D_{n-1}^{+}$.

Similarly the composition

$$
\widetilde{\mathbb{A}}_{n-\lambda, \nu} \circ \widetilde{\mathbb{T}}_{\lambda}: I(\lambda) \rightarrow I(n-\lambda) \rightarrow J(\nu)
$$

is a continuous $G^{\prime}$-homomorphism if $\operatorname{Re}((n-\lambda)-\nu)>0$, namely, if $(\lambda, \nu) \in$ $D_{n}^{-}$. Therefore there exists $c(\lambda, \nu) \in \mathbb{C}$ such that

$$
\widetilde{\mathbb{A}}_{n-\lambda, \nu} \circ \widetilde{\mathbb{T}}_{\lambda}=c(\lambda, \nu) \widetilde{\mathbb{A}}_{\lambda, \nu}
$$

if $\operatorname{Re}(\lambda-\nu)>0$ and $\operatorname{Re}(\lambda+\nu)<n$. Applying these operators to $\mathbf{1}_{\lambda}$, we get

$$
\frac{\pi^{\frac{n-1}{2}}}{\Gamma(n-\lambda)} \frac{\pi^{\frac{n}{2}}}{\Gamma(\lambda)} \mathbf{1}_{\nu}=c(\lambda, \nu) \frac{\pi^{\frac{n-1}{2}}}{\Gamma(\lambda)} \mathbf{1}_{\nu}
$$

whence $c(\lambda, \nu)=\frac{\pi^{\frac{n}{2}}}{\Gamma(n-\lambda)}$. Thus we have proved (8.8) in the domain $\Omega_{2}=$ $\Omega_{1} \cap D_{n}^{-}$.

Now we are ready to complete the proof of Theorem 8.1.
Proof of Theorem 8.1. In order to extend $K_{\lambda, \nu}^{\mathbb{A}}$ meromorphically, it is sufficient to prove it for $K_{\lambda, \nu}^{\mathbb{A}} \mid \mathbb{R}^{n}$ by Proposition 3.18. Then it follows from Lemma 8.2 that $K_{\lambda, \nu}^{\mathbb{A}}$ extends meromorphically from $\Omega_{0}$ to $\Omega_{1}$ as distributions on $\mathbb{R}^{n}$. In turn, $K_{\lambda, \nu}^{\mathbb{A}}$ extends meromorphically to the domain $\Omega_{1} \cup D_{n-1}^{+}$as a distribution on $\mathbb{R}^{n}$ by Lemma 8.4 (1), and it extends meromorphically to the domain $\Omega_{1} \cup D_{n}^{-}$as a distribution on $\mathbb{R}^{n}$ by Lemma 8.4 (2). Hence $K_{\lambda, \nu}^{\mathbb{A}}$ extends meromorphically to $\mathbb{C}^{2}$.

Now, by Theorem 8.1, Lemma 8.4 can be strengthened as follows:
Theorem 8.5. The functional equations (8.7) and (8.8) hold for entire $(\lambda, \nu) \in$ $\mathbb{C}^{2}$, namely,

$$
\begin{array}{ll}
\widetilde{\mathbb{T}}_{m-\nu} \circ \widetilde{\mathbb{A}}_{\lambda, m-\nu}=\frac{\pi^{\frac{m}{2}}}{\Gamma(m-\nu)} \widetilde{\mathbb{A}}_{\lambda, \nu} & \text { for }(\lambda, \nu) \in \mathbb{C}^{2} \\
\widetilde{\mathbb{A}}_{n-\lambda, \nu} \circ \widetilde{\mathbb{T}}_{\lambda}=\frac{\pi^{\frac{n}{2}}}{\Gamma(n-\lambda)} \widetilde{\mathbb{A}}_{\lambda, \nu} & \text { for }(\lambda, \nu) \in \mathbb{C}^{2} \tag{8.11}
\end{array}
$$

### 8.3 Support of $\widetilde{K}_{\lambda, \nu}^{\mathrm{A}}$

We determine the support of the distribution kernel $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}$ when it is nonzero, equivalently, by Theorem8.1 (2), namely, when $(\lambda, \nu) \notin L_{\text {even }}$.
Proposition 8.6. Suppose $(\lambda, \nu) \notin L_{\text {even }}$, equivalently, $\widetilde{\mathbb{A}}_{\lambda, \nu} \neq 0$. Then

$$
\text { Supp } \widetilde{K}_{\lambda, \nu}^{\mathbb{A}}= \begin{cases}S^{n-1} & \text { if }(\lambda, \nu) \in \backslash \backslash-\mathbb{X} \\ \left.\left\{p_{+}\right]\right\} & \text {if }(\lambda, \nu) \in / /-L_{\text {even }}, \\ G / P & \text { otherwise. }\end{cases}
$$

Proof. We recall from (7.2) that as a distribution on $\mathbb{R}^{n}-\{0\}$,

$$
\left.K_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right)\right|_{\mathbb{R}^{n}-\{0\}}=r^{\lambda-\nu-1}\left|\omega_{n}\right|^{\lambda+\nu-n}
$$

in the polar coordinates $\left(x, x_{n}\right)=r \omega$. Since the function

$$
\omega_{n}: S^{n-1} \rightarrow \mathbb{R}, \quad \omega=\left(\omega_{1}, \cdots, \omega_{n}\right) \mapsto \omega_{n}
$$

is regular at $\omega_{n}=0$, the distribution $\left|\omega_{n}\right|^{\lambda+\nu-n}$ on $S^{n-1}$ has a simple pole at $\lambda+\nu=n-1, n-3, \ldots$, and the support of its residue is equal to $S^{n-1}=\left\{\omega_{n}=0\right\}$. In light of Remark 7.2, we have thus

$$
\begin{array}{lr}
\operatorname{Supp}\left(\widetilde{K}_{\lambda, \nu}^{\mathbb{A}} \mid \mathbb{R}^{n}-\{0\}\right)=\mathbb{R}^{n-1}-\{0\} & \text { if }(\lambda, \nu) \in \backslash \backslash-\mathbb{X} \\
\operatorname{Supp}\left(\widetilde{K}_{\lambda, \nu}^{\mathbb{A}} \mid \mathbb{R}^{n}-\{0\}\right)=\emptyset & \text { if }(\lambda, \nu) \in / /-\mathbb{X} .
\end{array}
$$

For $(\lambda, \nu) \in \mathbb{X}, \Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)$ has a pole of order two, and therefore $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}| |_{\mathbb{R}^{n}-\{0\}}=0$. Hence

$$
\operatorname{Supp}\left(\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}| |_{\mathbb{R}^{n}-\{0\}}\right)=\emptyset \quad \text { if }(\lambda, \nu) \in \mathbb{X}
$$

Now we get Proposition 8.6 by Lemma 6.1 .

### 8.4 Renormalization $\tilde{\tilde{A}}_{\lambda, \nu}$ for $\nu \in-\mathbb{N}$

We have seen in Theorem 8.1(2) that the distribution $\widetilde{\mathbb{A}}_{\lambda, \nu}$ with holomorphic parameter $(\lambda, \nu)$ vanishes in the discrete subset of $\mathbb{C}^{2}$, i.e., if $(\lambda, \nu) \in L_{\text {even }}$. In this section we renormalize $\widetilde{\mathbb{A}}_{\lambda, \nu}$ as a function of a single variable $\lambda$ by fixing $\nu \in-\mathbb{N}$ in order to obtain nonzero symmetry breaking operators.

Suppose $\nu \in-\mathbb{N}$. Then the factor $\left(\xi_{n+1}-\xi_{0}\right)^{-\nu}$ of the distribution kernel $k_{\lambda, \nu}^{\mathbb{A}}(\xi)$ in (7.4) is a polynomial, and thus the distribution kernel $k_{\lambda, \nu}^{\mathbb{A}}$ has a better regularity.

Proposition 8.7. Suppose $\nu \in-\mathbb{N}$. Then

$$
\begin{equation*}
\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right):=\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)} K_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right)=\Gamma\left(\frac{\lambda-\nu}{2}\right) \widetilde{K}_{\lambda, \nu}^{\mathbb{A}}\left(x, x_{n}\right) \tag{8.12}
\end{equation*}
$$

extends to a distribution on $K / M \simeq G / P$ which depends holomorphically in $\lambda$ in the whole complex plane. Then there exists a nonzero $G^{\prime}$-intertwining operator

$$
\begin{equation*}
\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu), \tag{8.13}
\end{equation*}
$$

whose distribution kernel is $\tilde{\tilde{K}}_{\lambda, \nu}^{\mathrm{A}}$. Further,

$$
\begin{equation*}
\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{\pi^{\frac{n-1}{2}} \Gamma\left(\frac{\lambda-\nu}{2}\right)}{\Gamma(\lambda)} \mathbf{1}_{\nu} . \tag{8.14}
\end{equation*}
$$

Remark 8.8. For a fixed $\nu \in-\mathbb{N},(\lambda, \nu) \in L_{\text {even }}$ if and only if $\lambda$ is a (simple) pole of $\Gamma\left(\frac{\lambda-\nu}{2}\right)$. In this case, the formula (8.14) amounts to

$$
\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{\pi^{\frac{n-1}{2}}(-\lambda)!(-1)^{\lambda+l}}{l!} \mathbf{1}_{\nu}
$$

where $l \in \mathbb{N}$ is defined by the relation $\nu-\lambda=2 l$.
Proof of Proposition 8.7. In the coordinates $\eta=\left(\eta_{0}, \ldots, \eta_{n}\right) \in S^{n}$,

$$
\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)}\left|\eta_{n}\right|^{\lambda+\nu-n}
$$

is a nonzero distribution on $S^{n}$ which is holomorphic in $\lambda$ in the whole complex plane because $\eta_{n}: S^{n} \rightarrow \mathbb{R}$ is regular at $\eta_{n}=0$. On the other hand, since $\nu \in-\mathbb{N},\left(1-\eta_{0}\right)^{-\nu}$ is a polynomial in $\eta_{0}$,

$$
\frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)}\left|\eta_{n}\right|^{\lambda+\nu-n}\left(1-\eta_{0}\right)^{-\nu}
$$

is well-defined and gives a distribution on $S^{n} \simeq G / P$ with holomorphic parameter $\lambda \in \mathbb{C}$. Moreover it is nonzero for any $\lambda$ in any neighbourhood of $\eta$ with $\eta_{0} \neq 1$ and $\eta_{n}=0$. Now Proposition 8.7 follows from (7.6).

The following proposition shows that the renormalized symmetry breaking operator $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ is generically regular in the sense of Definition 3.3.

Proposition 8.9 (Support of $\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{A}}$ ). Suppose $\nu \in-\mathbb{N}$. Then the distribution kernel $\tilde{\tilde{K}}_{\lambda, \nu}^{\mathrm{A}}$ of the symmetry breaking operator $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ has the following support:

$$
\text { Supp } \tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{A}}= \begin{cases}G / P & \text { if }(\lambda, \nu) \notin \backslash \backslash \\ S^{n-1} & \text { if }(\lambda, \nu) \in \backslash \backslash\end{cases}
$$

Proof. As a distribution on $G / P$, we have

$$
\text { Supp } \frac{1}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)}\left|\eta_{n}\right|^{\lambda+\nu-n}= \begin{cases}G / P & \text { if }(\lambda, \nu) \notin \backslash \\ S^{n-1} & \text { if }(\lambda, \nu) \in \backslash \backslash\end{cases}
$$

The multiplication of $\left(1-\eta_{0}\right)^{-\nu} \in C^{\infty}\left(S^{n}\right)$ is well-defined, and does not affect the support because the equation $1-\eta_{0}=0$ holds only if $\eta=(1,0, \ldots, 0) \in$ $S^{n}$. Thus we proved the Proposition.

## 9 Singular symmetry breaking operator $\widetilde{\mathbb{B}}_{\lambda, \nu}$

We have seen in Lemma 6.7 that singular symmetry breaking operators exist only if $(\lambda, \nu) \in \backslash \backslash$. In this chapter we construct a family of singular symmetry breaking operators

$$
\begin{equation*}
\widetilde{\mathbb{B}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu) \quad \text { for } \quad(\lambda, \nu) \in \backslash \backslash \tag{9.1}
\end{equation*}
$$

by giving an explicit formula of the distribution kernel, see (9.6). The operator $\widetilde{\mathbb{B}}_{\lambda, \nu}$ depends holomorphically on $\lambda \in \mathbb{C}$ (or on $\nu \in \mathbb{C}$ ) under the constraints that $(\lambda, \nu) \in \backslash \backslash$. We find a necessary and sufficient condition that $\widetilde{\mathbb{B}}_{\lambda, \nu} \neq 0$. Other singular symmetry breaking operators are only the differential operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ that will be discussed in the next chapter.

The classification of singular symmetry breaking operators will be given in Proposition 11.14

### 9.1 Singular symmetry breaking operator $\widetilde{\mathbb{B}}_{\lambda, \nu}$

For $(\lambda, \nu) \in \backslash \backslash$, we define $k \in \mathbb{N}$ by the relation

$$
\begin{equation*}
\lambda+\nu=n-1-2 k . \tag{9.2}
\end{equation*}
$$

In what follows, we shall fix $k \in \mathbb{N}$ and discuss the meromorphic continuation by varying $\nu \in \mathbb{C}$ (or $\lambda \in \mathbb{C})$ under the constraints (9.2).

For $\xi=\left(\xi_{0}, \ldots, \xi_{n+1}\right) \in \Xi$, we set

$$
k_{\lambda, \nu}^{\mathbb{B}}(\xi):=2^{2 k+1+\nu} \delta^{(2 k)}\left(\xi_{n}\right)\left(\xi_{n+1}-\xi_{0}\right)^{-\nu} .
$$

Then $k_{\lambda, \nu}^{\mathbb{B}}(\xi)$ is a distribution on $\Xi$, when $\operatorname{Re} \nu \ll 0$. Further $k_{\lambda, \nu}^{\mathbb{B}}(\xi) \in$ $\mathcal{D}_{\lambda-n}^{\prime}(\Xi) \simeq I(n-\lambda)^{-\infty}$ and, as in (7.7), it satisfies a $P^{\prime}$-covariance

$$
\begin{equation*}
k_{\lambda, \nu}^{\mathbb{B}}\left(m e^{-t H} n \xi\right)=e^{\nu t} k_{\lambda, \nu}^{\mathbb{B}}(\xi) \tag{9.3}
\end{equation*}
$$

for any $m e^{-t H} n \in M^{\prime} A N_{+}^{\prime}=P^{\prime}$. By (9.10) we have:

$$
\begin{align*}
\iota_{N}^{*} k_{\lambda, \nu}^{\mathbb{P}} & =\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right)  \tag{9.4}\\
\left(\iota_{K}^{*} k_{\lambda, \nu}^{\mathbb{B}}\right)(\eta) & =2^{2 k+1+\nu} \delta^{(2 k)}\left(\eta_{n}\right)\left(1-\eta_{0}\right)^{-\nu} \tag{9.5}
\end{align*}
$$

In order to give the meromorphic continuation of the distribution kernel, which is initially holomorphic when $\operatorname{Re} \nu \ll 0$, we normalize (9.4) as

$$
\begin{align*}
\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}\left(x, x_{n}\right): & : \frac{1}{\Gamma\left(\frac{\lambda-\nu}{2}\right)}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right)  \tag{9.6}\\
& =\frac{1}{\Gamma\left(\frac{n-1}{2}-\nu-k\right)}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right) .
\end{align*}
$$

The main properties of $\widetilde{\mathbb{B}}_{\lambda, \nu}$ are summarized as follows.
Theorem 9.1. Suppose $(\lambda, \nu) \in \backslash \backslash$.

1) For $(\lambda, \nu) \in \backslash \backslash$ with $\operatorname{Re}(\lambda-\nu)>0, \widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$ is well-defined as a distribution on $\mathbb{R}^{n}$, and satisfies:

$$
\begin{equation*}
\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}\left(x, x_{n}\right)=\frac{1}{\Gamma\left(\frac{n-1}{2}-\nu-k\right)} \sum_{i=0}^{k} \frac{(-1)^{i}(2 k)!(\nu)_{i}}{(2 k-2 i)!i!}|x|^{-2 \nu-2 i} \delta^{(2 k-2 i)}\left(x_{n}\right) . \tag{9.7}
\end{equation*}
$$

2) Fix $k \in \mathbb{N}$. Then $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$ extends to a distribution on $\mathbb{R}^{n}$ that depends holomorphically on $\nu$ in the entire plane $\mathbb{C}$ (or $\lambda \in \mathbb{C}$ ).
3) $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}} \in \mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ (see (6.8) for the definition) for all $(\lambda, \nu) \in \backslash$, and induces a continuous $G^{\prime}$-intertwining operator

$$
\widetilde{\mathbb{B}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu) .
$$

4) $\widetilde{\mathbb{B}}_{\lambda, \nu}=0$ if and only if $n$ is odd and $(\lambda, \nu) \in L_{\text {even }}$.

For the proof of Theorem 9.1, we use:

## Lemma 9.2.

1) For $\operatorname{Re} \nu \ll 0$,

$$
\left.\left(\frac{\partial}{\partial x_{n}}\right)^{i}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu}\right|_{x_{n}=0}= \begin{cases}0 & \text { if } i=2 j+1, \\ \frac{(-1)^{j}(2 j)!\Gamma(\nu+j)}{j!\Gamma(\nu)}|x|^{-2 \nu-2 j} & \text { if } i=2 j .\end{cases}
$$

2) Suppose $\operatorname{Re} \nu<\frac{n-1}{2}-N$. Then $|x|^{-2 \nu-2 j} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n-1}\right)$ for all $0 \leq j \leq\left[\frac{N}{2}\right]$, and we have the following identity of distributions on $\mathbb{R}^{n}$ :

$$
\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(N)}\left(x_{n}\right)=\sum_{j=0}^{\left[\frac{N}{2}\right]} \frac{(-1)^{j} N!\Gamma(\nu+j)}{(N-2 j)!j!\Gamma(\nu)}|x|^{-2 \nu-2 j} \delta^{(N-2 j)}\left(x_{n}\right) .
$$

Proof. 1) The expansion

$$
\left(A+y^{2}\right)^{\mu}=\sum_{i=0}^{\infty} \frac{\Gamma(\mu+1)}{i!\Gamma(\mu+1-i)} A^{\mu-i} y^{2 i}
$$

implies

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial y}\right)^{2 i}\left(A+y^{2}\right)^{\mu}\right|_{y=0}=\frac{(2 i)!\Gamma(\mu+1)}{i!\Gamma(\mu+1-i)} A^{\mu-i} \tag{9.8}
\end{equation*}
$$

Now the statement is clear.
2) For a test function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
& \left.\left(\frac{\partial}{\partial x_{n}}\right)^{N}\right|_{x_{n}=0}\left(\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \varphi\left(x, x_{n}\right)\right) \\
& =\left.\sum_{i=0}^{N}\binom{N}{i}\left(\left(\frac{\partial}{\partial x_{n}}\right)^{i}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu}\right)\left(\left(\frac{\partial}{\partial x_{n}}\right)^{N-i} \varphi\left(x, x_{n}\right)\right)\right|_{x_{n}=0} .
\end{aligned}
$$

Substituting the formula of (1) into the right-hand side, we get (2).

## 9.2 $K$-finite vectors and singular operators $\widetilde{\mathbb{B}}_{\lambda, \nu}$

Proposition 9.3. Suppose $(\lambda, \nu) \in \backslash \backslash$. We define $k \in \mathbb{N}$ by the relation (9.2). Then $\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}, F\right\rangle=(-1)^{k} 2^{k}(2 k-1)!!\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}, F\right\rangle$ for any $F \in I(\lambda)_{K}$.

We give a proof of Proposition 0.3 in parallel to the argument of Chapter 7. A new ingredient is the following:

Lemma 9.4. Suppose $(\lambda, \nu) \in \backslash \backslash$.

1) If $N$ is odd or $\psi \perp \mathcal{H}^{N}\left(S^{n-1}\right)^{O(n-1)}$, then

$$
\int_{S^{n-1}} \psi(\omega) \delta^{(2 k)}\left(\omega_{n}\right)=0
$$

2) If $N$ is even, then

$$
\int_{S^{n-1}} \widetilde{C}_{N}^{\frac{n}{n}-1}\left(\omega_{n}\right) \delta^{(2 k)}\left(\omega_{n}\right)=(-1)^{k} 2^{k}(2 k-1)!\frac{d_{n, N}(\lambda, \nu) g(\lambda, \nu)}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)} .
$$

Proof. In light of the residue formula

$$
\left.\frac{1}{\Gamma\left(\frac{\mu+1}{2}\right)}|t|^{\mu}\right|_{\mu=-1-2 k}=\frac{(-1)^{k}}{2^{k}(2 k-1)!!} \delta^{(2 k)}(t) \quad \text { in } \mathcal{D}^{\prime}(\mathbb{R})
$$

the statements follow from Lemma 7.6,
Owing to Lemma 9.4, the following lemma is derived as in Lemma 7.7 ,
Lemma 9.5. Let $(\lambda, \nu) \in \backslash \backslash$. Let $k \in \mathbb{N}$ be as in (9.2).

1) Suppose $N \in \mathbb{N}, \psi \in \mathcal{H}^{N}\left(S^{n-1}\right)$, and $h \in \mathbb{C}[s]$. Then we have:

$$
\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}, F_{\lambda}[\psi, h]\right\rangle=0 \quad \text { if } N \text { is odd or } \psi \perp \mathcal{H}^{N}\left(S^{n-1}\right)
$$

2) If $N \in 2 \mathbb{N}$, then

$$
\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}, F_{\lambda}\left[\widetilde{C}_{N}^{\frac{n}{2}-1}\left(\omega_{n}\right), h\right]\right\rangle=c P_{\frac{\lambda-\nu+N}{2}}, \frac{\lambda+\nu+N}{2}(h) \prod_{j=0}^{\frac{N}{2}-1}\left(\frac{\lambda-\nu}{2}+j\right)\left(\frac{\lambda+\nu-n}{2}-j\right),
$$

where the non-zero constant $c$ is given by

$$
(-1)^{k} 2^{k}(2 k-1)!!\frac{2^{3-\lambda-n} \pi^{\frac{n}{2}} \Gamma(n+N-1)}{\Gamma\left(\frac{n-1}{2}\right) \Gamma(N+1)}
$$

Proof of Proposition 9.3. Clear from the comparison of Lemma 7.7 and Lemma 9.5 .

As a special case of Proposition 9.3 , we obtain
Proposition 9.6. For $(\lambda, \nu) \in \backslash \backslash$, we set $k \in \mathbb{N}$ by $\lambda+\nu=n-1-2 k$. Then we have

$$
\begin{equation*}
\widetilde{\mathbb{B}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{(-1)^{k} 2^{k} \pi^{\frac{n-1}{2}}(2 k-1)!!}{\Gamma(\lambda)} \mathbf{1}_{\nu} \tag{9.9}
\end{equation*}
$$

Proof. We recall from Proposition 7.4 that

$$
\widetilde{\mathbb{A}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(\lambda)} \mathbf{1}_{\nu}
$$

Now the statement is immediate from Proposition 9.3 ,
As another consequence of Proposition 9.3, we have
Proposition 9.7. $\left\langle\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}, F\right\rangle=0$ for any $F \in I(\lambda)_{K}$ if and only if $(\lambda, \nu) \in$ $L_{\text {even }}$.

Proof. The proof is the same as that of Proposition 7.3 ,

### 9.3 Proof of Theorem 9.1

Proof of Theorem 9.1. 1) Let $k$ be defined as in (9.2). Then $|x|^{-2 \nu-2 i} \in$ $L_{\text {loc }}^{1}\left(\mathbb{R}^{n-1}\right)$ for all $0 \leq i \leq k$ if and only if $\operatorname{Re}(\lambda-\nu)>0$. By Lemma 9.2 we get the expansion formula (9.7), which shows that $\widetilde{K}_{n-1-2 k-\nu, \nu}^{\mathbb{B}}$ extends to a distribution on $\mathbb{R}^{n}$ depending holomorphically on $\nu$ in the domain $\{\nu \in \mathbb{C}$ : $\left.\operatorname{Re} \nu<\frac{n-1}{2}-k\right\}$.
2) By the expression (9.7), the assertion is clear.
3) It is easy to see $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}} \in \mathcal{S}$ ol $\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ for $\operatorname{Re} \nu \ll 0$. Since $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$ extends holomorphically to $(\lambda, \nu) \in \ \backslash$ as a distribution on $\mathbb{R}^{n}$, the third statement follows from Proposition 3.18,
4) Clear from Proposition 9.7,

### 9.4 Support of the distribution kernel of $\widetilde{\mathbb{B}}_{\lambda, \nu}$

We have seen in Theorem 9.1 that $\widetilde{\mathbb{B}}_{\lambda, \nu} \neq 0$ if and only if $(\lambda, \nu) \in \backslash \backslash-L_{\text {even }}$. In this section, we find the support of the distribution kernel of $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$.
Proposition 9.8. Assume

$$
(\lambda, \nu) \in \backslash \backslash-L_{\text {even }}= \begin{cases}\backslash \backslash-L_{\text {even }} & (n: \text { odd }) \\ \backslash \backslash & (n: \text { even }) .\end{cases}
$$

Then the kernel of the non-zero singular symmetry breaking operator $\widetilde{\mathbb{B}}_{\lambda, \nu}$ has the following support:

$$
\text { Supp } \widetilde{K}_{\lambda, \nu}^{\mathbb{B}}= \begin{cases}\left\{\left[p_{+}\right]\right\} & \text {if }(\lambda, \nu) \in \mathbb{X}-L_{\text {even }} \\ S^{n-1} & \text { if }(\lambda, \nu) \in \backslash \backslash-\mathbb{X}\end{cases}
$$

Proof. Suppose $(\lambda, \nu) \in \backslash \backslash-L_{\text {even }}$. By Lemma 6.1 and the definition (9.6) of $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$, Supp $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$ is either $\left\{\left[p_{+}\right]\right\}$or $S^{n-1}$. Since $|x|^{2}+x_{n}^{2}$ is non-zero on $\mathbb{R}^{n}-\{0\},\left(|x|^{2}+x_{n}^{2}\right)^{-\nu}$ is a nowhere vanishing smooth function on $\mathbb{R}^{n}-\{0\}$. Therefore, the restriction of $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$ to the open set $\mathbb{R}^{n}-\{0\}$ vanishes if and only if $\Gamma\left(\frac{\lambda-\nu}{2}\right)=\infty$, namely, $(\lambda, \nu) \in / /$. Thus Proposition is proved.

### 9.5 Renormalization $\tilde{\mathbb{B}}_{\lambda, \nu}$ for $(\lambda, \nu) \in L_{\text {even }}$ with $n$ odd

For $n$ odd, the singular symmetry breaking operator $\widetilde{\mathbb{B}}_{\lambda, \nu}$ vanishes when $(\lambda, \nu) \in L_{\text {even }}$, see Theorem 9.1. As we renormalized the (generically) regular symmetry breaking operator $\widetilde{\mathbb{A}}_{\lambda, \nu}$ for $\nu \in-\mathbb{N}$ in Section 8.4, we will renormalize $\widetilde{\mathbb{B}}_{\lambda, \nu}$ for $\nu \in-\mathbb{N}$ as follows. For $(\lambda, \nu) \in L_{\text {even }}$ with $n$ odd, we define $k \in \mathbb{N}$ by $\lambda+\nu=n-1-2 k$ and set

$$
\begin{align*}
\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}\left(x, x_{n}\right) & :=\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right) \\
& =\sum_{i=0}^{k} \frac{(-1)^{i}(2 k)!(\nu)_{i}}{(2 k-2 i)!i!}|x|^{-2 \nu-2 i} \delta^{(2 k-2 i)}\left(x_{n}\right), \tag{9.10}
\end{align*}
$$

see (9.7) for $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}$. Then $\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}} \in \mathcal{S}$ ol $\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ and we have a $G^{\prime}$-intertwining operator

$$
\begin{equation*}
\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\lambda) \tag{9.11}
\end{equation*}
$$

with $\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}$ its distribution kernel. Since $L_{\text {even }}$ is a discrete set in $\mathbb{C}^{2}$, there is no continuous parameter for $\tilde{\mathbb{B}}_{\lambda, \nu}$. We note that $L_{\text {even }} \subset \mathbb{X}$ for $n$ odd. We shall prove in Theorem 12.2 (4) that $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$ is a scalar multiple of $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ for any $(\lambda, \nu) \in L_{\text {even }}$ if $n$ is odd. The following proposition is clear from (9.10).
Proposition 9.9. Suppose $n$ is odd and $(\lambda, \nu) \in L_{\text {even }}$. Then $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu} \neq 0$ and

$$
\text { Supp } \tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}=S^{n-1}
$$

## 10 Differential symmetry breaking operators

In this chapter we give a brief review on differential symmetry breaking operators. Nontrivial such operators from $I(\lambda)$ to $J(\nu)$ exist if and only if $\nu-\lambda \in / /$, and explicit formulae of all such operators were recently found in [13, 24. The new ingredient is Proposition 10.7, which gives an explicit action of the normalized differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ on the spherical vectors. In Chapter 12, we shall see that these differential symmetry breaking operators arise as the residues of the (generically) regular symmetry breaking operators $\mathbb{A}_{\lambda, \nu}$ except for the discrete set $L_{\text {even }}$ (Theorem [12.2).

### 10.1 Power of the Laplacian

We begin with the classical results on conformally covariant differential operators acting on line bundles on the sphere ( " $G=G^{\prime}=O(n+1,1)$ case" in the general setting of Chapter (3).

Let $\mathfrak{g}_{\mathbb{C}}$ be the complexified Lie algebra of $\mathfrak{g}=\mathfrak{o}(n+1,1)$, and $\mathfrak{p}_{\mathbb{C}}=$ $\mathfrak{m}_{\mathbb{C}}+\mathfrak{a}_{\mathbb{C}}+\left(\mathfrak{n}_{+}\right)_{\mathbb{C}}$ the complexification of the Levi decomposition of the minimal parabolic subalgebra $\mathfrak{p}=\mathfrak{m}+\mathfrak{a}+\mathfrak{n}_{+}$(see (2.9)). We note that $\mathfrak{p}_{\mathbb{C}}$ is a maximal parabolic subalgebra of $\mathfrak{g}_{\mathbb{C}} \simeq \mathfrak{o}(n+2, \mathbb{C})$. Let $H$ be the generator of $\mathfrak{a}$ defined in (2.4) and denote by $\mathbb{C}_{\lambda}$ the $\mathfrak{p}_{\mathbb{C}}$-module given by

$$
\mathfrak{p}_{\mathbb{C}} \rightarrow \mathfrak{p}_{\mathbb{C}} /\left(\mathfrak{m}_{\mathbb{C}}+\mathfrak{n}_{\mathbb{C}}^{+}\right) \simeq \mathfrak{a}_{\mathbb{C}}=\mathbb{C} H \rightarrow \mathbb{C}, \quad t H \mapsto t \lambda
$$

We define a generalized Verma module by

$$
\operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}}^{\mathfrak{g}_{C}}(\lambda) \equiv \operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}}^{\mathfrak{g} \mathbb{C}}\left(\mathbb{C}_{\lambda}\right):=U\left(\mathfrak{g}_{\mathbb{C}}\right) \otimes_{U\left(\mathfrak{p}_{\mathbb{C}}\right)} \mathbb{C}_{\lambda} .
$$

Then the following result holds (e.g. [2, ):

Lemma 10.1. Let $n \geq 2$. Let $G=O(n+1,1)$ with $n \geq 2$. Then the following three conditions on $(\lambda, \nu) \in \mathbb{C}^{2}$ are equivalent:
(i) $\operatorname{Hom}_{\mathfrak{g}}\left(\operatorname{ind}_{\mathfrak{p}_{\mathfrak{c}}}^{\mathfrak{g c}}(-\nu), \operatorname{ind}_{\mathfrak{p}_{\mathfrak{c}}}^{\mathfrak{g}}(-\lambda)\right) \neq 0$.
(ii) $\operatorname{Hom}_{\mathfrak{g}, P}\left(\operatorname{ind}_{\mathfrak{p}_{\mathrm{c}}}^{g_{\mathrm{c}}}(-\nu), \operatorname{ind}_{\mathfrak{p}_{\mathrm{c}}}^{\mathfrak{g c}}(-\lambda)\right) \neq 0$.
(iii) $(\lambda, \nu)=\left(\frac{n}{2}-l, \frac{n}{2}+l\right)$ for some $l=0,1,2, \cdots$.

In this case, the space of homomorphisms in (i) (also in (ii)) is one-dimensional and the resulting $G$-intertwining differential operator ( $G=G^{\prime}$ and $H=H^{\prime}$ case in Fact 3.12) is given as the power of the Laplacian in the noncompact model:

$$
\Delta^{l}: I\left(\frac{n}{2}-l\right) \rightarrow I\left(\frac{n}{2}+l\right) .
$$

Remark 10.2. In the compact model (see Definition 4.1), the $G$-differential intertwining operator for $l=1$ is given by the Yamabe operator in conformal geometry, which is define to be

$$
\Delta_{S^{n}}-\frac{n-2}{4(n-1)} \kappa_{S^{n}}=\Delta_{S^{n}}-\frac{1}{4} n(n-2),
$$

where $\Delta_{S^{n}}$ is the Laplacian and $\kappa_{S^{n}}$ is the scalar curvature of $S^{n}$ with standard metric (e.g. [21, Example 2.2]).
Remark 10.3. As we have seen in Section 4.3 the Knapp-Stein intertwining operator

$$
\widetilde{\mathbb{T}}_{\lambda}: I(\lambda) \rightarrow I(n-\lambda)
$$

is singular in the sense of Definition 3.3 (with $G=G^{\prime}$ ) if and only if $l:=$ $\frac{n}{2}-\lambda \in \mathbb{N}$, and reduces to a scalar multiple of the $l$-th power $\Delta^{l}$ of the Laplacian, see (4.29). Thus any differential $G$-intertwining operator between spherical principal series representations of $G$ is obtained as the residue of the (generically) regular intertwining operators [2]. A similar result does not hold for symmetry breaking operators ( $G \neq G^{\prime}$ case) as we shall see in Remark 12.4 .

### 10.2 Juhl's family of differential operators

For $(\lambda, \nu) \in / /$, we define $l \in \mathbb{N}$ by

$$
\nu-\lambda=2 l .
$$

We recall from (16.2) and (16.3) that $\widetilde{C}_{2 l}^{\mu}(s, t)=\sum_{j=0}^{l} a_{j}(l ; \mu) s^{j} t^{2 l-2 j}$ is a polynomial of $s$ and $t$ built on the Gegenbauer polynomial, and this definition makes sense if $s, t$ are elements in any commutative algebra $R$. In particular, taking $s=-\Delta_{\mathbb{R}^{n-1}}, t=\frac{\partial}{\partial x_{n}}$ in $R=\mathbb{C}\left[\frac{\partial}{\partial x_{1}}, \cdots, \frac{\partial}{\partial x_{n}}\right]$, we obtain a differential operator $C^{\infty}\left(\mathbb{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{n-1}\right)$ by

$$
\begin{align*}
\widetilde{\mathbb{C}}_{\lambda, \nu} & :=\operatorname{rest} \circ \widetilde{C}_{\nu-\lambda}^{\lambda-\frac{n-1}{2}}\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right)  \tag{10.1}\\
& =\operatorname{rest} \circ \sum_{j=0}^{l} a_{j}\left(\frac{\nu-\lambda}{2} ; \lambda-\frac{n-1}{2}\right)\left(-\Delta_{\mathbb{R}^{n-1}}\right)^{j}\left(\frac{\partial}{\partial x_{n}}\right)^{2 l-2 j} \\
& =\operatorname{rest} \circ \sum_{j=0}^{l} \frac{2^{2 l-2 j} \prod_{i=1}^{l-j}\left(\frac{\lambda+\nu-n-1}{2}+i\right)}{j!(2 l-2 j)!} \Delta_{\mathbb{R}^{n-1}}^{j}\left(\frac{\partial}{\partial x_{n}}\right)^{2 l-2 j},
\end{align*}
$$

where rest denotes the restriction to $x_{n}=0$.
Then $\widetilde{\mathbb{C}}_{\lambda, \nu}$ coincides with Juhl's family of conformally covariant differential operators 13$]$, that is, $\widetilde{\mathbb{C}}_{\lambda, \nu}$ induces a $G^{\prime}$-intertwining operator (differential symmetry breaking operator)

$$
\begin{equation*}
\widetilde{\mathbb{C}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu), \tag{10.2}
\end{equation*}
$$

in the noncompact model. See [13, 18, 24 for three different proofs.
It is immediate from the definition (10.1) that the distribution kernel of the differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ is given by

$$
\begin{align*}
\widetilde{K}_{\lambda, \nu}^{\mathbb{C}} & =\sum_{j=0}^{l} \frac{2^{2 l-2 j} \prod_{i=1}^{l-j}\left(\frac{\lambda+\nu-n-1}{2}+i\right)}{j!(2 l-2 j)!}\left(\Delta_{\mathbb{R}^{n-1}}^{j} \delta\left(x_{1}, \cdots, x_{n-1}\right)\right) \delta^{(2 l-2 j)}\left(x_{n}\right) \\
& =\widetilde{C}_{2 l}^{\lambda-\frac{n-1}{2}}\left(-\Delta_{\mathbb{R}^{n-1}}, \frac{\partial}{\partial x_{n}}\right) \delta\left(x_{1}, \cdots, x_{n-1}\right) \delta\left(x_{n}\right) . \tag{10.3}
\end{align*}
$$

The differential operator $\widetilde{\mathbb{C}}_{\lambda, \nu}$ is homogeneous of degree $\nu-\lambda$, Here are examples of low degrees.

$$
\widetilde{\mathbb{C}}_{\lambda, \nu}= \begin{cases}\text { rest } & \text { if } l=0, \\ \text { resto }\left((\lambda+\nu-n+1) \frac{\partial^{2}}{\partial x_{n}^{2}}+\Delta_{\mathbb{R}^{n-1}}\right) & \text { if } l=1, \\ \frac{1}{2} \operatorname{resto}\left(\frac{1}{3}(\lambda+\nu-n+1)(\lambda+\nu-n+3) \frac{\partial^{4}}{\partial x_{n}^{4}}\right. & \\ \left.\quad+2(\lambda+\nu-n+1) \Delta_{\mathbb{R}^{n-1}} \frac{\partial^{2}}{\partial x_{n}^{2}}+\Delta_{\mathbb{R}^{n-1}}^{2}\right) & \text { if } l=2 .\end{cases}
$$

We define a maximal parabolic subalgebra $\mathfrak{p}_{\mathbb{C}}^{\prime}=\mathfrak{m}_{\mathbb{C}}^{\prime}+\mathfrak{a}_{\mathbb{C}}+\left(\mathfrak{n}_{+}^{\prime}\right)_{\mathbb{C}}$ of $\mathfrak{g}_{\mathbb{C}}$ as the complexification of $\mathfrak{p}^{\prime}=\mathfrak{m}^{\prime}+\mathfrak{a}+\left(\mathfrak{n}_{+}^{\prime}\right)$ (see (2.9)), so that $\mathfrak{p}_{\mathbb{C}}^{\prime}=\mathfrak{p}_{\mathbb{C}} \cap \mathfrak{g}_{\mathbb{C}}^{\prime}$.
Fact 10.4 ([13, 24). Suppose $\lambda, \nu \in \mathbb{C}$.

1) The following three conditions are equivalent:
(i) $\quad \operatorname{Hom}_{\mathfrak{g}^{\prime}}\left(\operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}^{\prime}}^{\mathfrak{g}^{\prime}}(-\nu), \operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}}^{\mathfrak{g C}}(-\lambda)\right) \neq 0$.
(ii) $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}^{\prime}}\left(\operatorname{ind}_{\mathfrak{p}_{\mathcal{C}}^{\prime}}^{g_{C}^{\prime}}(-\nu), \operatorname{ind}_{\mathfrak{p}_{\mathfrak{C}}}^{g_{\mathbb{C}}}(-\lambda)\right)=1$.
(iii) $\lambda-\nu=0,-1,-2, \cdots$.
2) The following three conditions are equivalent:
(i) $\operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(\operatorname{inn}_{\mathfrak{p}_{\mathcal{C}}^{\prime}}^{\mathfrak{g}_{c}^{\prime}}(-\nu), \operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}}^{\mathfrak{g}_{\mathbb{C}}}(-\lambda)\right) \neq 0$.
(ii) $\quad \operatorname{dim} \operatorname{Hom}_{\mathfrak{g}^{\prime}, P^{\prime}}\left(\operatorname{ind}_{\mathfrak{p}_{\mathbb{C}}^{\prime}}^{\mathfrak{g}_{\mathcal{C}}^{\prime}}(-\nu), \operatorname{ind}_{\mathfrak{p}_{\mathrm{c}}}^{\mathfrak{g}_{\mathrm{C}}}(-\lambda)\right)=1$.
(iii) $\lambda-\nu=0,-2,-4, \cdots$, namely, $(\lambda, \nu) \in / /$.
3) Assume one of (hence, all of) the equivalent conditions in (1) is satisfied. Then the resulting $\mathfrak{g}$ '-intertwining differential operator $I(\lambda) \rightarrow$ $J(\nu)$ (see Fact 3.12) is homogeneous of degree $\nu-\lambda \in \mathbb{N}$. Further, it induces a $G^{\prime}$-intertwining operator

$$
C_{\lambda, \nu}: I(\lambda) \oplus \chi I(\lambda) \rightarrow J(\nu) \oplus \chi^{\prime} J(\nu),
$$

where $\chi$ and $\chi^{\prime}$ are defined in (2.13). Furthermore, $\mathbb{C} C_{\lambda, \nu}$ transforms under $G^{\prime} / G_{0}^{\prime}$ by the character $\left(\chi^{\prime}\right)^{\nu-\lambda}$.
4) For $\nu-\lambda \in 2 \mathbb{N}, C_{\lambda, \nu}$ is a scalar multiple of $\widetilde{\mathbb{C}}_{\lambda, \nu}$.

Remark 10.5. We shall see in Theorem 12.2 (2) that the differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ are obtained as the residues of the (generically) regular symmetry breaking operators $\mathbb{A}_{\lambda, \nu}$ for $(\lambda, \nu) \in \mathbb{C}^{2}-L_{\text {even }}$, however, $\widetilde{\mathbb{C}}_{\lambda, \nu}$ cannot be obtained as a residue if $(\lambda, \nu) \in L_{\text {even }}$. This phenomenon is reflected by the jump in the dimension of $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ at $(\lambda, \nu) \in L_{\text {even }}$ (see Theorem 11.4 (1)). It should be compared with the classical fact that all conformally covariant differential operators for densities on the standard sphere $S^{n}(=G / P)$ are given by residues of the Knapp-Stein intertwining operators, as we saw in Remark 10.3 ,

### 10.3 The kernel of the differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}$

We recall that $\mathbf{1}_{\lambda}$ is the normalized spherical vector in the principal series representation $I(\lambda)$. Since $\widetilde{\mathbb{C}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu)$ is a $G^{\prime}$-homomorphism, $\widetilde{\mathbb{C}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)$ is a scalar multiple of $\mathbf{1}_{\nu} \in J(\nu)$. In this section we find this scalar explicitly. In particular, we obtain a necessary and sufficient condition on $(\lambda, \nu) \in / /$ such that $\mathbf{1}_{\lambda} \in \operatorname{Ker} \widetilde{\mathbb{C}}_{\lambda, \nu}$. We begin with the following:

Lemma 10.6. For $\left(x, x_{n}\right) \in \mathbb{R}^{n-1} \oplus \mathbb{R}$ and $\lambda \in \mathbb{C}$,

$$
\begin{aligned}
& \left.\Delta_{\mathbb{R}^{n-1}}^{j}\left(\frac{\partial}{\partial x_{n}}\right)^{2 l-2 j}\left(1+|x|^{2}+x_{n}^{2}\right)^{-\lambda}\right|_{x=0, x_{n}=0} \\
= & \frac{2^{2 j}(2 l-2 j)!}{(l-j)!} \frac{\Gamma(-\lambda+1) \Gamma\left(\frac{n-1}{2}+j\right)}{\Gamma(-\lambda-l+1) \Gamma\left(\frac{n-1}{2}\right)} \\
= & \frac{2^{2 j}(2 l-2 j)!}{(l-j)!}(-\lambda-l)_{l}\left(\frac{n-1}{2}\right)_{j} .
\end{aligned}
$$

Here $(x)_{j}=x(x+1) \cdots(x+j-1)=\frac{\Gamma(x+j)}{\Gamma(x)}$ is the Pochhammer symbol.
Proof. It follows from (9.8) that

$$
\begin{equation*}
\left.\left(\frac{\partial}{\partial x_{n}}\right)^{2 i}\left(1+|x|^{2}+x_{n}^{2}\right)^{\mu}\right|_{x_{n}=0}=\frac{(2 i)!\Gamma(\mu+1)}{i!\Gamma(\mu+1-i)}\left(1+|x|^{2}\right)^{\mu-i} . \tag{10.4}
\end{equation*}
$$

By using (4.20) iteratedly, we get

$$
\Delta_{\mathbb{R}^{n-1}}^{j}|x|^{2 j}=2^{2 j} j!\frac{\Gamma\left(\frac{n-1}{2}+j\right)}{\Gamma\left(\frac{n-1}{2}\right)}
$$

Hence

$$
\begin{align*}
\left.\Delta_{\mathbb{R}^{n-1}}^{j}\left(1+|x|^{2}\right)^{\mu}\right|_{x=0} & =\binom{\mu}{j} \Delta_{\mathbb{R}^{n-1}}^{j}|x|^{2 j} \\
& =\frac{2^{2 j} \Gamma(n+1) \Gamma\left(\frac{\mu-1}{2}+j\right)}{\Gamma(\mu+1-j) \Gamma\left(\frac{n-1}{2}\right)} \tag{10.5}
\end{align*}
$$

Combining (10.4) and (10.5), completes the proof of the Lemma.

Proposition 10.7. Suppose $(\lambda, \nu) \in / /$ and we define $l \in \mathbb{N}$ by $\nu-\lambda=2 l$. Then

$$
\widetilde{\mathbb{C}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right)=\frac{(-1)^{l} 2^{2 l}(\lambda)_{2 l}}{l!} \mathbf{1}_{\nu}
$$

In particular, $\mathbf{1}_{\lambda} \in I(\lambda)$ lies in the kernel of the symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}: I(\lambda) \rightarrow J(\nu)$ if and only if $\lambda \in\{0,-1,-2, \ldots,-2 l+1\}$.
Proof. Let $a_{j}(l ; \mu)$ be defined by (16.2), and we set

$$
D(l, \mu):=\sum_{j=0}^{l} a_{j}(l ; \mu)(-\Delta)^{j}\left(\frac{\partial}{\partial x_{n}}\right)^{2 l-2 j}
$$

By applying Lemma 10.6, we have

$$
\begin{aligned}
& \left.D(l, \mu)\left(1+|x|^{2}+x_{n}^{2}\right)^{-\lambda}\right|_{x=0, x_{n}=0} \\
& =2^{2 l}(-\lambda-l+1)_{l} \sum_{j=0}^{l} \frac{1}{j!(l-j)!}(\mu+l)_{l-j}\left(\frac{n-1}{2}\right)_{j} \\
& =\frac{2^{2 l}(-\lambda-l+1)_{l}\left(\mu+l+\frac{n-1}{2}\right)_{l}}{l!} .
\end{aligned}
$$

In the last equation, we have used the identity

$$
\sum_{j=0}^{l} \frac{l!}{j!(l-j)!}(p)_{j}(q)_{l-j}=(p+q)_{l}
$$

Since $\widetilde{\mathbb{C}}_{\lambda, \nu}=D\left(l, \lambda-\frac{n-1}{2}\right)$, we get

$$
\begin{aligned}
\widetilde{\mathbb{C}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right) & =\frac{2^{2 l}(-\lambda-l+1)_{l}(\lambda+l)_{l}}{l!} \mathbf{1}_{\nu} \\
& =\frac{(-1)^{l} 2^{2 l}(\lambda)_{2 l}}{l!} \mathbf{1}_{\nu} .
\end{aligned}
$$

Thus we have proved the proposition.
Remark 10.8. We gave in (4.30) an explicit formula of the action of the differential $G^{\prime}$-intertwining operator $\Delta_{\mathbb{R}^{m}}^{j}: J\left(\frac{m}{2}-j\right) \rightarrow J\left(\frac{m}{2}+j\right)(j \in \mathbb{N})$ on the spherical vector $\mathbf{1}_{\nu}$ as

$$
\Delta_{\mathbb{R}^{m}}^{j}\left(\mathbf{1}_{\nu}\right)=\frac{(-1)^{j} 2^{2 j} \Gamma\left(\frac{m}{2}+j\right)}{\Gamma\left(\frac{m}{2}-j\right)} \mathbf{1}_{m-\nu}
$$

by using the residue formula of the Knapp-Stein intertwining operator. The formula (10.5) gives another elementary proof for this.

## 11 Classification of symmetry breaking operators

In this chapter we give a complete classification of symmetry breaking operators from the spherical principal series representation $I(\lambda)$ of $G=O(n+1,1)$ to the one $J(\nu)$ of $G^{\prime}=O(n, 1)$.

### 11.1 Classification of symmetry breaking operators

So far we have constructed symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}, \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}$, $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$, and $\widetilde{\mathbb{C}}_{\lambda, \nu}$, see (8.1), (8.13), (9.1), (9.11), and (10.2), respectively. We shall prove that any element in $H(\lambda, \nu)=\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ is a linear combination of these operators, and complete a classification of symmetry breaking operators for all $\lambda$ and $\nu$ (Theorem 11.1 below). The above operators are not necessarily linearly independent. In the next chapter, we shall list linear relations among these operators as residue formulae.

Theorem 11.1 (classification of symmetry breaking operators). If $n$ is odd

$$
H(\lambda, \nu)=\left\{\begin{array}{ll}
\mathbb{C}_{\tilde{\mathbb{B}}}^{\lambda, \nu}
\end{array} \oplus \widetilde{\mathbb{C}}_{\lambda, \nu} \quad \text { if }(\lambda, \nu) \in L_{\text {even }}, ~\left\{\begin{array}{l}
\text { C } \\
\mathbb{C} \widetilde{\mathbb{B}}_{\lambda, \nu} \\
\mathbb{C}(\lambda, \nu) \in / /-L_{\text {even }}, \\
\mathbb{C} \widetilde{\mathbb{A}}_{\lambda, \nu}
\end{array}\right.\right.
$$

If $n$ is even

$$
H(\lambda, \nu)= \begin{cases}\mathbb{C}_{\tilde{\tilde{A}}}^{\lambda, \nu} & \oplus \widetilde{\mathbb{C}}_{\lambda, \nu} \\ \mathbb{C} \widetilde{\mathbb{C}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in L_{\text {even }}, \\ \mathbb{C} \widetilde{\mathbb{B}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in / /-L_{\text {even }}, \\ \mathbb{C} \widetilde{\mathbb{A}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in \backslash \backslash-\mathbb{X} \\ \text { if }(\lambda, \nu) \in \mathbb{C}^{2}-(\backslash \backslash \cup / /) .\end{cases}
$$

Remark 11.2. 1) We shall see in Proposition 11.6 that $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$ is a nonzero multiple of $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ if $n$ is odd and $(\lambda, \nu) \in L_{\text {even }}$.
2) $\widetilde{\mathbb{C}}_{\lambda, \nu}$ is a nonzero multiple of $\widetilde{\mathbb{A}}_{\lambda, \nu}$ if $(\lambda, \nu) \in / /-L_{\text {even }}$ by Theorem 12.2 (2).
3) $\widetilde{\mathbb{B}}_{\lambda, \nu}$ is a nonzero multiple of $\widetilde{\mathbb{A}}_{\lambda, \nu}$ if $(\lambda, \nu) \in \backslash \backslash-\mathbb{X}$ by Theorem 12.2 (1).

Using the residue formulae (Theorem 12.2) in the next chapter, we can restate Theorem 11.1 as follows:

## Theorem 11.3.

$$
H(\lambda, \nu)=\left\{\begin{array}{ll}
\mathbb{C}_{\tilde{\mathbb{A}}}^{\lambda, \nu}
\end{array} \oplus \widetilde{\mathbb{C}}_{\lambda, \nu} \quad \text { if }(\lambda, \nu) \in L_{\text {even }}, ~ . ~ i f ~(\lambda, \nu) \in \mathbb{C}^{2}-L_{\text {even }} .\right.
$$

### 11.2 Strategy of the proof of Theorem 11.1

We divide the proof of Theorem 11.1 into the following three steps.

Step 1. Dimension formula of graded modules.
According to the natural filtration (see (3.6))

$$
H(\lambda, \nu) \supset H(\lambda, \nu)_{\mathrm{sing}} \supset H(\lambda, \nu)_{\mathrm{diff}},
$$

we give the dimension formula of the graded modules, summarized in the following table:

| dimension | 0 | 1 |  |
| :---: | :---: | :---: | :---: |
| $H(\lambda, \nu) / H(\lambda, \nu)_{\text {sing }}$ | $\backslash \backslash \cup / /$ | $\mathbb{C}^{2}-(\backslash \backslash \cup / /)$ | $n$ : odd |
|  | $\backslash \cup\left(/ /-L_{\text {even }}\right)$ | $L_{\text {even }} \cup\left(\mathbb{C}^{2}-(\backslash \backslash \cup / /)\right)$ | $n$ : even |
| $H(\lambda, \nu)_{\text {sing }} / H(\lambda, \nu)_{\text {diff }}$ | $\left(\mathbb{X}-L_{\text {even }}\right) \cup\left(\mathbb{C}^{2}-\backslash\right)$ | $L_{\text {even }} \cup(\backslash \backslash-\mathbb{X})$ | $n$ : odd |
|  | $\mathbb{X} \cup\left(\mathbb{C}^{2}-\backslash \backslash\right)$ | $\backslash \backslash \mathbb{X}$ | $n$ : even |
| $H(\lambda, \nu)_{\text {diff }}$ | $\mathbb{C}^{2}-/ /$ | $/ /$ |  |

The first row is proved in Proposition 11.12, the second is in Proposition 11.13. The third row was already stated in Fact 10.4 .

Step 2. Dimension formula of $H(\lambda, \nu)$.
By using the following obvious relations:

$$
\operatorname{dim} H(\lambda, \nu)_{\operatorname{sing}}=\operatorname{dim} H(\lambda, \nu)_{\mathrm{sing}} / H(\lambda, \nu)_{\mathrm{diff}}+\operatorname{dim} H(\lambda, \nu)_{\operatorname{diff}},
$$

$$
\operatorname{dim} H(\lambda, \nu) \quad=\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\operatorname{sing}}+\operatorname{dim} H(\lambda, \nu)_{\text {sing }},
$$

we obtain the dimension formula of $H(\lambda, \nu)$ and $H(\lambda, \nu)_{\text {sing }}$ in addition to the known formula of $H(\lambda, \nu)_{\text {diff }}$ :

Theorem 11.4. 1) (symmetry breaking operators)

$$
\operatorname{dim} H(\lambda, \nu)= \begin{cases}2 & \text { if }(\lambda, \nu) \in L_{\mathrm{even}} \\ 1 & \text { otherwise }\end{cases}
$$

2) (singular symmetry breaking operators) Suppose $n$ is odd.

$$
\operatorname{dim} H(\lambda, \nu)_{\text {sing }}= \begin{cases}2 & \text { if }(\lambda, \nu) \in L_{\mathrm{even}} \\ 1 & \text { if }(\lambda, \nu) \in(/ / \cup \backslash \backslash)-L_{\mathrm{even}} \\ 0 & \text { otherwise }\end{cases}
$$

Suppose $n$ is even. Then

$$
\operatorname{dim} H(\lambda, \nu)_{\operatorname{sing}}= \begin{cases}1 & \text { if }(\lambda, \nu) \in \backslash \backslash \cup / / \\ 0 & \text { otherwise }\end{cases}
$$

3) (differential symmetry breaking operators)

$$
\operatorname{dim} H(\lambda, \nu)_{\operatorname{diff}}= \begin{cases}1 & \text { if }(\lambda, \nu) \in / / \\ 0 & \text { otherwise }\end{cases}
$$

Step 3. Explicit basis of symmetry breaking operators.
As is clear from the table in Step 1, we obtain:
Proposition 11.5. The dimensions of the graded module are either 0 or 1.
We then give an explicit basis of $H(\lambda, \nu)$ by taking representatives for the generators of the graded modules. This yields Theorem 11.1.

### 11.3 Lower bounds of the multiplicities

In the previous chapters, we found explicitly the condition for the nonvanishing of the operators, $\widetilde{\mathbb{A}}_{\lambda, \nu}, \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}, \tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$, and $\widetilde{\mathbb{C}}_{\lambda, \nu}$, and determined the support of their distribution kernels. With respect to the natural filtration

$$
H(\lambda, \nu) \supset H(\lambda, \nu)_{\text {sing }} \supset H(\lambda, \nu)_{\text {diff }},
$$

we summarize the properties of these operators as follows:
Proposition 11.6. 1) (regular symmetry breaking operators).
The following operators

$$
\begin{array}{ll}
\widetilde{\mathbb{A}}_{\lambda, \nu} & \text { for } \\
\tilde{\mathbb{A}}_{\lambda, \nu} & \text { for } \\
(\lambda, \nu) \in D_{\text {sing }}\left(A_{1}\right):=\mathbb{C}^{2}-(\backslash \backslash \cup / /), D_{\mathrm{reg}}\left(A_{2}\right):=\{\nu \in-\mathbb{N}\} \cap\left(\mathbb{C}^{2}-\backslash \backslash\right)
\end{array}
$$

are non-zero and belong to $H(\lambda, \nu)-H(\lambda, \nu)_{\text {sing }}$.
In particular, $\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\text {sing }} \geq 1$ if

$$
(\lambda, \nu) \in \begin{cases}\mathbb{C}^{2}-(\backslash \backslash \cup / /) & n: \text { odd } \\ L_{\text {even }} \cup\left(\mathbb{C}^{2}-(\backslash \backslash \cup / /)\right) & n: \text { even }\end{cases}
$$

2) (singular symmetry breaking operators I: non-differential operators).

The following operators

$$
\begin{array}{ll}
\widetilde{\mathbb{A}}_{\lambda, \nu} & \text { for } \\
\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu} & \text { for } \quad(\lambda, \nu) \in D_{\text {sing }}\left(A_{1}\right):=\backslash \backslash-\mathbb{X}, \\
\widetilde{\mathbb{B}}_{\lambda, \nu} & \text { for } \quad(\lambda, \nu) \in D_{\text {sing }}\left(A_{2}\right):=\{\nu \in-\mathbb{N}\} \cap \backslash \backslash, \\
\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu} & \text { for }\left(B_{1}\right):=\backslash \backslash-\mathbb{X}, \\
& (\lambda, \nu) \in D_{\text {sing }}\left(B_{2}\right):= \begin{cases}L_{\text {even }} & n: \text { odd, } \\
\emptyset & n: \text { even }\end{cases}
\end{array}
$$

are non-zero and belong to $H(\lambda, \nu)_{\text {sing }}-H(\lambda, \nu)_{\text {diff }}$.
In particular, $\operatorname{dim} H(\lambda, \nu)_{\text {sing }} / H(\lambda, \nu)_{\text {diff }} \geq 1$ if

$$
(\lambda, \nu) \in \begin{cases}\mathbb{C}^{2}-(\backslash \backslash \cup / /) & n: \text { odd } \\ L_{\text {even }} \cup\left(\mathbb{C}^{2}-(\backslash \backslash \cup / /)\right) & n: \text { even }\end{cases}
$$

3) (singular symmetry breaking operators II: differential operators).

The operators

$$
\widetilde{\mathbb{C}}_{\lambda, \nu} \quad \text { for } \quad(\lambda, \nu) \in / /
$$

are non-zero and belong to $H(\lambda, \nu)_{\text {diff }}$.
Proof. 1) The statements for $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ follow from Proposition 8.6 and Proposition 8.9, respectively. The lower bound for the dimension holds because

$$
D_{\text {sing }}\left(A_{1}\right) \cup D_{\text {sing }}\left(A_{2}\right)= \begin{cases}\mathbb{C}^{2}-(\backslash \backslash \cup / /) & n: \text { odd } \\ L_{\text {even }} \cup\left(\mathbb{C}^{2}-(\backslash \backslash \cup / /)\right) & n: \text { even } .\end{cases}
$$

2) The statements for $\widetilde{\mathbb{A}}_{\lambda, \nu}, \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}$, and $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$ follow from Proposition 8.6. Proposition 8.9, Proposition 9.8, and Proposition 9.9, respectively. The lower bound for the dimension holds because
$D_{\text {sing }}\left(A_{1}\right) \cup D_{\text {sing }}\left(A_{2}\right) \cup D_{\text {sing }}\left(B_{1}\right) \cup D_{\text {sing }}\left(B_{2}\right)= \begin{cases}L_{\text {even }} \cup(\backslash \backslash-\mathbb{X}) & n: \text { odd, } \\ \backslash \backslash-\mathbb{X} & n: \text { even. }\end{cases}$
3) See Fact 10.4 ,

### 11.4 Extension of solutions from $\mathbb{R}^{n}-\{0\}$ to $\mathbb{R}^{n}$

We consider the following exact sequence (see (6.10)):

$$
\begin{equation*}
0 \rightarrow \operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \rightarrow \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \rightarrow \operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right) \tag{11.1}
\end{equation*}
$$

According to Lemma 6.7, $\operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)$ is one-dimensional for any $(\lambda, \nu) \in \mathbb{C}^{2}$. However, the following proposition asserts that for specific $(\lambda, \nu)$, we cannot extend any non-zero element $F \in \mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)$ to an element in $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$.

Proposition 11.7. Assume $(\lambda, \nu) \in / /-L_{\text {even }}$.

1) The restriction map

$$
\begin{equation*}
\operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \rightarrow \operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right) \tag{11.2}
\end{equation*}
$$

is identically zero.
2) $\operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right)=\operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$.

The proof of Proposition 11.7 is divided into the following two lemmas:
Lemma 11.8. Proposition 11.7 holds if

$$
(\lambda, \nu) \in / /-\left(\mathbb{X} \cup L_{\text {even }}\right)= \begin{cases}/ /-\mathbb{X} & (n: \text { odd }) \\ / /-\left(\mathbb{X} \cup L_{\text {even }}\right) & (n: \text { even })\end{cases}
$$

Owing to Lemma 6.7, the distribution solution

$$
\left.\mathbb{C}\left|x_{n}\right|^{\lambda+\nu-n}\left(|x|^{2}+x_{n}^{2}\right)^{-\nu}\right|_{\mathbb{R}^{n}-\{0\}} \in \mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)
$$

does not extend to an element of $\mathcal{S}$ ol $\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ if $(\lambda, \nu)$ satisfies the assumption of Lemma 11.8 .

Lemma 11.9. Proposition 11.7 holds if

$$
(\lambda, \nu) \in \mathbb{X}-L_{\mathrm{even}}= \begin{cases}\mathbb{X}-L_{\mathrm{even}} & (n: \text { od } d) \\ \mathbb{X} & (n: \text { even })\end{cases}
$$

Similarly, the distribution solution

$$
\left.\mathbb{C} \delta^{(-\lambda-\nu+n-1)}\left(x_{n}\right)\left(|x|^{2}+x_{n}^{2}\right)^{-\nu}\right|_{\mathbb{R}^{n}-\{0\}} \in \operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)
$$

does not extend to an element of $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ if $(\lambda, \nu)$ satisfies the assumption of Lemma 11.9 .

For the proofs of Lemmas 11.8 and 11.9, we need the following two general results:

Lemma 11.10. Suppose $D_{\mu}$ is a differential operator with holomorphic parameter $\mu$, and $F_{\mu}$ is a distribution on $\mathbb{R}^{n}$ that depends meromorphically on $\mu$ having the following expansions:

$$
\begin{aligned}
D_{\mu} & =D_{0}+\mu D_{1}+\mu^{2} D_{2}+\cdots, \\
F_{\mu} & =\frac{1}{\mu} F_{-1}+F_{0}+\mu F_{1}+\cdots,
\end{aligned}
$$

where $D_{j}$ and $F_{i}$ are distributions on $\mathbb{R}^{n}$. Assume that there exists $\varepsilon>0$ such that $D_{\mu} F_{\mu}=0$ for any complex number $\mu$ with $0<|\mu|<\varepsilon$. Then the distributions $F_{0}$ and $F_{-1}$ satisfy the following differential equations:

$$
D_{0} F_{-1}=0 \quad \text { and } \quad D_{0} F_{0}+D_{1} F_{-1}=0
$$

Proof. Clear from the Laurent expansion

$$
D_{\mu} F_{\mu}=\frac{1}{\mu} D_{0} F_{-1}+\left(D_{0} F_{0}+D_{1} F_{-1}\right)+\cdots
$$

We recall that $E=\sum_{j=1}^{n} x_{j} \frac{\partial}{\partial x_{j}}$ is the Euler differential operator.
Lemma 11.11. Suppose $h \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ is supported at the origin. If $(E+$ $A)^{2} h=0$ for some $A \in \mathbb{Z}$ then $(E+A) h=0$.
Proof of Lemma 11.11. By the structural theory of distributions, $h$ is a finite linear combination of the derivations of the Dirac delta function of $n$ variables:

$$
h=\sum_{\alpha \in \mathbb{N}^{n}} b_{\alpha} \delta^{(\alpha)} \quad \text { (finite sum) for some } b_{\alpha} \in \mathbb{C} .
$$

For a multi-index $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right) \in \mathbb{N}^{n}$, we set $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$. In view that $\delta^{(\alpha)}$ is homogeneous of degree $-n-|\alpha|$, we have

$$
\begin{aligned}
& (E+A) h=\sum_{\alpha \in \mathbb{N}^{n}} b_{\alpha}(A-n-|\alpha|) \delta^{(\alpha)} \\
& (E+A)^{2} h=\sum_{\alpha \in \mathbb{N}^{n}} b_{\alpha}(A-n-|\alpha|)^{2} \delta^{(\alpha)}
\end{aligned}
$$

Hence $(E+A) h=0$ if and only if $(E+A)^{2} h=0$ because $\delta^{\alpha}\left(\alpha \in \mathbb{N}^{n}\right)$ are linearly independent.

We are ready to prove Lemma 11.8 and 11.9 ,
Proof of Lemma 11.8. Suppose $\left(\lambda_{0}, \nu_{0}\right) \in / /-\left(\mathbb{X} \cup L_{\text {even }}\right)$. We set $l:=\frac{1}{2}\left(\nu_{0}-\right.$ $\left.\lambda_{0}\right) \in \mathbb{N}$. Consider $(\lambda, \nu) \in \mathbb{C}^{2}$ with constraints $\lambda+\nu=\lambda_{0}+\nu_{0}$, so that $(\lambda, \nu)$ stays in $\backslash \backslash$ with a complex parameter

$$
\mu:=\lambda-\nu+2 l .
$$

We note that $(\lambda, \nu) \notin \backslash \backslash$ because $\left(\lambda_{0}, \nu_{0}\right) \notin \backslash \backslash$. Then $K_{\lambda, \nu}^{\mathbb{A}}$ is a distribution on $\mathbb{R}^{n}$ that depends meromorphically on $\mu$ by Theorem 8.1(1). Since the normalizing factor of $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}$, namely, $\Gamma\left(\frac{\lambda-\nu}{2}\right) \Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)$ has a simple pole at $\mu=0$, we can expand $K_{\lambda, \nu}^{\mathbb{A}}$ near $\left(\lambda_{0}, \nu_{0}\right)$ as

$$
K_{\lambda, \nu}^{\mathbb{A}}=\frac{1}{\mu} F_{-1}+F_{0}+\mu F_{1}+\cdots
$$

with some distributions $F_{-1}, F_{0}, F_{1}, \cdots$. By Theorem 8.1(2), we see that the distribution $F_{-1}$ is non-zero because $\left(\lambda_{0}, \nu_{0}\right) \notin L_{\text {even }}$.

Applying Lemma 11.10 to the differential equation

$$
(E-(\lambda-\nu-n)) K_{\lambda, \nu}^{\mathbb{A}}=((E+n+2 l)-\mu \cdot 1) K_{\lambda, \nu}^{\mathbb{A}}=0,
$$

we have

$$
\begin{equation*}
(E+n+2 l) F_{-1}=0 \quad \text { and } \quad(E+n+2 l) F_{0}-F_{-1}=0 \tag{11.3}
\end{equation*}
$$

Suppose that $F \in \mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda_{0}, \nu_{0}\right)$. It follows from Lemma 6.7 that $\left.F\right|_{\mathbb{R}^{n}-\{0\}}=$ $\left.c F_{0}\right|_{\mathbb{R}^{n}-\{0\}}$ for some $c \in \mathbb{C}$. We set

$$
h:=F-c F_{0} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right) .
$$

Then Supp $h \subset\{0\}$ and

$$
(E+n+2 l)^{2} h=(E+n+2 l)^{2} F-c(E+n+2 l)^{2} F_{0}=0
$$

by (6.4) and (11.3). Applying Lemma 11.11, we have $(E+n+2 l) h=0$. In turn, $c F_{-1}=0$ by (6.4) and (11.3). Since $F_{-1} \neq 0$, we get $c=0$. Hence Supp $F=\operatorname{Supp} h \subset\{0\}$. Thus we have proved that (11.2) is a zero-map and $\operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda_{0}, \nu_{0}\right)=\operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda_{0}, \nu_{0}\right)$.

Proof of Lemma 11.9. Suppose $\left(\lambda_{0}, \nu_{0}\right) \in \mathbb{X}$, and we define $k, l \in \mathbb{N}$ by $\lambda_{0}+$ $\nu_{0}=n-1-2 k$ and $\nu_{0}-\lambda_{0}=2 l$. Consider $(\lambda, \nu) \in \mathbb{C}^{2}$ with constraints $\nu+\lambda=\nu_{0}+\lambda_{0}$ so that $(\lambda, \nu)$ stays in $\backslash \backslash$ with a complex parameter

$$
\mu:=\lambda-\nu+2 l .
$$

Then $\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}\left(x, x_{n}\right)$ is a distribution on $\mathbb{R}^{n}$ that depends meromorphically on $\mu \in \mathbb{C}$ by Theorem 9.1, and we have an expansion

$$
\tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}=\frac{1}{\mu} F_{-1}+F_{0}+\mu F_{1}+\cdots,
$$

where $F_{-1}, F_{0}, F_{1}, \ldots$ are distributions on $\mathbb{R}^{n}$. Since $\left(|x|^{2}+x_{n}^{2}\right)^{-\nu}$ is a smooth function on $\mathbb{R}^{n}-\{0\}$ for all $\nu \in \mathbb{C}$, the restriction $\left.\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right)\right|_{\mathbb{R}^{n}-\{0\}}$ is a distribution on $\mathbb{R}^{n}-\{0\}$ that depends holomorphically on $\nu$. Hence we have

$$
F_{-1} \mid \mathbb{R}^{n}-\{0\}=0 \quad \text { and }\left.\quad F_{0}\right|_{\mathbb{R}^{n}-\{0\}}=\left.\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right)\right|_{\mathbb{R}^{n}-\{0\}} .
$$

Applying Lemma 11.10 to the differential equation

$$
(E-(\lambda-\nu-n)) \tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}=((E+n+2 l)-\mu \cdot 1) \tilde{\tilde{K}}_{\lambda, \nu}^{\mathbb{B}}=0
$$

we have

$$
\begin{equation*}
(E+n+2 l) F_{-1}=0,(E+n-2 l) F_{0}-F_{-1}=0 \tag{11.4}
\end{equation*}
$$

Take any $F \in \mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda_{0}, \nu_{0}\right)$. By Lemma 6.7, there exists $c \in \mathbb{C}$ such that

$$
\left.F\right|_{\mathbb{R}^{n}-\{0\}}=\left.c\left(|x|^{2}+x_{n}^{2}\right)^{-\nu} \delta^{(2 k)}\left(x_{n}\right)\right|_{\mathbb{R}^{n}-\{0\}} .
$$

Then $h:=F-c F_{0} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ is supported at the origin, and satisfies

$$
(E+n+2 l)^{2} h=0
$$

because $F$ satisfies (6.4) and $F_{0}$ satisfies (11.4). By Lemma 11.11, we get $(E+n+2 l) h=0$. Using again (6.4) and (11.4), we see $c F_{-1}=0$. On the other hand, by Theorem 9.1, $F_{-1} \neq 0$ if $\left(\lambda_{0}, \nu_{0}\right) \in L_{\text {even }}$ and $n$ is odd. Thus if $\left(\lambda_{0}, \nu_{0}\right) \in \mathbb{X}-L_{\text {even }}$ then $c=0$, and therefore the restriction map (11.2) is identically zero.

### 11.5 Regular symmetry breaking operators

In this section we find the dimension of the space $H(\lambda, \nu) / H(\lambda, \nu)_{\text {sing }}$.
Proposition 11.12. For any $(\lambda, \nu) \in \mathbb{C}^{2}$,

$$
\begin{equation*}
\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\operatorname{sing}} \leq 1 \tag{11.5}
\end{equation*}
$$

Moreover, there exist non-zero regular symmetry breaking operators (see Definition (3.3) if and only if

$$
(\lambda, \nu) \in \begin{cases}\mathbb{C}-(\backslash \backslash \cup / /) & (n: \text { odd }) \\ \left(\mathbb{C}^{2}-(\backslash \backslash \cup / /)\right) \cup L_{\mathrm{even}} & \text { (n:even) } .\end{cases}
$$

Proof. In light of the isomorphism

$$
H(\lambda, \nu) / H(\lambda, \nu)_{\mathrm{sing}} \simeq \mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right) / \mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)
$$

we consider the following exact sequences:

$$
\begin{array}{ccccc}
0 \rightarrow \operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) & \rightarrow & \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right) & \rightarrow & \operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right) \\
\| & \cup & & \cup \\
0 & \rightarrow \mathcal{S o l}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) & \rightarrow \operatorname{Sol}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) & \rightarrow \operatorname{Sol}_{\mathbb{R}^{n-1}-\{0\}}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right) .
\end{array}
$$

If $F \in \operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ satisfies $\operatorname{Supp}\left(\left.F\right|_{\mathbb{R}^{n}-\{0\}}\right) \subset \mathbb{R}^{n-1}-\{0\}$, then clearly $\operatorname{Supp} F \subset \mathbb{R}^{n-1}$. Hence the following natural homomorphism is injective:
$\operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right) / \mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \rightarrow \mathcal{S o l}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right) / \mathcal{S o l}_{\mathbb{R}^{n-1}-\{0\}}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)$.
Since $\operatorname{dim} \operatorname{Sol}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)=1$ for any $(\lambda, \nu) \in \mathbb{C}^{2}$ by Lemma 6.7, we get the inequality (11.5). By the same lemma, the right-hand side of (11.6) is zero if $(\lambda, \nu) \in \backslash \backslash$, and thus $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right) / \mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)=\{0\}$.

On the other hand, Proposition 11.7 tells that if $(\lambda, \nu) \in / /-L_{\text {even }}$ then $\mathcal{S o l}\left(\mathbb{R}^{n} ; \lambda, \nu\right)=\operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$, and therefore $\operatorname{Sol}\left(\mathbb{R}^{n} ; \lambda, \nu\right) / \mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)=$ $\{0\}$. In summary we have shown that if $(\lambda, \nu) \in \backslash \backslash \cup\left(/ /-L_{\text {even }}\right)$ then $H(\lambda, \nu) / H(\lambda, \nu)_{\text {sing }}=\{0\}$.

Conversely, if $\lambda \notin \backslash \backslash \cup\left(/ /-L_{\text {even }}\right)$ then $\operatorname{dim} H(\lambda, \nu) / H(\lambda, \nu)_{\text {sing }}=1$ by Proposition 11.6 (1) and (1.4). Thus the proof of Proposition 11.12 is completed.

### 11.6 Singular symmetry breaking operators

We have seen in Fact 10.4

$$
H(\lambda, \nu)_{\text {diff }}= \begin{cases}\mathbb{C} \widetilde{\mathbb{C}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in / / \\ \{0\} & \text { otherwise }\end{cases}
$$

In this section we find the dimension of the space $H(\lambda, \nu)_{\text {sing }} / H(\lambda, \nu)_{\text {diff }}$.
Proposition 11.13. For any $(\lambda, \nu) \in \mathbb{C}^{2}$,

$$
\begin{equation*}
\operatorname{dim} H(\lambda, \nu)_{\operatorname{sing}} / H(\lambda, \nu)_{\mathrm{diff}} \leq 1 \tag{11.7}
\end{equation*}
$$

The equality holds if and only if

$$
(\lambda, \nu) \in \backslash \backslash-\left(\mathbb{X}-L_{\text {even }}\right)= \begin{cases}L_{\text {even }} \cup(\backslash \backslash-\mathbb{X}) & (n: \text { odd }) \\ \backslash \backslash-\mathbb{X} & (n: \text { even })\end{cases}
$$

Proof. We analyze the right-hand side of the following isomorphism:

$$
H(\lambda, \nu)_{\operatorname{sing}} / H(\lambda, \nu)_{\mathrm{diff}} \simeq \mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) / \operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)
$$

In view of the exact sequence

$$
0 \rightarrow \operatorname{Sol}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \rightarrow \mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \rightarrow \mathcal{S o l}_{\mathbb{R}^{n-1}-\{0\}}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right),
$$

we have an inclusive relation.

$$
\mathcal{S o l}_{\mathbb{R}^{n-1}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) / \mathcal{S o l}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right) \subset \mathcal{S} l_{\mathbb{R}^{n-1}-\{0\}}\left(\mathbb{R}^{n}-\{0\} ; \lambda, \nu\right)
$$

Therefore it follows from Lemma 6.7 that the inequality (11.7) holds for any $(\lambda, \nu) \in \mathbb{C}^{2}$ and that (11.7) becomes the equality only if $(\lambda, \nu) \in \backslash \backslash$.

On the other hand, if $(\lambda, \nu) \in / /-L_{\text {even }}$ then $\mathcal{S o l}_{S}\left(\mathbb{R}^{n} ; \lambda, \nu\right)=\mathcal{S o l}_{\{0\}}\left(\mathbb{R}^{n} ; \lambda, \nu\right)$ for any $S$ containing 0 by Proposition 11.7, and consequently $H(\lambda, \nu)_{\text {sing }} / H(\lambda, \nu)_{\text {diff }}=$ \{0\}.

In summary, we have shown that the equality holds in (11.7) only if

$$
(\lambda, \nu) \in \backslash \backslash-\left(/ /-L_{\text {even }}\right)=\backslash \backslash-\left(\mathbb{X}-L_{\text {even }}\right)
$$

Conversely, the equality in (11.7) holds if $(\lambda, \nu) \in \backslash \backslash-\left(\mathbb{X}-L_{\text {even }}\right)$ by Proposition 11.6(2).

Thus the proof of Proposition 11.13 is completed.
Combining the above proof and Theorem 12.2 (3), we obtain:
Proposition 11.14 (classification of singular symmetry breaking operators). If $n$ is odd, then $L_{\text {even }} \subset \mathbb{X}$ and we have

$$
H(\lambda, \nu)_{\text {sing }}= \begin{cases}\mathbb{C} \tilde{\mathbb{B}}_{\lambda, \nu} \oplus \mathbb{C} \widetilde{\mathbb{C}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in L_{\text {even }}, \\ \mathbb{C} \widetilde{\mathbb{C}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in / /-L_{\text {even }}, \\ \mathbb{C} \widetilde{\mathbb{B}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in \backslash \backslash-\mathbb{X}, \\ \{0\} & \text { if }(\lambda, \nu) \in \mathbb{C}^{2}-(\backslash \backslash \cup / /) .\end{cases}
$$

If $n$ is even, we have

$$
H(\lambda, \nu)_{\text {sing }}= \begin{cases}\mathbb{C} \widetilde{\mathbb{C}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in / /, \\ \mathbb{C} \widetilde{\mathbb{B}}_{\lambda, \nu} & \text { if }(\lambda, \nu) \in \backslash \backslash-\mathbb{X} \\ \{0\} & \text { if } \mathbb{C}^{2}-(\backslash \backslash \cup / /) .\end{cases}
$$

## 12 Residue formulae and functional identities

The (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ have two complex parameters $(\lambda, \nu) \in \mathbb{C}^{2}$, whereas singular operators $\widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ are defined for $(\lambda, \nu) \in \backslash \backslash$ and $/ /$, respectively, and thus having only one complex parameter and one integral parameter. Further, the renormalized operators $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ are defined for $\nu \in-\mathbb{N}$ and $\lambda \in \mathbb{C}$, whereas $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$ are defined only for discrete parameter, namely, $(\lambda, \nu) \in L_{\text {even }}$ when $n$ is odd. The goal of this chapter is to find the relationship among these operators as explicit residue formulae according to the following hierarchy. The main results are given in Theorem 12.2 .


Figure 12.1: Reduction of operators
As a corollary, we extend the functional identities (Theorem 8.5) for the (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ with the KnappStein intertwining operators of $G$ and $G^{\prime}$ to those for singular ones $\widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ (see Theorem 12.6, Corollaries 12.7 and 12.8). The factorization identities for conformally equivariant operators by Juhl [13, Chapter 6] are obtained as a special case of Corollaries 12.7 and 12.8 ,

We retain the following convention

$$
\begin{align*}
2 l & =\nu-\lambda & & \text { for }(\lambda, \nu) \in / /,  \tag{12.1}\\
2 k & =n-1-\lambda-\nu & & \text { for }(\lambda, \nu) \in \backslash \backslash  \tag{12.2}\\
m & =n-1 & &
\end{align*}
$$

throughout this chapter.

### 12.1 Residues of symmetry breaking operators

In this section, we prove that the special values of the operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ are proportional to $\widetilde{\mathbb{B}}_{\lambda, \nu}$ or $\widetilde{\mathbb{C}}_{\lambda, \nu}$ up to scalar multiples according to the hierarchy illustrated in Figure 12.1:

Let $l \in \mathbb{N}$ be defined by (12.1) for $(\lambda, \nu) \in / /$, and $k \in \mathbb{N}$ be (12.2) for $(\lambda, \nu) \in \backslash \backslash$. We set

$$
\begin{array}{ll}
q_{B}^{A}(\lambda, \nu):=\frac{(-1)^{k}}{2^{k}(2 k-1)!!} & \text { for }(\lambda, \nu) \in \backslash \\
q_{C}^{A}(\lambda, \nu):=\frac{(-1)^{l} l!\pi^{\frac{m}{2}}}{2^{2 l} \Gamma(\nu)} & \text { for }(\lambda, \nu) \in / / \\
q_{C}^{B}(\lambda, \nu):=\frac{(-1)^{l-k} \pi^{\frac{m}{2}} l!(2 k-1)!!}{2^{2 l-k} \Gamma(\nu)} & \text { for }(\lambda, \nu) \in \mathbb{X}
\end{array}
$$

Then the following lemma is immediate from the definition:
Lemma 12.1. 1) For $(\lambda, \nu) \in / /, q_{C}^{A}(\lambda, \nu)=0$ if and only if $(\lambda, \nu) \in L_{\text {even }}$.
2) $\operatorname{For}(\lambda, \nu) \in \mathbb{X}, q_{C}^{B}(\lambda, \nu)=0$ if and only if $(\lambda, \nu) \in L_{\text {even }}$.
3) $q_{B}^{A}(\lambda, \nu) q_{C}^{B}(\lambda, \nu)=q_{C}^{A}(\lambda, \nu) \quad$ for $(\lambda, \nu) \in \mathbb{X}$.

Here is the main result of this chapter.
Theorem 12.2 (residue formulae).

1) $\widetilde{\mathbb{A}}_{\lambda, \nu}=q_{B}^{A}(\lambda, \nu) \widetilde{\mathbb{B}}_{\lambda, \nu} \quad$ for $(\lambda, \nu) \in \backslash \backslash$.
2) $\widetilde{\mathbb{A}}_{\lambda, \nu}=q_{C}^{A}(\lambda, \nu) \widetilde{\mathbb{C}}_{\lambda, \nu} \quad$ for $(\lambda, \nu) \in / /$.
3) $\widetilde{\mathbb{B}}_{\lambda, \nu}=q_{C}^{B}(\lambda, \nu) \widetilde{\mathbb{C}}_{\lambda, \nu} \quad$ for $(\lambda, \nu) \in \mathbb{X}$.
4) $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}=q_{B}^{A}(\lambda, \nu) \tilde{\tilde{\mathbb{B}}}_{\lambda, \nu} \quad$ for $(\lambda, \nu) \in L_{\text {even }}$ if $n$ is odd.

Remark 12.3. $L_{\text {even }} \subset \mathbb{X}$ if $n$ is odd. $L_{\text {even }} \cap \mathbb{X}=\emptyset$ if $n$ is even.
Remark 12.4. For $(\lambda, \nu) \in L_{\text {even }}$, the differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ cannot be obtained as residues of the (generically) regular symmetry breaking operators $\mathbb{A}_{\lambda, \nu}$ because the coefficient $q_{C}^{A}(\lambda, \nu)$ in Theorem 12.2 (2) vanishes if $(\lambda, \nu) \in L_{\text {even }}$. See also Remark 10.5

Proof of Theorem [12.2. 1) By Proposition 9.3, the identity $\widetilde{\mathbb{A}}_{\lambda, \nu}=q_{B}^{A}(\lambda, \nu) \widetilde{\mathbb{B}}_{\lambda, \nu}$ holds on $I(\lambda)_{K}$ for any $(\lambda, \nu) \in \backslash \backslash$. Since $I(\lambda)_{K}$ is dense in the Fréchet space $I(\lambda)$, the identity holds on $I(\lambda)$.
2) Both sides are zero if $(\lambda, \nu) \in L_{\text {even }}$ by Theorem 8.1.

Suppose $(\lambda, \nu) \in / /-L_{\text {even }}$. Then Supp $\widetilde{K}_{\lambda, \nu}=\left\{\left[p_{+}\right]\right\}$by Proposition 8.6, and therefore $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is a differential operator by Fact 3.12, Since the dimension of symmetry breaking operators is at most one by Fact 10.4, $\widetilde{\mathbb{A}}_{\lambda, \nu}$ must be proportional to $\widetilde{\mathbb{C}}_{\lambda, \nu}$. The proportionality constant is found by using Proposition 7.4 and 10.7
3) Both sides are zero if $(\lambda, \nu) \in L_{\text {even }} \cap \mathbb{X}$. If $(\lambda, \nu) \in \mathbb{X}-L_{\text {even }}$ then Supp $\widetilde{K}_{\lambda, \nu}^{\mathbb{B}}=\left\{\left[p_{+}\right]\right\}$by Proposition 9.8, and therefore $\widetilde{\mathbb{B}}_{\lambda, \nu}$ is a differential operator. Since $\operatorname{dim} H(\lambda, \nu)_{\text {diff }}=1$ by Theorem 11.4 (3), $\widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ must be proportional. The proportionality constant is computed by using Proposition 9.6 and 10.7
4) The residue formula of a distribution of one-variable

$$
\frac{|t|^{\lambda+\nu-n}}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)}=\frac{(-1)^{k}}{2^{k}(2 k-1)!!} \delta^{(2 k)}(t) \quad \text { for } \quad 2 k=n-1-\lambda-\nu
$$

implies the following identity of distributions on $S^{n}$ :

$$
\frac{\left|\eta_{n}\right|^{\lambda+\nu-n}}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right)}=\frac{(-1)^{k}}{2^{k}(2 k-1)!!} \delta^{(2 k)}\left(\eta_{n}\right)
$$

because the coordinate function $\eta_{n}: S^{n} \rightarrow \mathbb{R}$ is regular at $\eta_{n}=0$. Since $\left(1-\eta_{0}\right)^{-\nu}$ is a smooth function on $S^{n}$ if $\nu \in-\mathbb{N}$, we can multiply the above identity by $2^{-\lambda+n}\left(1-\eta_{0}\right)^{-\nu}$, and then get

$$
\left(\iota_{K}^{*} \tilde{\tilde{k}}_{\lambda, \nu}^{\mathbb{A}}\right)(\eta)=\frac{(-1)^{k}}{2^{k}(2 k-1)!!}\left(\iota_{K}^{*} k_{\lambda, \nu}^{\mathbb{B}}\right)(\eta),
$$

see (7.6) and (9.5).
Remark 12.5. In the 'F-method', the residue formula (2) in Theorem 12.2 can be explained by the fact that the Taylor series expansion of the Gauss hypergeometric function ${ }_{2} F_{1}(a, b ; c ; z)$ terminates if $a \in-\mathbb{N}$ (or $b \in-\mathbb{N}$ ) (18), see Proposition 15.8. The idea of the F-method will be used in Chapter 15 to construct explicitly the discrete summand of the branching law of the complementary series representation $I(\lambda)(0<\lambda<n)$ of $G$ when we restrict it to the subgroup $G^{\prime}$.

### 12.2 Functional equations satisfied by singular symmetry breaking operators

We set

$$
\begin{array}{ll}
p_{A}^{T A}(\lambda, \nu):=\frac{\pi^{\frac{m}{2}}}{\Gamma(\nu)}, & \text { for }(\lambda, \nu) \in \backslash \\
p_{C}^{T B}(\lambda, \nu):=\frac{(2 k)!\pi^{m}}{2^{2 k} \Gamma(\nu) \Gamma(m-\nu)} & \text { for }(\lambda, \nu) \in / / \\
p_{B}^{T C}(\lambda, \nu):=\frac{2^{2 l}}{(2 l)!} & \text { for }(\lambda, \nu) \in \mathbb{X} \\
p_{C}^{T C}(\lambda, \nu):=\frac{(-1)^{k+l} k!\pi^{\frac{m}{2}}}{2^{2 k-2 l} l!} &
\end{array}
$$

We have seen in Theorem 8.5 that the functional identity

$$
\begin{equation*}
\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{A}}_{\lambda, \nu}=p_{A}^{T A}(\lambda, \nu) \widetilde{\mathbb{A}}_{\lambda, m-\nu} \tag{12.3}
\end{equation*}
$$

holds for all $(\lambda, \nu) \in \mathbb{C}^{2}$, where $\widetilde{\mathbb{T}}_{\nu}: J(\nu) \rightarrow J(m-\nu)$ is the normalized Knapp-Stein intertwining operator for the subgroup $G^{\prime}$. Combining (12.3) with the residue formulae in Theorem [12.2. we obtain the following functional identities for (singular) symmetry breaking operators:

Theorem 12.6 (functional identities).

1) $\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{B}}_{\lambda, \nu}=p_{C}^{T B}(\lambda, \nu) \widetilde{\mathbb{C}}_{\lambda, m-\nu} \quad$ for $(\lambda, \nu) \in \backslash \backslash$.
2) $\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}=p_{B}^{T C}(\lambda, \nu) \widetilde{\mathbb{B}}_{\lambda, m-\nu} \quad$ for $(\lambda, \nu) \in / /$.
3) $\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}=p_{C}^{T C}(\lambda, \nu) \widetilde{\mathbb{C}}_{\lambda, m-\nu} \quad$ for $(\lambda, \nu) \in \mathbb{X}$.
4) $\widetilde{\mathbb{T}}_{\nu} \circ \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}=0 \quad$ for $\nu \in-\mathbb{N}$.

Proof. 1) First of all, we observe

$$
(\lambda, \nu) \in / / \Leftrightarrow(\lambda, m-\nu) \in \backslash \backslash .
$$

Applying the residue formulae in Theorem 12.2 (1) and (2) to the identity (12.3), we have

$$
q_{B}^{A}(\lambda, \nu) \widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{B}}_{\lambda, \nu}=p_{A}^{T A}(\lambda, \nu) q_{C}^{A}(\lambda, m-\nu) \widetilde{\mathbb{C}}_{\lambda, m-\nu} \quad \text { for }(\lambda, \nu) \in / /
$$

Since $q_{B}^{A}(\lambda, \nu) \neq 0$, the first statement follows from the elementary identity

$$
q_{B}^{A}(\lambda, \nu) p_{C}^{T B}(\lambda, \nu)=p_{A}^{T A}(\lambda, \nu) q_{C}^{A}(\lambda, m-\nu) \quad \text { on } / / .
$$

2) Apply Theorem 12.6 (1) to the identity (12.3) with $(\lambda, m-\nu) \in \backslash \backslash$, and compose $\widetilde{\mathbb{T}}_{\nu}$. Now we have

$$
\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{T}}_{m-\nu} \circ \widetilde{\mathbb{B}}_{\lambda, m-\nu}=p_{C}^{T B}(\lambda, m-\nu) \widetilde{\mathbb{C}}_{\lambda, \nu} \quad \text { for }(\lambda, \nu) \in / /
$$

The second statement follows now from the identity (4.27) of the KnappStein intertwining operator.
3) We apply Theorem 12.2 (3) to the second identity, and obtain

$$
\widetilde{\mathbb{T}}_{\nu} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}=p_{B}^{T C}(\lambda, \nu) q_{C}^{B}(\lambda, \nu) \widetilde{\mathbb{C}}_{\lambda, m-\nu} \quad \text { for }(\lambda, \nu) \in \mathbb{X}
$$

Now the statement follows from the elementary identity

$$
p_{C}^{T C}(\lambda, \nu)=p_{B}^{T C}(\lambda, \nu) q_{C}^{B}(\lambda, \nu) \quad \text { on } \mathbb{X} .
$$

4) By the definition of the renormalized operator $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}$ (see (8.12)), we have

$$
\widetilde{\mathbb{T}}_{\nu} \circ \tilde{\mathbb{A}}_{\lambda, \nu}=\Gamma\left(\frac{\lambda-\nu}{2}\right) p_{A}^{T A}(\lambda, \nu) \widetilde{\mathbb{A}}_{\lambda, m-\nu} \quad \text { for } \nu \in-\mathbb{N} \text {. }
$$

Therefore

$$
\begin{equation*}
\widetilde{\mathbb{T}}_{\nu} \circ \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}=0 \tag{12.4}
\end{equation*}
$$

for $\nu \in-\mathbb{N}$ and $\lambda-\nu \notin-2 \mathbb{N}$. Since the left-hand side (12.4) depends holomorphically on $\lambda \in \mathbb{C}$ with fixed $\nu \in-\mathbb{N}$, we proved the last statement.

If $m-2 \nu \in 2 \mathbb{N}$ then $\widetilde{\mathbb{T}}_{\nu}$ is reduced to a differential operator (see (4.29)). In this case, Theorem 12.6 (1) and (3) reduce to:

Corollary 12.7 (functional identities with differential intertwining operators).

1) If $(\lambda, \nu) \in \backslash \backslash$, and $m-2 \nu \in 2 \mathbb{N}$, then

$$
\Delta_{\mathbb{R}^{m}}^{\frac{m}{2}-\nu} \circ \widetilde{\mathbb{B}}_{\lambda, \nu}=\frac{(-1)^{\frac{m}{2}-\nu} 2^{\lambda-\nu}(2 k)!\pi^{\frac{m}{2}}}{\Gamma(\nu)} \widetilde{\mathbb{C}}_{\lambda, m-\nu}
$$

2) For $(\lambda, \nu) \in \mathbb{X}$ such that $\nu<\frac{n-1}{2}$, we set $k, l \in \mathbb{N}$ by (12.1) and (12.2). Then $k>l$ and

$$
\Delta_{\mathbb{R}^{m}}^{k-l} \circ \widetilde{\mathbb{C}}_{\lambda, \nu}=\frac{k!}{l!} \widetilde{\mathbb{C}}_{\lambda,-\nu+n-1}
$$

Proof. 1) By the residue formula (4.29) of the Knapp-Stein intertwining operator, we have

$$
\widetilde{\mathbb{T}}_{\nu}=\frac{(-1)^{\frac{m}{2}-\nu} \pi^{\frac{m}{2}}}{2^{m-2 \nu} \Gamma(m-\nu)} \Delta_{\mathbb{R}^{m}}^{\frac{m}{2}-\nu}
$$

if $m-2 \nu \in 2 \mathbb{N}$. Combining this with Theorem 12.6 (1), we get the desired identity.
2) By the residue formula (4.29) of the Knapp-Stein intertwining operator, we have

$$
\widetilde{\mathbb{T}}_{\frac{m}{2}-(k-l)}=\frac{(-1)^{k-l} \pi^{\frac{m}{2}}}{2^{2 k-2 l} \Gamma\left(\frac{m}{2}+k-l\right)} \Delta_{\mathbb{R}^{m}}^{k-l} .
$$

On the other hand, in view that $(\lambda,-\nu+m) \in \mathbb{X}$, we have from Theorem 12.2 (3):

$$
\widetilde{\mathbb{B}}_{\lambda,-\nu+m}=q_{C}^{B}(\lambda,-\nu+m) \widetilde{\mathbb{C}}_{\lambda,-\nu+m} .
$$

Now Corollary follows from Theorem 12.6 (2).
Next, we consider the Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{n-\lambda}: I(n-$ $\lambda) \rightarrow I(\lambda)$ for the group $G$. We have seen in Theorem 8.5 that the functional identity

$$
\widetilde{\mathbb{A}}_{\lambda, \nu} \circ \widetilde{\mathbb{T}}_{n-\lambda}=\frac{\pi^{\frac{n}{2}}}{\Gamma(\lambda)} \widetilde{\mathbb{A}}_{n-\lambda, \nu}
$$

holds for all $(\lambda, \nu) \in \mathbb{C}^{2}$. By the residue formulae in Theorem 12.2, we also obtain the functional identities among singular symmetry breaking operators $\widetilde{\mathbb{B}}_{\lambda, \nu}, \widetilde{\mathbb{C}}_{\lambda, \nu}$, etc. However, we do not have formulae like Theorem 12.6 (2) or (3) that switch $\widetilde{\mathbb{B}}$ and $\widetilde{\mathbb{C}}$ because the inversion $(\lambda, \nu) \mapsto(n-\lambda, \nu)$ does not exchange $\backslash \backslash$ and $/ /$ whereas the inversion $(\lambda, \nu) \mapsto(\lambda, m-\nu)$ did so. Thus we write down the reduction formulae only when $\widetilde{\mathbb{T}}_{n-\lambda}$ reduces to a differential operator.

Corollary 12.8. 1) If $\lambda=\frac{n}{2}+j$ for some $j \in \mathbb{N}$, then

$$
\widetilde{\mathbb{A}}_{\lambda, \nu} \circ \Delta_{\mathbb{R}^{n}}^{j}=(-1)^{j} 2^{2 j} \widetilde{\mathbb{A}}_{n-\lambda, \nu} .
$$

2) If $(\lambda, \nu)=\left(\frac{n}{2}+j, \frac{n}{2}-1-j-2 k\right)$ for some $j, k \in \mathbb{N}$, then

$$
\widetilde{\mathbb{B}}_{\lambda, \nu} \circ \Delta_{\mathbb{R}^{n}}^{j}=\frac{2^{j}(2 k-1)!!}{(2 j+2 k-1)!!} \widetilde{\mathbb{B}}_{n-\lambda, \nu} .
$$

3) If $(\lambda, \nu)=\left(\frac{n}{2}+j, \frac{n}{2}+j+2 l\right)$ for some $j, l \in \mathbb{N}$, then

$$
\widetilde{\mathbb{C}}_{\lambda, \nu} \circ \Delta_{\mathbb{R}^{n}}^{j}=\frac{(l+j)!}{l!} \widetilde{\mathbb{C}}_{n-\lambda, \nu}
$$

Remark 12.9. The identity in Corollary 12.7 (2) and Corollary 12.8 (3) is called factorization identities in [13, Chapter 6].

## 13 Image of symmetry breaking operators

The spherical principal series representation $J(\nu)$ of $G^{\prime}=O(n, 1)$ is not irreducible when $\nu \in-\mathbb{N}$ or $\nu-m \in \mathbb{N}$ where $n=m+1$ as before. In this chapter, we determine the images of all of our symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}, \tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}, \tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$, and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ completely at the level of $\left(\mathfrak{g}^{\prime}, K^{\prime}\right)$-modules, and obtain a partial information on their kernels when $\nu \in(-\mathbb{N}) \cup(m+\mathbb{N})$.

### 13.1 Finite-dimensional image for $\nu \in-\mathbb{N}$

For $\nu=-j \in-\mathbb{N}$, we recall from Section 2.1 that there is a non-splitting exact sequence

$$
0 \rightarrow F(j) \rightarrow J(-j) \rightarrow T(j) \rightarrow 0
$$

of $G^{\prime}$-modules. Therefore, the closure of the image of the symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}, \tilde{\mathbb{A}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}, \tilde{\mathbb{B}}_{\lambda, \nu}$, and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ must be one of $\{0\}, F(j)$ or $J(-j)$.
Theorem 13.1 (images of symmetry breaking operators). For $\nu=-j \in$ $-\mathbb{N}$, the images of the underlying $(\mathfrak{g}, K)$-modules $I(\lambda)_{K}$ under the symmetry breaking operators are given as follows:

$$
\text { Image } \widetilde{\mathbb{A}}_{\lambda, \nu}= \begin{cases}F(j) & \text { if }(\lambda, \nu) \notin L_{\mathrm{even}} \\ \{0\} & \text { if }(\lambda, \nu) \in L_{\mathrm{even}}\end{cases}
$$

2) 

Image $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}=F(j)$ for any $\lambda \in \mathbb{C}$.
3)

Image $\widetilde{\mathbb{B}}_{\lambda, \nu}= \begin{cases}F(j) & \text { if }(\lambda, \nu) \in \backslash \backslash-L_{\text {even }}, \\ \{0\} & \text { if }(\lambda, \nu) \in L_{\text {even }} \text { and } n \text { is odd. }\end{cases}$
4) Image $\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}=F(j) \quad$ if $(\lambda, \nu) \in L_{\text {even }}$ and $n$ is odd.
5)

Image $\widetilde{\mathbb{C}}_{\lambda, \nu}=J(-j)_{K^{\prime}}$.
We note that $L_{\text {even }} \subset \backslash \backslash$ if $n$ is odd, and $\backslash \backslash-L_{\text {even }}=\backslash \backslash$ if $n$ is even.

Proof. We recall from (7.8) that the distribution kernel $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}$ of $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is a polynomial of $x_{1}, \ldots, x_{n-1}$ of degree at most $j$ if $\nu=-j \in \mathbb{N}$. Therefore, the image of $\widetilde{\mathbb{A}}_{\lambda, \nu}$ must be contained in the space of polynomials of $x_{1}, \cdots$, $x_{n-1}$ of degree $\leq j$, which is finite-dimensional. Therefore the image of $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is either $F(j)$ or $\{0\}$ because the finite-dimensional representation $F(j)$ is the unique proper $G^{\prime}$-submodule of $J(\nu)$. Since $\widetilde{\mathbb{A}}_{\lambda, \nu}$ is nonzero if and only if $(\lambda, \nu) \in L_{\text {even }}$ by Theorem 8.1, we get the first statement.

Similar arguments work for $\tilde{\tilde{\mathbb{A}}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}$, and $\tilde{\mathbb{B}}_{\lambda, \nu}$, yielding the second, third, and fourth statements. Here we recall that $\widetilde{\mathbb{B}}_{\lambda, \nu}$ is defined for $(\lambda, \nu) \in \backslash \backslash$, which is zero if and only if $n$ is odd and $(\lambda, \nu) \in L_{\text {even }}$.

Let us prove the last assertion. For any open subset $U$ in $\mathbb{R}^{n-1}$, we can find a compactly supported function $h_{U}$ such that Supp $h_{U} \cap\left\{x_{n}=0\right\} \subset U$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}\left(h_{U}\right) \neq 0$ (for example, we can take $h_{U}$ such that $h_{U}(x)=x_{n}^{\nu-\lambda}$ on some non-empty open subset in $U$ ). Taking countably many disjoint open subsets $U_{i}$ in $\mathbb{R}^{n-1}$, we see that $\widetilde{\mathbb{C}}_{\lambda, \nu}\left(h_{U_{i}}\right)$ are linearly independent because the support of $\widetilde{\mathbb{C}}_{\lambda, \nu}\left(h_{U_{i}}\right)$ is contained in $U_{i}$. Thus the image of $\widetilde{\mathbb{C}}_{\lambda, \nu}$ cannot be finite-dimensional.

### 13.2 Image for $\nu \in m+\mathbb{N}$

For $\nu=m+j(j \in \mathbb{N})$, we recall from Section 2.1]that there is a non-splitting exact sequence

$$
0 \rightarrow T(j) \rightarrow J(m+j) \rightarrow F(j) \rightarrow 0
$$

of $G^{\prime}$-modules. Therefore, the closure of the image of the symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}, \widetilde{\mathbb{B}}_{\lambda, \nu}$ and $\widetilde{\mathbb{C}}_{\lambda, \nu}$ must be one of $\{0\}, T(j)$ or $J(m+j)$. We determine which case occurs precisely:

Theorem 13.2 (images of symmetry breaking operators). Suppose $\nu=m+j$ $(j \in \mathbb{N})$. Then the images of the underlying $(\mathfrak{g}, K)$-modules $I(\lambda)_{K}$ of the symmetry breaking operators are given as follows:
1)

$$
\text { Image } \widetilde{\mathbb{A}}_{\lambda, \nu}= \begin{cases}T(j)_{K^{\prime}} & \text { if } \lambda+j \in-2 \mathbb{N}, \\ J(m+j)_{K^{\prime}} & \text { if } \lambda+j \notin-2 \mathbb{N} .\end{cases}
$$

2) $\operatorname{For}(\lambda, \nu) \in \backslash \backslash$, or equivalently, $\lambda+j \in-2 \mathbb{N}$,

$$
\text { Image } \widetilde{\mathbb{B}}_{\lambda, \nu}=T(j)_{K^{\prime}}
$$

3) $\operatorname{For}(\lambda, \nu) \in / /$,

$$
\text { Image } \widetilde{\mathbb{C}}_{\lambda, \nu}= \begin{cases}T(j)_{K^{\prime}} & \text { if } \lambda+j \in-2 \mathbb{N} \text { and } n \text { is odd } \\ J(m+j)_{K^{\prime}} & \text { otherwise. }\end{cases}
$$

We remark that $\widetilde{\mathbb{B}}_{\lambda, \nu}$ is defined for $(\lambda, \nu) \in \backslash \backslash$, which is equivalent to the condition $\lambda+j \in-2 \mathbb{N}$ when $\nu=m+j$.
Proof. We know by Theorems 8.1 and 9.1 that $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and $\widetilde{\mathbb{B}}_{\lambda, \nu}$ do not vanish if $\nu=m+j(j \in \mathbb{N})$, and therefore their image is either $T(j)_{K^{\prime}}$ or $J(\nu)_{K^{\prime}}$.

1) By Theorem 8.5, we have

$$
\widetilde{\mathbb{T}}_{m+j} \circ \widetilde{\mathbb{A}}_{\lambda, m+j}=\frac{\pi^{\frac{m}{2}}}{\Gamma(m+j)} \widetilde{\mathbb{A}}_{\lambda,-j}
$$

Since the kernel of the Knapp-Stein intertwining operator $\widetilde{\mathbb{T}}_{m+j}$ is $T(j)$, the image of $\widetilde{\mathbb{A}}_{\lambda, m+j}$ is $T(j)_{K^{\prime}}$ if and only if $\widetilde{\mathbb{A}}_{\lambda,-j}$ is zero. By Theorem 8.1, this happens if and only if $(\lambda,-j) \in L_{\text {even }}$, namely, $\lambda+j \in-2 \mathbb{N}$. Thus the first assertion is proved.
2) We recall from Theorem 12.6 (1) that for $(m+j, \lambda) \in \backslash \backslash$,

$$
\widetilde{\mathbb{T}}_{m+j} \circ \widetilde{\mathbb{B}}_{\lambda, m+j}=p_{C}^{T B}(\lambda, m+j) \widetilde{\mathbb{C}}_{\lambda,-j},
$$

and $p_{C}^{T B}(\lambda, m+j)=0$ by definition. Therefore Image $\widetilde{\mathbb{B}}_{\lambda, m+j}=T(j)_{K^{\prime}}$.
3) We apply Theorem 12.6 (2) with $\nu=\lambda+j$. Then we obtain

$$
\widetilde{\mathbb{T}}_{m+j} \circ \widetilde{\mathbb{C}}_{\lambda, m+j}=\frac{2^{l}}{(2 l-1)!!} \widetilde{\mathbb{B}}_{\lambda,-j}
$$

where $l \in \mathbb{N}$ is defined by $m+j-\lambda=2 l$. Hence Image $\widetilde{\mathbb{C}}_{\lambda, m+j}$ is contained in $T(j)$ if and only if $\widetilde{\mathbb{B}}_{\lambda,-j}$ vanishes, which happens exactly when $n$ is odd and $(\lambda,-j) \in L_{\text {even }}$ by Theorem 9.1. Since $\widetilde{\mathbb{C}}_{\lambda, m+j}$ is not zero, the third statement is proved.

### 13.3 Spherical vectors and symmetry breaking operators

Since the symmetry breaking operators are $G^{\prime}$-homomorphisms by definition, their kernels are just $G^{\prime}$-submodules of the $G$-module $I(\lambda)$, which are not of
finite length. In this section we give a partial result on their kernels, by determining a precise condition on the parameter for which the spherical vector $\mathbf{1}_{\lambda}$ lies in their kernels.

Theorem 13.3. 1) For $(\lambda, \nu) \in \mathbb{C}^{2}, \mathbf{1}_{\lambda} \in \operatorname{Ker} \widetilde{\mathbb{A}}_{\lambda, \nu}$ if and only if $\lambda \in-\mathbb{N}$.
2) For any $(\lambda, \nu) \in L_{\text {even }}, \mathbf{1}_{\lambda} \notin \operatorname{Ker} \tilde{\tilde{A}}_{\lambda, \nu}$.
3) $\operatorname{For}(\lambda, \nu) \in \backslash \backslash, \mathbf{1}_{\lambda} \in \operatorname{Ker} \widetilde{\mathbb{B}}_{\lambda, \nu}$ if and only if $\lambda \in-\mathbb{N}$.
4) For any $(\lambda, \nu) \in L_{\text {even }}$ and $n$ odd, $\mathbf{1}_{\lambda} \notin \operatorname{Ker} \tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}$.
5) For $(\lambda, \nu) \in / /, \mathbf{1}_{\lambda} \in \operatorname{Ker} \widetilde{\mathbb{C}}_{\lambda, \nu}$ if and only if $\nu>0 \geq \lambda$.

Proof. The first statement follows from Proposition 7.4, the second one from Proposition 9.6, the third one from Proposition 9.6 and the fifth one from Proposition 10.7. Finally, by Theorem 12.2 (4) and Remark 8.8 we have

$$
\begin{align*}
\tilde{\tilde{\mathbb{B}}}_{\lambda, \nu}\left(\mathbf{1}_{\lambda}\right) & =\frac{2^{k}(2 k-1)!!}{(-1)^{k}} \frac{\pi^{\frac{n-1}{2}}(-\lambda)!(-1)^{\lambda+l}}{l!} \mathbf{1}_{\nu} \\
& =\frac{(-1)^{\frac{n-1}{2}} \pi^{\frac{n-1}{2}}(-\lambda)!(2 k)!}{k!!!} \mathbf{1}_{\nu} \tag{13.1}
\end{align*}
$$

if $(\lambda, \nu) \in L_{\text {even }}$ and $n$ is even. Hence the fourth statement is shown.

## 14 Application to analysis on anti-de Sitter space

The last two chapters are devoted to applications of our results on symmetry breaking operators. In this chapter we discuss applications to harmonic analysis on the semisimple symmetric space $G / G^{\prime}=O(n+1,1) / O(n, 1)$. We begin with the scalar valued case in the first two sections, and clarify a close relationship between symmetry breaking operators for the restriction $G \downarrow G^{\prime}$ for the special parameter $\nu=0$ and the Poisson transform for $G / G^{\prime}$. In particular, we shall see that the vanishing phenomenon of the symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ at $L_{\text {even }}$ (Theorem8.1) explains a subtle difference on the composition series of the eigenfunction of the Laplacian (Fact 14.3) and the principal series representation $(\sqrt{2.10)}$ and (2.11) $)$. More generally, we
apply the results on symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ with $\nu \in-\mathbb{N}$ (Theorems 2.5 and 2.6) to obtain some new results of analysis on vector bundles over $G / G^{\prime}$ (Theorem 14.9).

### 14.1 Harmonic analysis on Lorentzian hyperbolic spaces

We define the indefinite hyperbolic space by

$$
X(n+1,1):=\left\{\xi \in \mathbb{R}^{n+2}: \xi_{0}^{2}+\cdots+\xi_{n}^{2}-\xi_{n+1}^{2}=1\right\}
$$

As a hypersurface of the Minkowski space

$$
\mathbb{R}^{n+1,1} \equiv\left(\mathbb{R}^{n+2}, d \xi_{0}^{2}+\cdots+d \xi_{n}^{2}-d \xi_{n+1}^{2}\right)
$$

$X(n+1,1)$ carries a Lorentz metric for which the sectional curvature is constant -1 (see 40), and thus is a model space of anti-de Sitter manifolds. The group $G=O(n+1,1)$ acts transitively on $X(n+1,1)$. The isotropy subgroup at

$$
e_{n}={ }^{t}(0, \cdots, 0,1,0) \in X(n+1,1)
$$

is nothing but $G^{\prime}=O(n, 1)$, and therefore we have an isomorphism:

$$
X(n+1,1) \simeq G / G^{\prime}
$$

which shows that $X(n+1,1)$ is a semisimple symmetric space of rank one.
Let $\Delta$ be the Laplace-Beltrami operator on $X(n+1,1)$. Since $X(n+1,1)$ is a Lorentzian manifold, $\Delta$ is a hyperbolic operator. For $\lambda \in \mathbb{C}$, we consider the eigenspace of the Laplacian $\Delta$ on $X(n+1,1)$ :

$$
\mathcal{S o l}\left(G / G^{\prime} ; \lambda\right):=\left\{f \in \mathcal{C}^{\infty}\left(G / G^{\prime}\right): \Delta f=\lambda(\lambda-n) f\right\}
$$

Since $G$ acts isometrically on the Lorentz manifold $G / G^{\prime}, G$ leaves $\mathcal{S o l}\left(G / G^{\prime} ; \lambda\right)$ invariant for any $\lambda \in \mathbb{C}$. Our parametrization is given in a way that

$$
\begin{equation*}
\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right) \simeq \operatorname{Sol}\left(G / G^{\prime} ; n-\lambda\right) \tag{14.1}
\end{equation*}
$$

Remark 14.1. Since the Laplacian $\Delta$ is not an elliptic operator, the analytic regularity theorem does not apply, and the eigenfunctions in $\mathcal{A}\left(G / G^{\prime}\right)$ (analytic functions), $\mathcal{D}^{\prime}\left(G / G^{\prime}\right)$ (distributions), or $\mathcal{B}\left(G / G^{\prime}\right)$ (hyperfunctions) are not the same. However, the underlying ( $\mathfrak{g}, K$ )-module $\mathcal{S o l}\left(G / G^{\prime} ; \lambda\right)_{K}$ does not depend on the choice of the sheaves $\mathcal{A} \subset C^{\infty} \subset \mathcal{D}^{\prime} \subset \mathcal{B}$ because $K$ finite hyperfunction solutions are automatically real analytic by the elliptic regularity theorem (see [14, Theorem 3.4.4]).

Traditional questions of harmonic analysis on the symmetric space (see [10. Chapter 1], for example) are

- to expand functions on $G / G^{\prime}$ by eigenfunctions of the Laplacian $\Delta$,
- to find the $G$-module structure of $\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)$.

For the anti-de Sitter space $G / G^{\prime} \simeq X(n+1,1)$, a complete answer to these questions has been known.

Concerning the first question, we decompose the regular representation on the Hilbert space $L^{2}\left(G / G^{\prime}\right)$ into the discrete and continuous parts:

$$
L^{2}\left(G / G^{\prime}\right)=L^{2}\left(G / G^{\prime}\right)_{\mathrm{disc}} \oplus L^{2}\left(G / G^{\prime}\right)_{\mathrm{cont}}
$$

Then the discrete part is a multiplicity-free Hilbert direct sum of irreducible unitary representations of $G$ (discrete series representations for $G / G^{\prime}$ ) as follows:

Fact 14.2 (园 34, see also [22, Fact 5.4]).

$$
L^{2}\left(G / G^{\prime}\right)_{\mathrm{disc}}=\bigoplus_{\substack{\frac{n}{n}<\lambda<n \\ \lambda \equiv n+1 \bmod 2 \mathbb{Z}}} \overline{I(\lambda)} \oplus \sum_{i=0}^{\infty} \oplus \overline{T(2 i+1)} .
$$

Here $\overline{I(\lambda)}$ denotes the unitarization of $I(\lambda)$, and $\overline{T(2 i+1)}$ denotes that of $T(2 i+1)$. We note that $\overline{I(\lambda)}(0<\lambda<n)$ is unitarily equivalent to a complementary series representation $\mathcal{H}_{\lambda}^{G}$ of $G$ in the notation of Chapter 15 ,

Concerning the second question, the $G$-module $\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)$ is of finite length, and therefore it is sufficient to determine a Jordan-Hölder series at the level of underlying ( $\mathfrak{g}, K$ )-modules. Here is a description when $\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)$ is reducible:

Fact 14.3 (32). For $\lambda=-i \in-\mathbb{N}$, there is a non-splitting exact sequence of $(\mathfrak{g}, K)$-modules:

$$
\begin{aligned}
& \left.0 \rightarrow F(i) \rightarrow \operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)_{K} \rightarrow T(i)_{K} \rightarrow 0 \quad \text { (i: even }\right), \\
& \left.0 \rightarrow T(i)_{K} \rightarrow \operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)_{K} \rightarrow F(i) \rightarrow 0 \quad \text { ( } i: \text { odd }\right) .
\end{aligned}
$$

### 14.2 Application of symmetry breaking operators to anti-de Sitter spaces

In this section, we discuss a relationship between the aforementioned results and our results on symmetry breaking operators with $\nu=0$.

We recall that $I(n-\lambda)^{-\infty}$ is the space of distribution vectors of the representations $I(n-\lambda)$ of $G$. We begin with the key observation for $\nu=0$ :

$$
\begin{align*}
\operatorname{Hom}_{G}\left(I(\lambda), C^{\infty}\left(G / G^{\prime}\right)\right) & \simeq\left(I(n-\lambda)^{-\infty}\right)^{G^{\prime}} \\
& \subset\left(I(n-\lambda)^{-\infty}\right)^{P^{\prime}} \simeq H(\lambda, 0)=\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(0)) . \tag{14.2}
\end{align*}
$$

Here, the first isomorphism is obtained by applying Proposition 3.2, to the case where $X=G / P$ and $Y=G / G^{\prime}$. The second isomorphism is a special case of the main object of this article. The inclusive relation (14.2) implies that finding irreducible $G$-submodules in $C^{\infty}\left(G / G^{\prime}\right)$ is a subproblem of the understanding of symmetry breaking operators $\operatorname{Hom}_{G^{\prime}}(I(\lambda), J(\nu))$ with $\nu=$ 0.

In light that $(\lambda, 0) \in L_{\text {even }}$ if and only if $\lambda \in-2 \mathbb{N}$, we see from the classification of symmetry breaking operators (Theorem 11.3):

$$
\left(I(n-\lambda)^{-\infty}\right)^{P^{\prime}} \simeq \begin{cases}\mathbb{C} \widetilde{K}_{\lambda, 0}^{\mathbb{A}} & \lambda \notin-2 \mathbb{N} \\ \mathbb{C} \tilde{\tilde{K}}_{\lambda, 0}^{\mathbb{A}} \oplus \mathbb{C} \widetilde{K}_{\lambda, 0}^{\mathbb{C}} & \lambda \in-2 \mathbb{N}\end{cases}
$$

Let us determine when the $P^{\prime}$-invariance implies $G^{\prime}$-invariance:

## Lemma 14.4.

$$
\left(I(n-\lambda)^{-\infty}\right)^{G^{\prime}} \simeq \begin{cases}\mathbb{C} \widetilde{K}_{\lambda, 0}^{\mathrm{A}} & \lambda \notin-2 \mathbb{N}, \\ \mathbb{C} \tilde{\tilde{K}}_{\lambda, 0}^{\mathrm{A}} & \lambda \in-2 \mathbb{N} .\end{cases}
$$

Proof. First, we recall from (7.4)

$$
k_{\lambda, 0}^{\mathbb{A}}(\xi)=2^{-\lambda+n}\left|\xi_{n}\right|^{\lambda-n} .
$$

Since $G^{\prime}$ fixes the $n$-th coordinate $\xi_{n}$, the distribution $k_{\lambda, 0}^{\mathbb{A}}$ is $G^{\prime}$-invariant, and so are the normalized distributions $\widetilde{K}_{\lambda, 0}^{\mathbb{A}}=\iota_{N}^{*} \tilde{k}_{\lambda, 0}^{\mathbb{A}}$ and $\tilde{\tilde{K}}_{\lambda, 0}^{\mathbb{A}}=\iota_{N}^{*} \tilde{\tilde{k}}_{\lambda, 0}^{\mathbb{A}}$, see (7.5).

Second, for $(\lambda, \nu) \in L_{\text {even }}$, the support $\widetilde{K}_{\lambda, \nu}^{\mathbb{C}}$ of the differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}$ is $\left\{\left[p_{+}\right]\right\}$in $G / P$, which is not a $G^{\prime}$-invariant subset (see Lemma 5.11). In particular, for $\lambda \in-2 \mathbb{N}$, the distribution $\widetilde{K}_{\lambda, 0}^{\mathbb{C}} \in(I(n-$ $\left.\lambda)^{-\infty}\right)^{P^{\prime}}$ cannot be $G^{\prime}$-invariant. Thus Lemma is proved.

Remark 14.5. We have seen in Remark 12.4 that the differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}$ cannot be obtained as the residue of the meromorphic family $\mathbb{A}_{\lambda, \nu}$ of symmetry breaking operators if $(\lambda, \nu) \in L_{\text {even }}$. The above lemma gives an alternative proof of this fact for $\nu=0$ because $\widetilde{\mathbb{A}}_{\lambda, 0}$ is $G^{\prime}$ invariant but $\widetilde{\mathbb{C}}_{\lambda, 0}$ is not $G^{\prime}$-invariant.

The distribution kernel $\widetilde{K}_{\lambda, 0}^{\mathbb{A}}\left(\right.$ or $\left.\tilde{\tilde{K}}_{\lambda, 0}^{\mathbb{A}}\right) \in\left(I(n-\lambda)^{-\infty}\right)^{G^{\prime}}$ induces a $G$ intertwining operator from $I(\lambda)$ to $C^{\infty}\left(G / G^{\prime}\right)$. Let us give a concrete formula. For this, we write $[]:, \mathbb{R}^{n+1,1} \times \mathbb{R}^{n+1,1} \rightarrow \mathbb{R}$ for the bilinear form defined by

$$
[x, \xi]:=x_{0} \xi_{0}+\cdots+x_{n} \xi_{n}-x_{n+1} \xi_{n+1} .
$$

Lemma 14.6. For $g \in G$, we set $x:=g e_{n} \in X(n+1,1)$. Then the $n$-th coordinate $\left(g^{-1} \xi\right)_{n}$ of $g^{-1} \xi$ is given by

$$
\left(g^{-1} \xi\right)_{n}=[x, \xi] \quad \text { for } \xi \in \Xi .
$$

Proof. $\left(g^{-1} \xi\right)_{n}=\left[e_{n}, g^{-1} \xi\right]=\left[g e_{n}, \xi\right]=[x, \xi]$.
We recall from (4.15) that the $G$-invariant pairing

$$
\langle,\rangle: I(\lambda) \times I(n-\lambda)^{-\infty} \rightarrow \mathbb{C}
$$

induces a $G$-intertwining operator

$$
I(\lambda) \rightarrow C^{\infty}(G), \quad f \mapsto\left\langle f, \tilde{k}_{\lambda, \nu}^{\mathbb{A}}(g \cdot)\right\rangle=\left\langle f\left(g^{-1} \cdot\right), \tilde{k}_{\lambda, \nu}^{\mathbb{A}}\right\rangle,
$$

which in turn induces a $G$-intertwining operator

$$
\begin{gathered}
\widetilde{\mathcal{P}}_{\lambda}: I(\lambda) \rightarrow C^{\infty}\left(G / G^{\prime}\right), \\
\left(\widetilde{\mathcal{P}}_{\lambda} f\right)(x)=\frac{2^{-\lambda+n}}{\Gamma\left(\frac{\lambda+\nu-n+1}{2}\right) \Gamma\left(\frac{\lambda-\nu}{2}\right)} \int_{S^{n}} f(b)|[x, b]|^{\lambda-n} d b
\end{gathered}
$$

by Lemma 14.6. The image satisfies the differential equation

$$
\Delta\left(\widetilde{\mathcal{P}}_{\lambda} f\right)=\lambda(n-\lambda)\left(\widetilde{\mathcal{P}}_{\lambda} f\right)
$$

because the distribution kernel $|[x, b]|^{\lambda-n}$ satisfies the same equation. Thus $\widetilde{\mathcal{P}}_{\lambda}$ gives a $G$-intertwining operator

$$
\begin{equation*}
\widetilde{\mathcal{P}}_{\lambda}: I(\lambda) \rightarrow \mathcal{S o l}\left(G / G^{\prime} ; \lambda\right) . \tag{14.3}
\end{equation*}
$$

The integral transform $\widetilde{\mathcal{P}}_{\lambda}$ is called the Poisson transform for the semisimple symmetric space $G / G^{\prime}$ as explained in Example 3.4 (2). Similarly, we can define a renormalized Poisson transform

$$
\begin{equation*}
\tilde{\tilde{\mathcal{P}}}_{\lambda}: I(\lambda) \rightarrow \operatorname{Sol}\left(G / G^{\prime} ; \lambda\right) \subset C^{\infty}\left(G / G^{\prime}\right) \quad \text { for } \lambda \in-2 \mathbb{N} . \tag{14.4}
\end{equation*}
$$

Since the Poisson transform $\widetilde{\mathcal{P}}_{\lambda}$ and the symmetry breaking operator $\widetilde{\mathbb{A}}_{\lambda, \nu}$ are induced by the same distribution kernel $\widetilde{K}_{\lambda, \nu}^{\mathrm{A}}$, we get the evaluation at the base point $e_{n} \in X(n+1,1)$ from Proposition 7.4 and Remark 8.8 as follows:

Proposition 14.7. Let $\mathbf{1}_{\lambda}$ be the normalized spherical vector in $I(\lambda)$.

$$
\begin{array}{ll}
\widetilde{\mathcal{P}}_{\lambda}\left(\mathbf{1}_{\lambda}\right)\left(e_{n}\right)=\frac{\pi^{\frac{n-1}{2}}}{\Gamma(\lambda)} & \text { for } \lambda \in \mathbb{C} \\
\tilde{\tilde{\mathcal{P}}}_{\lambda}\left(\mathbf{1}_{\lambda}\right)\left(e_{n}\right)=\frac{\pi^{\frac{n-1}{2}}(2 l)!(-1)^{l}}{l!} & \text { for } \lambda=-2 l \in-2 \mathbb{N} .
\end{array}
$$

We note that the underlying $(\mathfrak{g}, K)$-modules $I(\lambda)_{K}$ and $\mathcal{S}$ ol $\left(G / G^{\prime} ; \lambda\right)_{K}$ are isomorphic to each other in the Grothendieck group of $(\mathfrak{g}, K)$-modules, however, there is a subtle difference on the composition series: For the principal series representation, we have nonsplitting exact sequences of $(\mathfrak{g}, K)$-modules:

$$
\begin{gathered}
0 \rightarrow F(i) \rightarrow I(-i)_{K} \rightarrow(T(i))_{K} \rightarrow 0, \\
0 \rightarrow T(i)_{K} \rightarrow I(n+i) \rightarrow F(i) \quad \rightarrow 0 .
\end{gathered}
$$

for all $i \in \mathbb{N}$ and there is no parity condition on $i$ (see Section 2.1) on the one had, whereas the parity condition on $i$ is crucial in Fact 14.3. This difference has a close connection with the discrete subset $L_{\text {even }}$. To be more precise, we determine the kernel and the image of the Poisson transforms

$$
\begin{gathered}
\widetilde{\mathcal{P}}_{\lambda}: I(\lambda) \rightarrow \operatorname{Sol}\left(G / G^{\prime} ; \lambda\right), \\
\widetilde{\mathcal{P}}_{n-\lambda}: I(n-\lambda) \rightarrow \operatorname{Sol}\left(G / G^{\prime} ; \lambda\right),
\end{gathered}
$$

(or of the renormalized ones $\tilde{\tilde{\mathcal{P}}}_{\lambda}$ and $\tilde{\tilde{\mathcal{P}}}_{n-\lambda}$ ) at the reducible points of $I(\lambda)$. We note that both the images of $\widetilde{\mathcal{P}}_{\lambda}$ and $\widetilde{\mathcal{P}}_{n-\lambda}$ are contained in the same space $\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)$, see (14.1).

Case I. $\lambda=-i \in-\mathbb{N}, i$ even.

- $\widetilde{K}_{\lambda, 0}^{\mathbb{A}}=0$, and hence $\widetilde{\mathcal{P}}_{\lambda}$ is a zero operator.
- The renormalized Poisson transform $\tilde{\tilde{\mathcal{P}}}_{\lambda}$ satisfies $\tilde{\tilde{\mathcal{P}}}_{\lambda}\left(\mathbf{1}_{\lambda}\right) \neq 0$ by Proposition 14.7, and therefore $\tilde{\tilde{\mathcal{P}}}_{\lambda}: I(\lambda) \rightarrow \mathcal{S o l}\left(G / G^{\prime} ; \lambda\right)$ is injective because the spherical vector $\mathbf{1}_{\lambda}$ belongs to the unique finite-dimensional subrepresentation of $I(\lambda)$. Indeed, $\tilde{\tilde{\mathcal{P}}}_{\lambda}$ induces a bijection from $I(\lambda)_{K}$ onto $\mathcal{S}$ ol $\left(G / G^{\prime} ; \lambda\right)_{K}$ in view of the Jordan-Hölder series of $\mathcal{S}$ ol $\left(G / G^{\prime} ; \lambda\right)_{K}$ in Fact 14.3 .

Case II. $\underset{\widetilde{\mathcal{P}}}{\lambda}=-i \in-\mathbb{N}, i$ odd.
Since $\widetilde{\mathcal{P}}_{\lambda}\left(\mathbf{1}_{\lambda}\right)=0$ by Proposition 14.7, and since $\widetilde{K}_{\lambda, 0}^{\mathrm{A}} \neq 0$, Ker $\widetilde{\mathcal{P}}_{\lambda}$ coincides with the unique finite-dimensional subrepresentation $F(i)$ of $I(\lambda)$ containing $\mathbf{1}_{\lambda}$. Further, $\widetilde{\mathcal{P}}_{\lambda}$ induces a surjective map from $I(\lambda)_{K}$ to the underlying $(\mathfrak{g}, K)$-module of a discrete series representation of $G / G^{\prime}$ which is isomorphic to $T(i)_{K}$ by Facts 14.2 and 14.3

Case III. $\lambda=n+i, i \in \mathbb{N}$ even.
If $\lambda-n \in 2 \mathbb{N}$, then the kernel $|[x, \xi]|^{\lambda-n}$ of the Poisson transform is a homogeneous polynomial in $x=\left(x_{0}, \cdots, x_{n+1}\right)$ of degree $i$. Therefore, the image of the Poisson transform $\widetilde{\mathcal{P}}_{\lambda}$ is contained in the finite-dimensional vector space consisting of homogeneous polynomials of $x$ of degree $i$ in the ambient space $\mathbb{R}^{n+1,1}$. Since $\widetilde{K}_{\lambda, 0}^{\mathbb{A}} \neq 0$ by Theorem 8.1, we conclude that

$$
\begin{aligned}
\text { Ker } \widetilde{\mathcal{P}}_{n+i} & \simeq T(i), \\
\text { Image } \widetilde{\mathcal{P}}_{n+i} & \simeq F(i) .
\end{aligned}
$$

Case IV $\lambda=n+i, i \in \mathbb{N}$ odd.
We recall from the functional equation (8.8)

$$
\widetilde{\mathbb{A}}_{n+i, 0} \circ \widetilde{\mathbb{T}}_{-i}=\frac{\pi^{\frac{n}{2}}}{\Gamma(n+i)} \widetilde{\mathbb{A}}_{-i, 0}
$$

for the symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$. This is regarded as the identity for the distribution kernels $\widetilde{K}_{\lambda, \nu}^{\mathbb{A}}$ and the Riesz distribution (the distribution kernel of the Knapp-Stein intertwining operator of $G$ ). In turn, we conclude that the following identity holds for the Poisson transforms:

$$
\begin{equation*}
\widetilde{\mathcal{P}}_{n+i} \circ \widetilde{\mathbb{T}}_{-i}=\frac{\pi^{\frac{n}{2}}}{\Gamma(n+i)} \widetilde{\mathcal{P}}_{-i} . \tag{14.5}
\end{equation*}
$$

In particular, we have shown that

$$
\widetilde{\mathcal{P}}_{\lambda}: I(\lambda) \rightarrow \operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)
$$

is injective. Indeed, $\widetilde{\mathcal{P}}_{\lambda}$ induces a bijection from $I(\lambda)_{K}$ to $\mathcal{S} o l\left(G / G^{\prime} ; \lambda\right)_{K}$ in view of the Jordan-Hölder series of $\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)_{K}$ in Fact 14.3 ,
Remark 14.8. The anti-de Sitter space $G / G^{\prime}=X(n+1,1)$ has a compactification $G / G^{\prime} \cup G / P$, and the disintegration of the regular representation on $L^{2}\left(G / G^{\prime}\right)$ (Plancherel formula) is given by the boundary data (cf. 31 for the $p$-adic spherical variety):
continuous spectrum

$$
\widetilde{\mathcal{P}}_{\lambda}: I(\lambda) \rightarrow C^{\infty}\left(G / G^{\prime}\right) \quad\left(\lambda \in \frac{n}{2}+\sqrt{-1} \mathbb{R}\right)
$$

discrete spectrum

$$
\widetilde{\mathcal{P}}_{-i}: I(-i) / F(i) \rightarrow C^{\infty}\left(G / G^{\prime}\right) \quad(i \in \mathbb{N})
$$

### 14.3 Analysis on vector bundles over anti-de Sitter spaces

For a finite-dimensional representation $F$ of $G^{\prime}$, we define a $G$-equivariant vector bundle $\mathcal{F}:=G \times_{G^{\prime}} F$ over the homogeneous space $G / G^{\prime}$, and write $C^{\infty}\left(G / G^{\prime}, \mathcal{F}\right)$ for the space of smooth sections for $\mathcal{F}$ endowed with the natural Fréchet topology. In this section we consider the vector bundle $\mathcal{F}_{j}$ associated to the finite-dimensional representation $F(j)$ of $G^{\prime}$, and determine when irreducible representations $T(i)$ and spherical principal series representations $I(\lambda)$ of $G$ occur in $C^{\infty}\left(G / G^{\prime}, \mathcal{F}_{j}\right)$ as subrepresentations.

The main result of this section is stated as follows:
Theorem 14.9. Suppose $j \in \mathbb{N}$.

1) For any $i \in \mathbb{N}$ such that $i<j$,

$$
\operatorname{dim} \operatorname{Hom}_{G}\left(T(i), C^{\infty}\left(G / G^{\prime}, \mathcal{F}_{j}\right)\right)=1
$$

2) For any $i \in \mathbb{N}$ such that $i \geq j$,

$$
\operatorname{dim} \operatorname{Hom}_{G}\left(T(i), C^{\infty}\left(G / G^{\prime}, \mathcal{F}_{j}\right)\right)=\left\{\begin{array}{lll}
0 & (i \equiv j & \bmod 2) \\
1 & (i \not \equiv j & \bmod 2)
\end{array}\right.
$$

3) For any $\lambda \in \mathbb{C}$ and $j \in \mathbb{N}$,

$$
\operatorname{dim} \operatorname{Hom}_{G}\left(I(\lambda), C^{\infty}\left(G / G^{\prime}, \mathcal{F}_{j}\right)\right)=1
$$

As in the scalar valued case treated in Sections 14.1 and 14.2, the images of $T(i)$ and $I(\lambda)$ in Theorem 14.9 are contained in the eigenspace of a secondorder differential operator. In fact, let $C_{G} \in U(\mathfrak{g})$ be the Casimir element of the Lie algebra $\mathfrak{g}=\mathfrak{o}(n+1,1)$. Via the left regular representation, $C_{G}$ acts on $C^{\infty}\left(G / G^{\prime}, \mathcal{F}_{j}\right)$ as a second order hyperbolic differential operator. Let $\Delta_{j}$ be the differential operator induced by $2 n C_{G}$ ( $2 n$ is a constant coming from the Killing form), and set

$$
\mathcal{S o l}\left(G / G^{\prime}, \mathcal{F}_{j} ; \lambda\right):=\left\{f \in C^{\infty}\left(G / G^{\prime}, \mathcal{F}_{j}\right): \Delta_{j} f=\lambda(n-\lambda) f\right\} .
$$

Then $\operatorname{Sol}\left(G / G^{\prime}, \mathcal{F}_{0} ; \lambda\right)=\operatorname{Sol}\left(G / G^{\prime} ; \lambda\right)$ in the trivial line bundle case. Since the Casimir operator $C_{G}$ acts on $T(i)$ and $I(\lambda)$ by the scalar $-\frac{1}{2 n} i(n+i)$ and $\frac{1}{2 n} \lambda(n-\lambda)$, respectively, the image of $T(i)$ in Theorem 14.9 is contained in $\operatorname{Sol}\left(G / G^{\prime}, \mathcal{F}_{j} ;-i\right)$, and that of $I(\lambda)$ is in $\operatorname{Sol}\left(G / G^{\prime}, \mathcal{F}_{j} ; \lambda\right)$. This gives a generalization of (14.3) and (14.4).

For the proof of Theorem 14.9, we use a smooth version of the Frobenius reciprocity theorem:

Lemma 14.10. Suppose that $(\pi, \mathcal{H})$ is a continuous representation of $G$ on a Banach space $\mathcal{H}$, and we denote by $\mathcal{H}^{\infty}$ the Fréchet space of smooth vectors of $(\pi, \mathcal{H})$. Then we have a natural bijection:

$$
\begin{equation*}
\operatorname{Hom}_{G^{\prime}}\left(\left.\mathcal{H}^{\infty}\right|_{G^{\prime}}, F\right) \simeq \operatorname{Hom}_{G}\left(\mathcal{H}^{\infty}, C^{\infty}\left(G / G^{\prime}, \mathcal{F}\right), \quad \psi \leftrightarrow f\right. \tag{14.6}
\end{equation*}
$$

Proof. We identify $C^{\infty}\left(G / G^{\prime}, \mathcal{F}\right)$ with the closed $G$-invariant subspace of $C^{\infty}(G, F)$ defined by

$$
C^{\infty}(G, F)^{G^{\prime}}:=\left\{f \in C^{\infty}(G, F): f(g l)=l^{-1} f(g) \quad \text { for } g \in G, l \in G^{\prime}\right\} .
$$

Then the bijection (14.6) is given by

$$
\begin{aligned}
\psi \mapsto f_{\psi}, & f_{\psi}(u)(g) & :=\psi\left(g^{-1} u\right), \\
f \mapsto \psi_{f}, & \psi_{f}(u) & :=f(u)(e) .
\end{aligned}
$$

For a continuous $G^{\prime}$-homomorphism $\psi: \mathcal{H}^{\infty} \rightarrow F$, the map

$$
\mathcal{H}^{\infty} \rightarrow C^{\infty}(G, F), \quad u \mapsto f_{\psi}(u)
$$

is well-defined and continuous because it is a composition of continuous linear maps

$$
\mathcal{H}^{\infty} \rightarrow C^{\infty}\left(G, \mathcal{H}^{\infty}\right) \rightarrow C^{\infty}(G, F), \quad u \mapsto\left(g \mapsto g^{-1} u\right) \mapsto\left(g \mapsto \psi\left(g^{-1} u\right)\right) .
$$

Other verifications for well-definedness are easy. Clearly, $\psi \mapsto f_{\psi}$ and $f \mapsto \psi_{f}$ give their inverses. Hence Lemma is proved.

Proof of Theorem 14.9. By Lemma 14.10, the statement follows immediately from Theorems 2.5 and 2.6.

## 15 Application to branching laws of complementary series

The indefinite orthogonal group $G=O(n+1,1)$ has a 'long' complementary series [27. To be precise with our normalization, the spherical principal series representation $I(\lambda)$ admits a $G$-invariant inner product on the unitary axis $\lambda \in \frac{n}{2}+\sqrt{-1} \mathbb{R}$ and on the real interval $\lambda \in(0, n)$. Taking the Hilbert completion, we obtain irreducible unitary representations, called the unitary principal series representation and the complementary series representation, to be denoted by $\mathcal{H}_{\lambda}^{G}$. In this chapter, we consider the restriction of the complementary series representation $\mathcal{H}_{\lambda}^{G}$ of $G$ to the subgroup $G^{\prime}=O(n, 1)$. As an application of our results on differential symmetry breaking operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ (Chapter 10) combined with the idea of the 'F-method' (cf. [18), we construct explicitly complementary series representations $\mathcal{H}_{\nu}^{G^{\prime}}$ of the subgroup $G^{\prime}$ as discrete summands in the restriction of $\mathcal{H}_{\lambda}^{G} \mid{ }_{G^{\prime}}$.

### 15.1 Discrete spectrum in complementary series

For $\lambda \in \mathbb{R}$, we set

$$
D(\lambda):=\left\{\nu \in \lambda-1+2 \mathbb{Z}: \frac{n-1}{2}<\nu \leq \lambda-1\right\} .
$$

Then $D(\lambda)$ is a finite set, and $D(\lambda)$ is non-empty if and only if $\lambda>\frac{n+1}{2}$.
We notice that any continuous $G^{\prime}$-homomorphism $T: I(n-\lambda) \rightarrow J(m-\nu)$ induces a continuous $G^{\prime}$-homomorphism $T^{\vee}: I(\nu)^{-\infty} \rightarrow I(\lambda)^{-\infty}$ between the space of distribution vectors.

Theorem 15.1. Suppose that $\frac{n+1}{2}<\lambda<n$. Then the $G^{\prime}$-intertwining differential operator $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\vee}: J(\nu)^{-\infty} \rightarrow I(\lambda)^{-\infty}$ induces an isometric embedding (up to scalar), $\left.\mathcal{H}_{\nu}^{G^{\prime}} \hookrightarrow \mathcal{H}_{\lambda}^{G}\right|_{G^{\prime}}$ if $\nu \in D(\lambda)$. In particular, the restriction $\left.\pi_{\lambda}^{G}\right|_{G^{\prime}}$ contains $\bigoplus_{\nu \in D(\lambda)} \mathcal{H}_{\nu}^{G^{\prime}}$ as discrete summands.
Remark 15.2. If $\lambda \in\left(\frac{n+1}{2}, n\right)$, then any $\nu \in D(\lambda)$ satisfies $\frac{n-1}{2}<\nu<n-1$ and therefore $\mathcal{H}_{\nu}^{G^{\prime}}$ is a complementary series representation of $G^{\prime}$.
Remark 15.3. If $n-\lambda=m-\nu$, namely, if $\lambda-\nu=1$, then clearly $\nu \in D(\lambda)$ and Theorem 15.1 implies $\operatorname{Hom}_{G^{\prime}}\left(\mathcal{H}_{\lambda-1}^{G^{\prime}},\left.\mathcal{H}_{\lambda}^{G}\right|_{G^{\prime}}\right) \neq\{0\}$. In this case this result was earlier proved in 33. We note that $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}$ is just the restriction operator when $n-\lambda=m-\nu$.

## 15.2 $\quad L^{2}$-model of complementary series representations

The proof uses an $L^{2}$-model of complementary series representations ('Lagrangian model' in [11, or equivalently, 'commutative model' in VershikGraev 36).

We recall that the Knapp-Stein intertwining operator $\mathbb{T}_{\lambda}: I(\lambda) \rightarrow I(n-$ $\lambda$ ) is a real operator (i.e., $\overline{\mathbb{T}_{\lambda} \bar{f}}=\mathbb{T}_{\lambda} f$ ) if $\lambda \in \mathbb{R}$, and consequently, the Hermitian form on $I(\lambda)$ defined by

$$
\left(f_{1}, f_{2}\right):=\left(f_{1}, \mathbb{T}_{\lambda} f_{2}\right)_{L^{2}\left(\mathbb{R}^{n}\right)} \quad \text { for } f_{1}, f_{2} \in I(\lambda)
$$

is $G$-invariant. Furthermore, it is positive definite if $0<\lambda<n$. We denote by $\mathcal{H}_{\lambda}$ the Hilbert completion of $I(\lambda)$, and use the same letter to denote the resulting unitary representation, which is called a complementary series representation of $G$.

We define a family of Hilbert spaces $L^{2}\left(\mathbb{R}^{n}\right)_{s}$ with parameter $s \in \mathbb{R}$ by

$$
L^{2}\left(\mathbb{R}^{n}\right)_{s}:=L^{2}\left(\mathbb{R}^{n},\left(\xi_{1}^{2}+\cdots+\xi_{n}^{2}\right)^{\frac{s}{2}} d \xi_{1} \cdots d \xi_{n}\right)
$$

By definition, $L^{2}\left(\mathbb{R}^{n}\right)_{0}=L^{2}\left(\mathbb{R}^{n}\right)$, and

$$
\mathcal{S}\left(\mathbb{R}^{n}\right) \subset \bigcap_{s>-n} L^{2}\left(\mathbb{R}^{n}\right)_{s}
$$

The space $I(\lambda)^{-\infty}$ of distribution vectors of $I(\lambda)$ is identified with $\mathcal{D}^{\prime}\left(X, \mathcal{L}_{\lambda}\right) \simeq$ $\mathcal{D}_{-\lambda}^{\prime}(\Xi)$ (see (4.3)). As in (3.8), we consider the restriction of distributions on $X \simeq S^{n}$ to $\mathbb{R}^{n}$, and obtain a morphism

$$
\mathcal{H}_{\lambda} \subset I(\lambda)^{-\infty} \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)
$$

We then get an $L^{2}$-model of the unitary representation $\left(\pi_{\lambda}, \mathcal{H}_{\lambda}\right)$ by (4.23):
Proposition 15.4. If $\lambda \in(0, n)$, then the Euclidean Fourier transform $\mathcal{F}_{\mathbb{R}^{n}}$ gives a unitary isomorphism (up to scalar)

$$
\mathcal{F}_{\mathbb{R}^{n}}: \mathcal{H}_{\lambda} \xrightarrow{\sim} L^{2}\left(\mathbb{R}^{n}\right)_{n-2 \lambda} .
$$

Proof. See 11] or 36].
Suppose $\lambda-\nu-1 \in 2 \mathbb{N}$. We recall from (16.3) that $\widetilde{C}_{2 l}^{\mu}(s, t)$ is a homogeneous polynomial of two variables $s, t$ of degree $2 l$, and that $\widetilde{K}_{\lambda, \nu}^{\mathbb{C}}$ is the distribution kernel of the differential symmetry breaking operator $\widetilde{\mathbb{C}}_{\lambda, \nu}$ given in (10.3). Then it is immediate from the definition of $\widetilde{\mathbb{C}}_{\lambda, \mu}$ :

## Lemma 15.5.

$$
\left(\mathcal{F}_{\mathbb{R}^{n}} \widetilde{K}_{\lambda, \nu}^{\mathbb{C}}\right)\left(\xi, \xi_{n}\right)=(-1)^{l} \tilde{C}_{2 l}^{\lambda-\frac{n-1}{2}}\left(-|\xi|^{2}, \xi_{n}\right)
$$

We define a linear operator $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\wedge}: \mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by a multiplication of the polynomial:

$$
\begin{equation*}
\left(\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\wedge} v\right)\left(\xi, \xi_{n}\right):=\widetilde{C}_{\lambda-\nu-1}^{\frac{n+1}{2}-\lambda}\left(|\xi|^{2}, \xi_{n}\right) v(\xi) \quad \text { for } \quad v \in \mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right) \tag{15.1}
\end{equation*}
$$

Proposition 15.6. Suppose $\lambda-\nu-1 \in 2 \mathbb{N}$.

1) $(n-\lambda, m-\nu) \in / /$ and the dual map $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\vee}: J(\nu)^{-\infty} \rightarrow I(\lambda)^{-\infty}$ of the differential operator $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}: I(\lambda) \rightarrow J(\nu)$ is a continuous $G^{\prime}$-homomorphism.
2) The diagram

$$
\begin{aligned}
& J(\nu)^{-\infty} \xrightarrow{\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{v}} I(\lambda)^{-\infty} \\
& \mathcal{F}_{\mathbb{R}^{m} \circ \mathrm{Rest}} \mid \\
& \mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right) \xrightarrow[\mathbb{\mathbb { C }}_{n-\lambda, m-\nu}]{ } \mathcal{F}_{\mathbb{R}^{n} \circ \text { Rest }} \\
& \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)
\end{aligned}
$$

commutes. Here Rest denotes the restriction of distributions to the Bruhat cell.
3) If $\nu>\frac{n-1}{2}$, then the linear map $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\wedge}$ induces an isometry (up to a scalar) of Hilbert spaces:

$$
L^{2}\left(\mathbb{R}^{m}\right)_{m-2 \nu} \hookrightarrow L^{2}\left(\mathbb{R}^{n}\right)_{n-2 \lambda} .
$$

For the proof of Proposition 15.6, we use the following formula, which is immediate from the integral expression of the Beta function by a change of variables.

Lemma 15.7. If $c, d \in \mathbb{R}$ satisfy $-\frac{1}{2}<c<-d-\frac{1}{2}$, then $\left|\xi_{n}\right|^{2 c}\left(|\xi|^{2}+\xi_{n}^{2}\right)^{d}$ is integrable as a function of $\xi_{n}$ with parameter $\xi$, and we have the identity

$$
\int_{-\infty}^{\infty}\left|\xi_{n}\right|^{2 c}\left(|\xi|^{2}+\xi_{n}^{2}\right)^{d} d \xi_{n}=|\xi|^{2 c+2 d+1} B\left(c+\frac{1}{2},-c-d-\frac{1}{2}\right) .
$$

Proof of Proposition 15.6. 1) Clear.
2) This follows from Lemma 15.5
3) $\widetilde{C}_{2 L}^{\frac{n+1}{2}-\lambda}\left(|\xi|^{2}, \xi_{n}\right)$ is a linear combination of homogeneous polynomials $|\xi|^{2 j} \xi_{n}^{2 L-2 j}(0 \leq j \leq L)$. For each $j$, we can apply Lemma 15.7 with $c=2 L-2 j$ and $d=\frac{n}{2}-\lambda$ if $\nu>\frac{n-1}{2}$, and get

$$
\left\||\xi|^{j}\left|\xi_{n}\right|^{L-j} v(\xi)\right\|_{L^{2}\left(\mathbb{R}^{n}\right)_{n-2 \lambda}}^{2}=B\left(2 L-2 j+\frac{1}{2}, \nu-\frac{n-1}{2}+2 j\right)\|v\|_{L^{2}\left(\mathbb{R}^{m}\right)_{m-2} \nu}^{2}
$$

by the Fubini theorem. Therefore, the map $\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\wedge}: L^{2}\left(\mathbb{R}^{m}\right)_{m-2 \nu} \rightarrow$ $L^{2}\left(\mathbb{R}^{n}\right)_{n-2 \lambda}$ is well-defined and continuous if $\nu>\frac{n-1}{2}$. Since the unitary representation of $G^{\prime}$ on $L^{2}\left(\mathbb{R}^{m}\right)_{m-2 \nu}$ is irreducible, the continuous $G^{\prime}$-intertwining operator is automatically isometric up to scalar.

Proof of Theorem 15.1. By Proposition 15.6, for every $\nu \in D(\lambda)$, we have a $G^{\prime}$-intertwining and isometric (up to scalar) operator

$$
\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\wedge}: L^{2}\left(\mathbb{R}^{m}\right)_{m-2 \nu} \rightarrow L^{2}\left(\mathbb{R}^{n}\right)_{n-2 \lambda},
$$

which in turn induces a $G^{\prime}$-intertwining and isometric (up to scalar) operator

$$
\widetilde{\mathbb{C}}_{n-\lambda, m-\nu}^{\vee}: \mathcal{H}_{\nu}^{G^{\prime}} \rightarrow \mathcal{H}_{\lambda}^{G}
$$

by Propositions 15.4 and 15.6 (2).

To end this chapter, we discuss the Fourier transform of the distribution kernel $\widetilde{K}_{\lambda, \nu}^{\mathrm{A}}$ of the (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ and compare that of $\widetilde{\mathbb{C}}_{\lambda, \nu}$ in Lemma 15.5 by using the hypergeometric function. The Gauss hypergeometric function has the following series expansion.

$$
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{j=0}^{\infty} \frac{(a)_{j}(b)_{j}}{(c)_{j}} \frac{z^{j}}{j!},
$$

where $(a)_{j}=a(a+1) \cdots(a+j-1)$. The series terminates if $a \in-\mathbb{N}$ or $b \in-\mathbb{N}$, and reduces to a polynomial. In particular, ${ }_{2} F_{1}\left(\frac{\lambda-\nu}{2}, \frac{\lambda+\nu+1-n}{2} ; c ; z\right)$ reduces to a polynomial if $(\lambda, \nu) \in \backslash \backslash \cup / /$.

Since the Gegenbauer polynomial of even degree is given as

$$
C_{2 l}^{\mu}(x)=\frac{(-1)^{l} \Gamma(l+\mu)}{l!\Gamma(\mu)}{ }_{2} F_{1}\left(-l, l+\mu ; \frac{1}{2} ; x^{2}\right),
$$

the following proposition gives a direct proof of Juhl's conformally covariant differential operators $\widetilde{\mathbb{C}}_{\lambda, \nu}$ (see (10.1)), and also explains the residue formula $\widetilde{\mathbb{A}}_{\lambda, \nu}=q_{C}^{A}(\lambda, \nu) \widetilde{\mathbb{C}}_{\lambda, \nu}$ of the (generically) regular symmetry breaking operators $\widetilde{\mathbb{A}}_{\lambda, \nu}$ in Theorem 12.2 from the view point of the F-method.

Proposition 15.8 ([18, Proposition 5.3]).

1) The tempered distribution $\mathcal{F}_{\mathbb{R}^{n}} \widetilde{K}_{\lambda, \nu}^{\mathbb{A}} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is a real analytic function in the open subset $\left\{\left(\xi, \xi_{n}\right) \in \mathbb{R}^{n-1} \oplus \mathbb{R}:|\xi|>\left|\xi_{n}\right|\right\}$, and takes the following form:

$$
\begin{equation*}
\left(\mathcal{F}_{\mathbb{R}^{n}} \widetilde{K}_{\lambda, \nu}^{\mathbb{A}}\right)\left(\xi, \xi_{n}\right)=\frac{\pi^{\frac{n-1}{2}}|\xi|^{\nu-\lambda}}{\Gamma(\nu) 2^{\nu-\lambda}}{ }_{2} F_{1}\left(\frac{\lambda-\nu}{2}, \frac{\lambda+\nu+1-n}{2} ; \frac{1}{2} ;-\frac{\xi_{n}^{2}}{|\xi|^{2}}\right) . \tag{15.2}
\end{equation*}
$$

2) Suppose $\nu-\lambda=2 l(l \in \mathbb{N})$. Then

$$
\left(\mathcal{F}_{\mathbb{R}^{n}} \widetilde{K}_{\lambda, \nu}^{\mathbb{A}}\right)\left(\xi, \xi_{n}\right)=\frac{l!\pi^{\frac{n-1}{2}}}{2^{2 l} \Gamma(\nu)} \tilde{C}_{2 l}^{\lambda-\frac{n-1}{2}}\left(-|\xi|^{2}, \xi_{n}\right) .
$$

## 16 Appendix

### 16.1 Gegenbauer polynomials

The Gegenbauer polynomials $C_{N}^{\mu}(t)$ are polynomials of degree $N$ given by

$$
\begin{aligned}
C_{N}^{\mu}(t) & :=\frac{\Gamma(2 \mu+N)}{\Gamma(N+1) \Gamma(2 \mu)}{ }_{2} F_{1}\left(2 \mu+N,-N ; \mu+\frac{1}{2} ; \frac{1-t}{2}\right) \\
& =\sum_{j=0}^{\left[\frac{N}{2}\right]}(-1)^{j} \frac{\Gamma(N-j+\mu)}{\Gamma(\mu) \Gamma(j+1) \Gamma(N-2 j+1)}(2 t)^{N-2 j} .
\end{aligned}
$$

We inflate $C_{N}^{\mu}(t)$ to a polynomial of two variables by

$$
\begin{equation*}
C_{N}^{\mu}(s, t):=s^{\frac{N}{2}} C_{N}^{\mu}\left(\frac{t}{\sqrt{s}}\right) \tag{16.1}
\end{equation*}
$$

For instance, $C_{0}^{\mu}(s, t)=1, C_{1}^{\mu}(s, t)=2 \mu t, C_{2}^{\mu}(s, t)=2 \mu(\mu+1) t^{2}-\mu s$. For even $N$, we write

$$
C_{2 l}^{\mu}(s, t)=\frac{\Gamma(\mu+l)}{\Gamma(\mu)} \sum_{j=0}^{l} a_{j}(l ; \mu) s^{j} t^{2 l-2 j}
$$

where

$$
\begin{equation*}
a_{j}(l ; \mu):=\frac{(-1)^{j} 2^{2 l-2 j}}{j!(2 l-2 j)!} \prod_{i=1}^{l-j}(\mu+l+i-1) \tag{16.2}
\end{equation*}
$$

We set

$$
\begin{equation*}
\widetilde{C}_{2 l}^{\mu}(s, t):=\frac{\Gamma(\mu)}{\Gamma(\mu+l)} C_{2 l}^{\mu}(s, t)=\sum_{j=0}^{l} a_{j}(l ; \mu) s^{j} t^{2 l-2 j} . \tag{16.3}
\end{equation*}
$$

Slightly different from the usual notation in the literature, we adopt the following normalization of the Gegenbauer polynomial:

$$
\begin{equation*}
\tilde{\tilde{C}}_{N}^{\mu}(t):=\left(\mu+\frac{N}{2}\right) \Gamma(\mu) C_{k}^{\mu}(t) \tag{16.4}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\tilde{\tilde{C}}_{N}^{0}(t)=\cos N t \quad \text { and } \tilde{\tilde{C}}_{0}^{\mu}=\Gamma(\mu+1) \tag{16.5}
\end{equation*}
$$

see [8, 8934.4].
We recall from (3, vol. II, 16.3 (2)] or [8, 7311.2]):

$$
\begin{equation*}
\int_{0}^{1} t^{N+2 \rho}\left(1-t^{2}\right)^{\mu-\frac{1}{2}} C_{N}^{\mu}(t) d t=\frac{\Gamma(2 \mu+N) \Gamma(2 \rho+N+1) \Gamma\left(\mu+\frac{1}{2}\right) \Gamma\left(\rho+\frac{1}{2}\right)}{2^{N+1} \Gamma(2 \mu) \Gamma(2 \rho+1) N!\Gamma(N+\mu+\rho+1)} \tag{16.6}
\end{equation*}
$$

for $\rho>-\frac{1}{2}$.
By using twice the duplication formula of the Gamma function

$$
\begin{equation*}
\Gamma(2 \mu)=2^{2 \mu-1} \pi^{-\frac{1}{2}} \Gamma(\mu) \Gamma\left(\mu+\frac{1}{2}\right) \tag{16.7}
\end{equation*}
$$

we get from (16.6)

$$
\begin{equation*}
\int_{0}^{1} t^{a}\left(1-t^{2}\right)^{\frac{n-3}{2}} \tilde{\tilde{C}}_{N}^{\frac{n}{2}-1}(t) d t=\frac{\pi \Gamma(n+N-1)}{2^{a+n-1} \Gamma(N+1)} \frac{\Gamma(a+1)}{\Gamma\left(\frac{a-N+2}{2}\right) \Gamma\left(\frac{a+N+n}{2}\right)} \tag{16.8}
\end{equation*}
$$

## 16.2 $K$-Bessel function and its renormalization

We recall the definition of the I-Bessel function and the K-Bessel function:

$$
\begin{aligned}
I_{\nu}(z) & :=e^{-\frac{\sqrt{-1} \nu \pi}{2}} J_{\nu}\left(e^{\frac{\sqrt{-1} \pi}{2}} z\right) \\
& =\left(\frac{z}{2}\right)^{\nu} \sum_{j=0}^{\infty} \frac{\left(\frac{z}{2}\right)^{2 j}}{j!\Gamma(j+\nu+1)} \\
K_{\nu}(z) & :=\frac{\pi}{2 \sin \nu \pi}\left(I_{-\nu}(z)-I_{\nu}(z)\right) .
\end{aligned}
$$

We renormalize the $K$-Bessel function as

$$
\begin{equation*}
\widetilde{K}_{\nu}(z):=\left(\frac{z}{2}\right)^{-\nu} K_{\nu}(z) . \tag{16.9}
\end{equation*}
$$

Since $K_{\nu}(z)=K_{-\nu}(z)$, we have

$$
\begin{equation*}
\widetilde{K}_{\nu}(z)=\left(\frac{z}{2}\right)^{-2 \nu} \widetilde{K}_{-\nu}(z) \tag{16.10}
\end{equation*}
$$

For example,

$$
K_{\frac{1}{2}}(z)=\sqrt{\frac{\pi}{2}} e^{-z} z^{-\frac{1}{2}}, \quad \widetilde{K}_{\frac{1}{2}}(z)=\frac{\sqrt{\pi} e^{-z}}{z}, \quad \widetilde{K}_{-\frac{1}{2}}(z)=\frac{\sqrt{\pi}}{2} e^{-z}
$$

The Fourier transform of the distribution $\left(|x|^{2}+t^{2}\right)^{\lambda}$ is given by the KBessel function:

$$
\begin{equation*}
\int_{\mathbb{R}^{m}}\left(|x|^{2}+t^{2}\right)^{\lambda} e^{-i\langle x, \xi\rangle} d x=\frac{2|t|^{m+2 \lambda} \pi^{\frac{m}{2}}}{\Gamma(-\lambda)} \widetilde{K}_{\frac{m}{2}+\lambda}(|t \xi|) \tag{16.11}
\end{equation*}
$$

### 16.3 Zuckerman derived functor modules $A_{\mathfrak{q}}(\lambda)$

In algebraic representation theory, cohomological parabolic induction is a powerful tool in capturing isolated irreducible unitary representations of real reductive groups (e.g., 37, (38). For a convenience of the reader, we give a description of the underlying $(\mathfrak{g}, K)$-module of the infinite-dimensional irreducible subquotient $T(i)$ of the spherical principal series representation $I(\lambda)$ ( $\lambda=-i$ or $n+i$ ), even though the proof of our main results in this article is logically independent of this section.

We take a maximal abelian subalgebra $\mathfrak{t}$ in the Lie algebra $\mathfrak{k} \simeq \mathfrak{o}(n+1)$ of the maximal compact subgroup $K=O(n+1) \times O(1)$, and extend it to a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}=\mathfrak{o}(n+1,1)$. If $n$ is even then $\operatorname{dim} \mathfrak{h}=\operatorname{dim} \mathfrak{t}+1$, and $\mathfrak{h}=\mathfrak{t}$, otherwise.

Fix a basis $\left\{f_{i}: 1 \leq i \leq\left[\frac{n}{2}\right]+1\right\}$ of $\mathfrak{h}_{\mathbb{C}}^{*}$ in a way that the root system is given as

$$
\begin{aligned}
\Delta\left(\mathfrak{g}_{\mathbb{C}}, \mathfrak{h}_{\mathbb{C}}\right)=\left\{ \pm\left(f_{i} \pm f_{j}\right): 1 \leq i \leq\right. & \left.j \leq\left[\frac{n}{2}\right]+1\right\} \\
& \left(\cup\left\{ \pm f_{l}: 1 \leq l \leq\left[\frac{n}{2}\right]+1 \quad(n: \text { odd })\right\}\right) .
\end{aligned}
$$

Let $\left\{H_{i}\right\} \subset \mathfrak{h}_{\mathbb{C}}$ be the dual basis for $\left\{f_{i}\right\} \subset \mathfrak{h}_{\mathbb{C}}^{*}$. We define a subgroup of $L$ to be the centralizer of $H_{1}$, and thus $L \simeq S O(2) \times O(n-1,1)$.

Let $\mathfrak{q}=\mathfrak{l}_{\mathbb{C}}+\mathfrak{u}$ be a $\theta$-stable parabolic subalgebra of $\mathfrak{g}_{\mathbb{C}}$ where the nilpotent radical $\mathfrak{u}$ is an $\mathfrak{h}_{\mathbb{C}}$-stable subspace with

$$
\Delta\left(\mathfrak{u}, \mathfrak{h}_{\mathbb{C}}\right)=\left\{f_{1} \pm f_{j}: 2 \leq j \leq\left[\frac{n}{2}\right]+1\right\}\left(\cup\left\{f_{1}\right\} \quad(n: \text { odd })\right) .
$$

Then $L$ is the normalizer of $\mathfrak{q}$ in $G$.
For $\mu \in \mathbb{C}$, we write $\mathbb{C}_{\mu f_{1}}$ for the one-dimensional representation of the Lie algebra $\mathfrak{l}$ with trivial action of the second factor $\mathfrak{o}(n-1,1)$. If $\mu \in \mathbb{Z}$, it lifts to $L$ with trivial action of $O(n-1,1)$, for which we use the same notation $\mathbb{C}_{\mu f_{1}}$. The homogeneous space $G / L$ carries a $G$-invariant complex structure with complex cotangent space $\mathfrak{u}$ at the origin.

Let denote by $\mathcal{L}_{\mu}:=G \times{ }_{L} \mathbb{C}_{\mu f_{1}}$ the holomorphic vector bundle over $G / L$ associated to the one-dimensional representation $\mathbb{C}_{\mu f_{1}}$. With this notation, the canonical bundle $\Omega_{G / L}=\bigwedge^{\operatorname{dim}_{\mathcal{C}} \mathfrak{u}} T^{*}(G / L)$ is isomorphic to $\mathcal{L}_{n f_{1}}=\mathcal{L}_{2 \rho(\mathfrak{u})}$.

As an analogue of the Dolbeault cohomology of a $G$-equivariant holomorphic vector bundle over a complex manifold $G / L$, Zuckerman introduced the
cohomological parabolic induction $\mathcal{R}_{\mathfrak{q}}^{j} \equiv\left(\mathcal{R}_{\mathfrak{q}}^{\mathfrak{g}}\right)^{j}(j \in \mathbb{N})$, which is a covariant functor from the category of $(\mathfrak{l}, L \cap K)$-modules to the category of $(\mathfrak{g}, K)$ modules. We follow the normalization in [37, Definition 6.20] for $\mathcal{R}_{\mathfrak{q}}^{j}$, and Vogan-Zuckerman [38 for $A_{\mathfrak{q}}(\lambda)$, which differs from the usual normalization by the ' $\rho(\mathfrak{u})$ ' shift.

The one-dimensional representation $\mathbb{C}_{\mu f_{1}}$ is

$$
\text { in the good range } \Leftrightarrow \mu>\frac{n}{2}-1
$$

in the weakly fair range $\Leftrightarrow \mu \geq 0$,
with respect to the $\theta$-stable parabolic subalgebra. In our normalization, $\mathcal{R}_{\mathfrak{q}}^{j}\left(\mathbb{C}_{\mu f_{1}}\right)=0$ if $j \neq n-1$, and $\mathcal{R}_{\mathfrak{q}}^{n-1}\left(\mathbb{C}_{\mu f_{1}}\right)$ is nonzero and irreducible if $\mu \in \mathbb{Z}+\frac{n}{2}$ and $\mu>-1$, which is a slightly sharper than the results applied by the general theory.

Then we have (see [22, Fact 5.4] and the references therein):
Proposition 16.1. 1) For $i \in \mathbb{N}$, we have the following isomorphisms of $(\mathfrak{g}, K)$-modules:

$$
T(i)_{K} \simeq A_{\mathfrak{q}}\left(i f_{1}\right) \simeq \mathcal{R}_{\mathfrak{q}}^{n-1}\left(\mathbb{C}_{\left(\frac{n}{2}+i\right) f_{1}}\right) \simeq H_{\bar{\partial}}^{n-1}\left(G / L, \mathcal{L}_{(n+i) f_{1}}\right)_{K} .
$$

2) For $i \in \mathbb{Z}$ with $-\frac{n}{2} \leq i<0$,

$$
I(n+i)_{K} \simeq A_{\mathfrak{q}}\left(i f_{1}\right) \simeq \mathcal{R}_{\mathfrak{q}}^{n-1}\left(\mathbb{C}_{\left(\frac{n}{2}+i\right) f_{1}}\right) \simeq H_{\bar{\partial}}^{n-1}\left(G / L, \mathcal{L}_{(n+i) f_{1}}\right)_{K} .
$$

The latter module $I(n+i)_{K}\left(-\frac{n}{2} \leq i<0\right)$ is the underlying $(\mathfrak{g}, K)$-module of the complementary series representation $\mathcal{H}_{\lambda}^{G}$ with $\lambda=n+i$ (see Chapter (15).

Remark 16.2. The homogeneous space $G / L$ is connected if $n \geq 2$. If $n=1$, then $G / L$ splits into two disconnected components which are biholomorphic to the Poincaré upper and lower half plane. This explains geometrically the reason why $T(i)$ remains irreducible as a representation of the identity component group $G_{0}=S O_{0}(n+1,1)$ for $n \geq 2$, and splits into a direct sum of holomorphic and anti-holomorphic discrete series representations of $G_{0}$ for $n=1$ (see Section (2.1).
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