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Abstract

A symmetry constraint for the MKdV integrable hierarchy is presented by binary
nonlinearization. The spatial and temporal parts of the Lax pairs and adjoint Lax
pairs of MKdV equations are all constrained as finite-dimensional Liouville integrable
Hamiltonian systems, whose integrals of motion are explicitly given. In terms of
the proposed symmetry constraint, MKdV equations are decomposed into two finite-
dimensional Liouville integrable constrained systems and thus a kind of separation of
variables for MKdV equations is established.

1 Introduction

It is well known that there exist close interrelations of symmetries to integrability [1–3].
All classical integrable equations such as KdV, NLS in (1 + 1)-dimensions and KP, DS
in (1 + 2)-dimensions were discovered as equations with infinitely many K-symmetries [2,
4]. Generally speaking, the presence of infinite-dimensional, local K-symmetry groups is a
characteristic feature of integrable equations in solition theory. Noether’s theorem in La-
grangian mechanics and Liouville’s theorem in Hamiltonian mechanics may be considered
as other important examples of intriguing connections between symmetries and integra-
bility [5]. Liouville’s theorem states that an n-dimensional Hamiltonian system over some
region Ω ⊆ R2n with n independent integrals of motion in involution (equivalent to the
existence of the n-dimensional commutative K-symmetry group) is completely integrable,
i.e. may be integrated by quadratures.

For soliton theory, investigating the symmetries of equation and symmetry properties
of solutions turns out to be fruitful [6–8]. Recently symmetry constraints become promi-
nent because of their important role played. The very successful symmetry constraint
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method for soliton hierarchies is proposed through the nonlinearization technigue (inclu-
ding mono-nonlinearization [9] and binary nonlinearization [10]). Mono-nonlinearization
involves only the Lax pairs for soliton equations. But binary nonlinearization involves
both the Lax pairs and adjoint Lax pairs for soliton equations and thus is richer and more
systematic. The resulting theory narrows the gap between finite-dimensional Liouville
integrable systems and infinite-dimensional integrable soliton equations and provides a
method of separation of variables for solving nonlinear soliton equations. Furthermore this
kind of symmetry constraints exhibits integrability by quadratures for soliton equations.

In this paper, we shall consider the symmetry constraint of the MKdV integrable
hierarchy by binary nonlinearization. The paper is organized as follows. In Section 2,
we recall the concrete construction of MKdV equations beginning with a zero curvature
equation and present some basic properties needed in binary nonlinearization. In Section
3, we perform binary nonlinerization for the Lax pairs and adjoint Lax pairs of the MKdV
integrable hierarchy and thus generate a new hierarchy of finite-dimensional, Liouville
integrable Hamiltonian systems. Finally in Section 4, we establish a kind of separation
of variables for MKdV equations, is to say that we decompose MKdV equations into two
integrable, finite-dimensional systems, i.e. one spatial and one temporal systems. This
also makes it possible to exactly solve MKdV equations.

2 MKdV equations and their zero curvature

representations

It is well known that the MKdV integrable hierarchy associates with the following spectral
problem

yxx + (ux − u2 + α)y = 0 (α is the spectral parameter), (2.1)

which may be written as

φx = Uφ = U(u, α)φ, U =
(
u α
−1 −u

)
, φ =

(
φ1

φ2

)
. (2.2)

In order to derive the MKdV integrable hierarchy by using the zero curvature equation,
we first solve the adjoint representation equation (see ref. [11]) Vx = [U, V ] of (2.2). Let
us choose

V =
(
a bα
c −a

)
.

It is easy to see that

[U, V ] =
(

(b+ c)α 2ubα− 2aα
−2a− 2uc −(b+ c)α

)
,

and thus we find that the adjoint representation equation Vx = [U, V ] reads


ax = (b+ c)α,
bxα = 2ubα− 2aα,
cx = −2a− 2uc.

(2.3)
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On setting a =
∑

i≥0 aiα
−i, b =

∑
i≥0 biα

−i, c =
∑

i≥0 ciα
−i, (2.3) engenders equivalently

b0 + c0 = 0,
aix = bi+1 + ci+1, i ≥ 0,
bix = 2ubi − 2ai, i ≥ 0,
cix = −2ai − 2uci, i ≥ 0.

(2.4)

We consider three initial equations

b0 + c0 = 0, b0x = 2ub0 − 2a0, c0x = −2a0 − 2uc0.

The second and third equations yield (b0 − c0)x = 0. Therefore we have the unique choice
b0 = 1, c0 = −1 up to a temporal function factor. At the same time, a0 = u. Throughout
this paper, we choose

a0 = u, b0 = 1, c0 = −1, (2.5)

and further we assume that ai|u=0 = bi|u=0 = ci|u=0 = 0, i ≥ 1, which means to select
constants of integration to be zero. Because we easily obtain

bi+1,x − ci+1,x = 2u(bi+1 + ci+1) = 2uaix,

bi+1 − ci+1 = 2∂−1u∂ai, i ≥ 0,

the equality (2.4) results in a recursion relation to determine ai, bi, ci :

ai+1 = Lai, L = −1
4∂

2 + u∂−1u∂, i ≥ 0,

bi+1 = 1
2aix + ∂−1u∂ai, i ≥ 0,

ci+1 = 1
2aix − ∂−1u∂ai, i ≥ 0,

(2.6)

Here the first relation is determined by ai+1 = ubi+1 − 1
2bi+1,x and bi+1 = 1

2aix + ∂−1u∂ai.
By using (2.6), for example, we can work out

a1 = −1
4uxx + 1

2u
3, b1 = −1

2ux + 1
2u

2, c1 = 1
2ux − 1

2u
2;

a2 = 1
16uxxxx − 5

8u
2uxx − 5

8uu
2
x + 3

8u
5,

b2 = −1
8uxxx + 3

4u
2ux + 1

4uuxx + 1
8u

2
x + 3

8u
4,

c2 = −1
8uxxx + 3

4u
2ux + 1

4uuxx − 1
8u

2
x − 3

8u
4.

Let us now associate with the MKdV spectral problem (2.2) the following auxiliary problem

φtn = V (n)φ = V (n)(u, α)φ, (2.7a)

V (n) = (αnV )+ −
(

0 bn+1

0 0

)
=

(
(aαn)+ (bαn)+α
(cαn)+ −(aαn)+

)
, n ≥ 0. (2.7b)

Where the symbol + denotes the choice of non-negative power of α. Then the zero
curvature equations

Utn − V (n)
x + [U, V (n)] = 0, n ≥ 0,
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lead to isospectral (αtn = 0) integrable MKdV equations

utn = Kn = anx = Φnux, n ≥ 0, (2.8)

where the operator Φ reads

Φ = L∗ = −1
4
∂2 + ∂u∂−1u. (2.9)

It is a hereditary symmetry operator [6] satisfying either of

Φ2[K,S] + [ΦK,ΦS]− Φ{[K,ΦS] + [ΦK,S]} = 0,

Φ′[ΦK]S − Φ′[ΦS]K − Φ{Φ′[K]S − Φ′[S]K} = 0

for arbitrary vector fields K,S. The first two nonlinear systems in the MKdV integrable
hierarchy (2.8) are as follows

ut1 = −1
4uxxx + 3

5u
2ux, (2.10a)

ut2 = − 1
16u5x − 5

2uuxuxx − 5
8u

2uxxx + 15
8 u

4ux. (2.10b)

Here the first equation is exactly the MKdV equation.
Bi-Hamiltonian structures of MKdV equations in the hierarchy (2.8) may be estab-

lished by applying a powerful tool, i.e. the so-called trace identity proposed by Tu [12].
As is usual, we first need the following quantities which are easy to calculate:

< V,
∂U

∂α
>= c, < V,

∂U

∂u
>= 2a,

where < ·, · > stands for the Killing form of matrices: < A,B >= tr(AB). Then by means
of the trace identity [12]

δ

δu
< V,

∂U

∂α
>= α−γ ∂

∂α
αγ < V,

∂U

∂u
>, γ = const,

we arrive at
δc

δu
= 2α−γ ∂

∂α
αγa. (2.11)

After comparing the coefficients of α−n on two sides of (2.11), we obtain

δcn
δu

= 2(−γ − n+ 1)an−1, n ≥ 1. (2.12)

The equality (2.12) with n = 1 leads to the constant γ = −1
2 . Noticing (2.4) and Ker δ

δu =
Im∂, we have

δcn
δu

=
δbn
δu

, n ≥ 0,

and thus the equality (2.12) gives rise to an important formula

an =
δHn

δu
, Hn =

bn+1 − cn+1

2(2n+ 1)
, n ≥ 0, (2.13)
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which shows that the MKdV hierarchy (2.8) posesses the Hamiltonian structure

utn = Kn = anx = JGn = JLna0 = J
δHn

δu
, J = ∂, n ≥ 0. (2.14)

We can prove by direct calculation that J and JL(= ΦJ) constitute a Hamiltonian pair
and thus the MKdV hierarchy (2.14) is a typical, integrable bi-Hamiltonian hierarchy. But
the second Hamiltonian operator

M = JL = −1
4
∂3 + ∂u∂−1u∂

is non-local. By the above bi-Hamiltonian structure (2.14), we see that the flows deter-
mined by (2.8) commute mutually, and each system in the MKdV hierarchy (2.8) has
infinitely many symmetries {Kn}∞n=0 and conserved quantities {Hn}∞n=0.

In order to discuss binary nonlinearization, we need to exhibit the following properties.
First, from (V 2)x = [U, V 2], we see that

(
1
2
trV 2)x = (a2 + bcα)x = 0.

Thus we have
a2 + bcα = −α, (2.15)

by observing (a2 + bcα)|u=0 = −α. By the way, we point out that by mathematical
induction the local property of ai, bi, ci may be derived from (2.15). This is because
besides (2.4) we have

bi+1 − ci+1 =
i∑

j=0

ajai−j +
i∑

j=1

bjci+1−j , i ≥ 1, (2.16)

by using (2.15). Second, we can verify

Vtn = [V (n), V ], n ≥ 0, (2.17)

when utn = Kn, i.e.
UTn − V (n)

x + [U, V (n)] = 0, n ≥ 0.

In fact, we may directly deduce that Vtn − [V (n), V ] satisfies the adjoint representation
equation φx = Uφ and that

(Vtn − [V (n), V ])|u=0 = 0.

Therefore (2.17) follows from the uniqueness (i.e. if Wx = [U,W ] and W |u=0 = 0, then
W itself vanishes) of solutions to the adjoint representation equation. In the next section,
the equality (2.17) shall be used to elucidate the commutability of the constrained flows
by binary nonlinearization. Bisides, we may similarly get the Zakharov-Shabat equation

V
(n)
tm − V

(m)
tn + [V (n), V (m)] = (V (n))′[Km]− (V (m))′[Kn] + [V (n), V (m)] = 0.

This is to say that V (n), n ≥ 0, constitute a commutative Lax operator algebra [13].
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3 Binary nonlinearization

In this section, we want to perform binary nonlinearization [10] for the Lax pairs and
adjoint Lax pairs of the MKdV integrable hierarchy (2.8). Note that MKdV equations in
the hierarchy (2.8) have another kind of zero curvature representations

ψx = −UTψ = −UT (u, α)ψ, (3.1a)

ψtn = −(V (n))Tψ = −(V (n))T (u, α)ψ, (3.1b)

where T means the transpose of a matrix, because Utn −V (n) +[U, V (n)] = 0 if and only if
(−UT )tn−(−(V (n))T )x+[−UT ,−(V (n))T ] = 0. Let us calculate the variational derivative
of α = α(u) which respect to the potential beginning with [14]

ψx = Uφ = U(u, α)φ,

ψx = −(UTψ = −UT (u, α)ψ.
(3.2)

Making a Gateaux derivative of φx = U(u, α)φ at a direction K leads to the following

(φ′[K])x = (
∂U

∂u
K +

∂U

∂α
α′[K])φ+ Uφ′[K].

By means of ψx = −UT (u, α)ψ, we arrive at

∞∫
−∞

ψT (
∂U

∂u
K +

∂U

∂α
α′[K])φdx = 0.

Therefore we have

α′[K] =
1

−
∞∫

−∞
< φψT , ∂U∂α > dx

∞∫
−∞

< φψT ,
∂U

∂u
> Kdx, (3.3)

which implies that the variational derivative of α with respect to the potential u reads

δα

δu
=

< φψT ,
∂U

∂u
>

−
∞∫

−∞
< φψT , ∂U∂α > dx

. (3.4)

On writing ψ = (ψ1, ψ2)T and noting (2.2), we acquire

δα

δu
=

1
E

(φ1ψ1 − φ2ψ2), E = −
∞∫

−∞

φ2ψ1dx. (3.5)

When zero boundary conditions

lim
|x|→+∞

φ = lim
|x|→+∞

ψ = 0
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are imposed, we can verify a simple characteristic property of the variational derivative
of α:

L
δα

δu
= α

δα

δu
, (3.6)

where L and δα/δu are given by (2.6) and (3.5), respectively.
Let us now discuss two spatial and temporal systems

(
φ1j

φ2j

)
x

= U(u, αj)
(
φ1j

φ2j

)
=

(
u αj

−1 −u

) (
φ1j

φ2j

)
, j = 1, 2, ..., N, (3.7a)

(
ψ1j

ψ2j

)
x

= U(u, αj)
(
ψ1j

ψ2j

)
=

(
u αj

−1 −u

) (
ψ1j

ψ2j

)
, j = 1, 2, ..., N, (3.7b)



(
φ1j

φ2j

)
x

= V (n)(u, αj)
(
φ1j

φ2j

)
=


∑n

i=0 aiα
n−i
j

∑n
i=0 biα

n+1−i
j∑n

i=0 ciα
n−i
j −

∑n
i=0 aiα

n−i
j

 (
φ1j

φ2j

)
, j = 1, 2, ..., N, (3.8a)

(
ψ1j

ψ2j

)
x

= −(V (n))T (u, αj)
(
ψ1j

ψ2j

)
=

 −
∑n

i=0 aiα
n−i
j −

∑n
i=0 ciα

n−i
j

−
∑n

i=0 biα
n+1−i
j

∑n
i=0 aiα

n−i
j

 (
φ1j

φ2j

)
, j = 1, 2, ..., N, (3.8b)

where λ1, λ2, ..., λN and N distinct eigenvalues. The integrability condition of overdeter-
mined linear systems (3.7) and (3.8) is still the n-th MKdV equation utn = Kn. For (3.7)
and (3.8), we may manufacture the following specific symmetry constraints

JGm = J
N∑

j=1

1
2
Ej
δλj

δu
or Gm =

N∑
j=1

1
2
E1
δλj

δu
, E1 = −

∞∫
−∞

φ2jψ1jdx, m ≥ 0. (3.9)

In what follows, we are interested in the Bargmann constraint, which requires the G-vector
field be a potential linear function not including any potential differential. In our case,
the Bargmann constraint reads

JG0 = J
N∑

j=1

1
2
Ej
δλj

δu
or G0 =

N∑
j=1

1
2
E1
δλj

δu
, (3.10)

from which the correspondence between the potential and the eigenfunctions and adjoint
eigenfunctions particularly clear:

u = f(Φ1,Φ2; Ψ1,Ψ2) =
1
2
(〈Φ1,Φ2〉 − 〈Φ1,Φ2〉). (3.11)
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Hereafter for the sake of brevity of presentation, we accept the notation:

Φi = (φi1, ..., φiN )T , Ψi = (ψi1, ..., ψiN )T , i = 1, 2, 〈y, z〉 =
N∑

j=1

yjzj

for y = (y1, ..., yn)T , z = (z1, ..., zn)T ∈ RN . The constraint (3.11) is called binary nonlin-
earization since the function f contains the eigenfunctions and the adjoint eigenfunctions
and is nonlinear with respect to them.

Below we will denote by P̃ the expression of P (u) under the binary nonlinear constraint
(3.11). The characteristic property (3.6) ensures that

ãi = L̃iã0 =
1
2
(〈AiΦ1,Ψ1〉 − 〈AiΦ2,Φ2〉), i ≥ 0, (3.12a)

and further from (2.6) we can obtain

b̃i = 〈Ai−1Φ1,Ψ2〉, i ≥ 1, (3.12b)

c̃i = 〈AiΦ2,Ψ1〉, i ≥ 1. (3.12c)

At this point, the adjoint representation equation Ṽx = [Ũ , Ṽ ] remains true. The substi-
tution of (3.11) into the Lax pairs and adjoint Lax pairs (3.7) and (3.8) engenders the
nonlinearized Lax pairs and adjoint Lax pairs



(
φ2j

φ1j

)
x

= U(ũ, λj)
(
φ1j

φ2j

)
=

(
ũ λj

−1− ũ

) (
φ1j

φ2j

)
, j = 1, 2, ..., N,

(
ψ2j

ψ1j

)
x

= −UT (ũ, λj)
(
ψ1j

ψ2j

)
=

(
−ũ− 1
−λj ũ

) (
ψ1j

ψ2j

)
, j = 1, 2, ..., N ;

(3.13)



(
φ2j

φ1j

)
tn

= V (n)(ũ, λj)
(
φ2j

φ1j

)
=


∑n

i=0 ãiλ
n−i
j

∑n
i=0 b̃iλ

n+i
j∑n

i=0 c̃iλ
n−i
j −

∑n
i=0 ãiλ

n−i
j

 (
φ2j

φ1j

)
, j = 1, 2, ..., N,

(
ψ2j

ψ1j

)
tn

= −(V (n))T (ũ, λj)
(
φ2j

φ1j

)
=

 −
∑n

i=0 ãiλ
n−i
j −

∑n
i=0 c̃iλ

n−i
j

−
∑n

i=0 b̃iλ
n+1−i
j

∑n
i=0 ãiλ

n−i
j

 (
φ2j

φ1j

)
, j = 1, 2, ..., N.

(3.14)

Note that the spatial part of the nonlinearized Lax pairs and adjoint Lax pairs, namely
the system (3.13) is a system of ordinary differential equations with an independent vari-
able x, but the temporal parts of the nonlinearized Lax pairs and adjoint Lax pairs, namely
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the system (3.14) for n ≥ 0, are all systems of evolution equations with two independent
variables tn, x. Obviously the system (3.13) may be written out

Φ1x = Φ̃1 +AΦ2 = 1
2(〈Φ1,Ψ1〉 − 〈Φ2,Ψ2〉)Φ1 +AΦ2,

Φ2x = −Φ̃1 − ũΦ2 = −Φ1 − 1
2(〈Φ1,Ψ1〉 − 〈Φ2,Ψ2〉)Φ2,

Φ1x = −ũΨ1 + Ψ2 = −1
2(〈Φ1,Ψ1〉 − 〈Φ2,Ψ2〉)Φ1 + Φ2,

Φ2x = −AΨ̃1 + ũΨ2 = −AΨ1 + 1
2(〈Φ1,Ψ1〉 − 〈Φ2,Ψ2〉)Ψ2.

(3.15)

We want to prove that the system (3.13) is an integrable, finite-dimensional Hamiltonian
system in the Liouville sense [5].

Let us now consider the integrability of the spatial part (3.13) and the temporal parts
(3.14). The system (3.13) or (3.15) is a cubic nonlinear system and can be represented as
the following Hamiltonian form

Φix =
∂H

∂Ψi
, Ψix = − ∂H

∂Φi
, i = 1, 2 (3.16a)

with the Hamiltonian function

H =
1
4
(〈Φ1,Ψ1〉 − 〈Φ2,Ψ2〉)2 + 〈AΦ2,Ψ1〉 − 〈Φ1,Ψ2〉. (3.16b)

We recall that Ṽx = [Ũ , Ṽ ] holds and thus an obvious equality (̃V 2)x = [Ũ , Ṽ 2] yields

Fx =
(1
2
trṼ 2

)
x

=
d

dx
(ã2 + b̃c̃λ) = 0,

which ensures that F is a generating function of integrals of motion for (3.13) or (3.15).
Due to that F =

∑
m≥−1 Fmλ

−m, we obtain the following formulae for integrals of motion

F−1 = b̃0c̃0, Fm =
m∑

i=0

ãiãm−i +
m+1∑
i=0

b̃ic̃m+1−i, m ≥ 0.

The substitution of (3.12) into the above equality gives out the following explicit expres-
sions for Fm:

F−1 = −1, F0 =
1
4
(〈Φ1,Ψ1〉 − 〈Φ2,Ψ2〉)2 + 〈AΦ2,Ψ1〉 − 〈Φ1,Ψ2〉 = H, (3.17a)

Fm =
m∑

i=0

1
4
(〈AiΦ1,Ψ1〉 − 〈AiΦ2,Ψ2〉)(〈Am−iΦ1,Ψ1〉−

〈Am−iΦ2,Ψ2〉) +
m∑

i=1

〈Ai−1Φ1,Ψ2〉〈Am+1Φ2,Ψ1〉+

〈Am+1Φ2,Ψ1〉 − 〈AmΦ1,Ψ2〉, m ≥ 1. (3.17b)
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At this stage, a direct calculation can lead to

∑
n≥0

Ψitnλ
−n = −tr

(
Ṽ

∂

∂Φi
Ṽ

)
= − ∂F

∂Φi
, i = 1, 2, (3.18a)

∑
n≥0

Ψitnλ
−n = tr

(
Ṽ

∂

∂Φi
Ṽ

)
=

∂F

∂Ψi
, i = 1, 2. (3.18b)

These two equalities enables us to write all the systems (3.14) in the Hamiltonian form

Ψitn = −∂Fn

∂Φi
, Φitn =

∂Fn

∂Ψi
, i = 1, 2, (3.19)

where the spatial variable x is treated as a parameter. Note that the simplification of
(3.14) to (3.19) is made under the control of (3.13). In order to further show the Liouville
integrability of (3.13) and (3.14), we choose the following Poisson bracket

{P,Q} = ω2(IdQ, IdP ) (3.20)

corresponding to the standard symplectic structure on R4N

ω2 = dΨ1 ∧ dΦ1 + dΨ2 ∧ dΦ2. (3.21)

Here IdR indicates a Hamiltonian vector field of a smooth function R on R4N , defined
by IdRcω2 = −dR, with c being the left interior product. Because we still have a similar
equality

Ṽtn = [Ṽ (n), Ṽ ], n ≥ 0,

to (2.17), we may see with the same argument that F = 1
2 trṼ

2 is also a generating function
of integrals of motion for (3.14). Hence Fn, n ≥ 0, are also integrals of motion for (3.14)
or (3.19), which means that

{Fm, Fn} =
∂

∂tn
Fm = 0, m, n ≥ 0. (3.22)

This shows that {Fn}∞n=−1 constitutes a Poisson algebra, i.e. an involutive system with
regard to (3.20), which may also be checked by direct calculation. On the other hand,
directly from (3.17) we obtain

∂Fm

∂Φ1

∣∣∣∣
Φ1=Φ2=0

= −AmΨ2,
∂Fm

∂Φ2

∣∣∣∣
Φ1=Φ2=0

= Am+1Ψ2, m ≥ 0, (3.23a)

∂Fm

∂Ψ1

∣∣∣∣
Ψ1=Ψ2=0

= Am+1Φ2,
∂Fm

∂Ψ2

∣∣∣∣
Ψ1=Ψ2=0

= −AmΦ1, m ≥ 0, (3.23b)

which implies that there must exist one region Ω ⊆ R4N near Φ1 = Φ2 = 0 or Ψ1 = Ψ2 = 0
or near Ψ1 = Ψ2 = 0 on which the 2N 1-forms dFi, ..., dF2N+i−1 (i ≥ 0) are every
linearly independent because the Vandermonde determinant V (λ1, λ2, ..., λN ) is non-zero.
Therefore according to Liouville’s theorem [5], the spatial part (3.13) of the nonlinearized
Lax pairs and adjoint Lax pairs, and the temporal parts (3.14) of the nonlinearized Lax
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pairs and adjoint Lax pairs under the control of the spatial part (3.13) are all finite-
dimensional, integrable Hamiltinian systems, and thus they may be solved by quadratures.

In addition, we remark that under the possible reduction Ψ1 = −Φ2, Ψ2 = Φ1, the
involutive system {Fm}∞m=−1 defined by (3.17) is reduced to

F1 = −1, F0 = 〈Φ1,Φ2〉2 − 〈AΦ2,Φ2〉 − 〈Φ1,Φ1〉,

Fm =
m∑

i=0

〈AiΦ1,Φ2〉〈Am−iΦ1,Φ2〉 −
m∑

i=1

〈Ai−1Φ1,Φ1〉〈Am+1−iΦ2,Φ2〉−

〈Am+1Φ2,Φ2〉 − 〈AmΦ1,Φ1〉, m ≥ 1, (3.24)

which forms a Poisson algebra under the symplectic structure ω2 = dΦ1 ∧ dΦ2 on R2N .
It corresponds to mono-nonlinearization [15] for the MKdV equations (2.8). All the argu-
ments go parallel for mono-nonlinearization.

4 Separation of variables

In the previous section, we have performed the manipulation with binary nonlinearization
for the MKdV hierarchy (2.8). It requires zero boundary conditions:

lim
|x|→+∞

Ψi = lim
|x|→+∞

Φi = 0, i = 1, 2.

In this section, we should like to tackle the general case where the zero boundary conditions
are not imposed. Furthermore we shall present a kind of separation of variables for MKdV
equations in the hierarchy (2.8), which also provides a method of solving MKdV equations.
In that general case, from (3.2) we can obtain

L
δλ

δu
= λ

δλ

δu
+ Iu, namely L(φ1ψ1 − φ2ψ2) = λ(φ1ψ1 − φ2ψ2) + Iu, (4.1)

where I is an integral of motion of (3.2). Applying (4.1) m times gives rise to

ãm =
m∑

i=0

1
2
Ii(〈Am−iΦ1,Ψ1〉 − 〈Am−iΦ2,Ψ2〉), I0 = 1, m ≥ 0, (4.2a)

where Ii, 1 ≤ i ≤ m are all integrals of motion of (3.13). Further we may work out by
(2.6) that

b̃m =
m−1∑
i=0

Ii〈Am−i−1Φ1Ψ2〉+Qm, m ≥ 1, (4.2b)

c̃m =
m−1∑
i=0

Ii〈Am−iΦ2Ψ1〉+Rm, m ≥ 1, (4.2c)

where Qm and Rm are all integrals of motion of (3.13), too. The latter two equalities in
(2.4) requre the following

Qm = Im, Rm = −Im, m ≥ 1. (4.3)
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This moment, the second equality of (2.4) holds automatically. To determine integrals of
motion Ii, we take advantage of (2.15) or (2.16), namely

m∑
i=0

i∑
k=0

1
2
Ik(〈Ai−kΦ1,Ψ1〉 − 〈Ai−kΦ2,Ψ2〉)×

m−i∑
i=0

1
2
Il(〈Am−i−lΦ1,Ψ1〉−

〈Am−i−lΦ2,Ψ2〉) +
m∑

i=1

( i−1∑
k=0

Ik〈Ai−k−1Φ1Ψ2〉+ Ii
)
×

(m−i∑
l=0

Ii〈Am+1−i−lΦ2,Ψ1〉 − Im+1−i

)
+

( m∑
i=0

Ii〈Am+1−iΦ2,Ψ1〉 − Im+1

)
−

( m∑
i=0

Ii〈Am−iΦ1,Ψ2〉+ Im+1

)
= 0, m ≥ 1. (4.4)

On interchanging the summation in the above equality and noting the expressions (3.17)
of F ′

ms, a direct calculation may yield

Im+1 +
1
2

∑
k+l≥m

IkIlFm−(k+l) −
1
2

m∑
i=1

IiIm+1−i, m ≥ 0. (4.5)

Evidently I1 = 1
2F0 since ã2

0+b̃0c̃1+b̃1c̃0 = 0. Therefore from (4.5), we obtain the following
explicit expressions of Im’s:

Im =
m∑

n=1

dn

∑
i1+···+in=m

i1,...,in≥1

Fi1−1 · · ·Fin−1, m ≥ 1, (4.6)

where the constants dn are determined recursively by

d1 =
1
2
, d2 =

3
8
, dn = dn−1 +

1
2

n−2∑
m=1

dmdn−m−1 −
1
2

n−1∑
m=1

dmdn−m, n ≥ 3. (4.7)

Now we can present the formulae for ãm, b̃m, c̃m in terms of Fi, and thus we may
directly check that the temporal parts (3.14) of the nonlinearized Lax pairs and adjoint
Lax pairs are depicted as the following Hamiltonian systems

Φitn = −∂Hn

∂Φi
, Φitn =

∂Hn

∂Ψi
, i = 1, 2, (4.8a)

where the Hamiltonian functions read

Hn =
n∑

m=0

dm

m+ 1

∑
i1+···+im+1=n+1

i1,...,im+1≥1

Fi1−1 · · ·Fim+1−1 (d0 = 1), n ≥ 0. (4.8b)

Similarly, we need to point out that the simplification of (3.14) to (4.8) without the zero
boundary conditions is made still under the control of the system (3.13). Besides, it is
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easy to find from the commutability of Fi that the Hamiltonian phase flows gtn
Hn

defined
by the systems (4.8) for n ≥ 0 commute with each other.

The above manipulation allows us to conclude that the n-th equation utn = Kn in the
hierarchy (2.8) possesses the following special solution

u(x, tn) =
1
2
(〈gx

Hg
tn
Hn

Φ1(0, 0), gx
Hg

tn
Hn

Ψ1(0, 0)〉 − 〈gx
Hg

tn
Hn

Φ2(0, 0), gx
Hg

tn
Hn

Ψ2(0, 0)〉), (4.9)

with gx
H , g

tn
Hn

being the Hamiltonian phase flows associated with the Hamiltonian systems
(3.16) and (4.8), respectively, but Φi(0, 0),Ψ(0, 0), i = 1, 2, being arbitrary constant
vectors. It is easy to get that {H,Hn} = 0, n ≥ 0. Therefore (4.9) is an involutive solution.
In particular, the involutive solution u(x, t1) given by (4.9) solves the MKdV equation
(2.10a). On the other hand, in view of the Liouville integrability of the nonlinearized Lax
systems and adjoint Lax systems, this kind of involutive representation of solutions to
integrable systems exhibits both the interrelation between (1 + 1)-dimensional integrable
systems and finite-dimensional integrable and integrability by quadratures for integrable
systems in (1 + 1)-dimensions. Moreover (4.9) provides a kind of separation of variables
x, tn for MKdV equations, i.e we can separably solve the Hamiltonian systems (3.16) and
(4.8) to find solutions of MKdV equations.

Finally it should be noted that although the above binary nonlinearization method is
mathematically systematic, a further investigation should be made for other aspects, for
instance, the bi-Hamiltonian structure similar to results by Antonowicz and Wojciechowski
et al. [16] of the resulting finite-dimensional systems, appearance of solitons and positons in
the involutive solutions, applications of binary nonlinearization to nonisospectral and/or
variable coefficient equations (e.g. the NV-MKdV equation [17] and breaking soliton
equations [18]), realization of the τ -symmetry constraint by binary nonlinearization, etc.
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