
SYMMETRY PRINCIPLES IN OLD AND NEW PHYSICS 

BY EUGENE P. WIGNER 

Introduction and summary. Symmetry and invariance considera-
tions have long played important roles in physics. The 32 crystal 
classes—that is, groups of rotations in three-dimensional space all 
the elements of which are of the order 2, 3, 4 or 6—were determined 
137 years ago, in the same year in which group theory was born. The 
determination of the 230 space groups, by Schönflies and by Fedorov 
(these are the discrete subgroups of the Euclidean group which 
contain three noncoplanar translations) was a masterpiece of analysis 
and so was the determination by Groth of the possible properties of 
crystals with the symmetries of these space-groups. 

The groups of prime importance in classical physics were subgroups 
of the Euclidean group and the enumeration of these subgroups and 
the derivation of the properties which are invariant under them were 
the principal problems. The invariance groups of the relativity the-
ories were, from the mathematical point of view, much more esoteric 
but their use by physicists did not contribute greatly to the mathe-
matical theory of groups nor did it point to new interesting mathe-
matical problems. When, however, the invariance arguments were 
applied to the present century's other great innovation of physical 
theory, to quantum theory, a score of new problems and several 
interesting mathematical theorems were uncovered. The basic reason 
is the difference in the characterization of states in quantum and in 
pre-quantum theories. In the latter, a state was characterized by the 
positions and the velocities of particles. These could be specified by 
points in three-dimensional space. Quantum theory, on the other 
hand, specifies the states by vectors in an abstract Hilbert space. 
Symmetry transformations in pre-quantum theories were rather obvi-
ous transformations of three-dimensional space; in quantum theory 
they became unitary transformations of Hilbert space. These form 
subgroups of all unitary transformations which are essentially homo-
morphic to the symmetry group in question, essentially homomorphic 
only because a unitary transformation in quantum mechanics is 
equivalent to any of its multiples by a numerical factor (of modulus 1). 
However, this essential homomorphy could be reduced, particularly 
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as a result of Bargmann's investigations [12], in most cases to a true 
homomorphy to an extended group which is called, then, the quan-
tum mechanical symmetry group. The quantum mechanical opera-
tions of the symmetry group break up the Hubert space of all states 
into subspaces each of which is invariant under the operations in 
question. These operations form, then, within each invariant sub-
space, a representation of the quantum mechanical symmetry group 
by means of unitary transformations. 

The physicists undertook a much more detailed investigation of the 
representations of the groups in question than the mathematicians 
had been interested in previously. In those cases in which the repre-
sentations were known before in principle, they defined canonical 
forms of the irreducible representations and determined the invariant 
subspaces of the direct products (also called tensor products) of 
invariant subspaces. This led to the theories of the various coupling 
coefficients, such as three, six, and higher j-coefficients which are of 
interest from the point of view of pure mathematics also. For several 
noncompact Lie groups, the unitary representations of which were 
not known before, these were determined. In many cases, all of the 
not trivial ones were infinite dimensional. The determination of these 
for all locally compact groups became a field of mathematical interest. 

The theory of group representations was, until a few years ago, at 
the center of the interest of the physicist investigating the conse-
quences of invariance principles. The invariance group was, in most 
cases, either the quantum mechanical Poincaré group (LC2I), or a 
subgroup thereof. In later years, the interest shifted to groups which 
are only approximate symmetry groups and form extensions of the 
Poincaré group. Hence, the interest shifted back from the representa-
tions of definite groups to the determination of groups, in particular 
those which contain the Poincaré group as a subgroup. Many interest-
ing results were obtained concerning the existence of such groups and 
also their representations. 

The evolution of the physical sciences. Physics and the natural 
sciences have changed enormously during the past 100 or 150 years. 
The spirit has changed, the subject has changed, and the mode of 
operation has changed. 

The change in spirit has been toward increasing sophistication. 
Whereas a hundred or so years ago, the laws of physics were formu-
lated in terms of directly observable quantities, present day physics 
uses intricate mathematical constructs—indeed, its analysis of the 
concept of "directly observable quantities" led to the conclusion that, 
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in the microscopic domain, there is no such thing. I t is easy to forget 
that the first big step in the direction of mathematical sophistication, 
the introduction of phase space with its billions of dimensions, was 
due to Willard Gibbs [ l ] . We all are keenly aware of the other two 
most important steps: the establishments of the relativity and quan-
tum theories. I t is not devoid of the elements of irony that the last 
two steps were undertaken in order to eliminate not directly observ-
able quantities from the physical theory. What was accomplished is 
to have eliminated quantities, the impossibility of the direct observa-
tion of which was then recognized. What was substituted eventually 
for these quantities, the state vector and the gravitational metric, 
are not directly observable either; they are vastly more sophisticated 
than the earlier concepts both mathematically and conceptually. 

The subject of physics, and of the other natural sciences, has 
changed also. The change can be most easily specified in the case of 
physics: whereas until the turn of the century physics was concerned 
only with macroscopic objects, we now consider an article on macro-
scopic physics, such as the wonderful new theory of friction, that of 
Bowden and Tabor [2], to be esoteric. 

Finally, the mode of operation has changed. We now have Alvin 
Weinberg's Big Science, with hundred of scientists streaming into the 
Laboratories each morning to tear away the covers with which nature 
seeks to hide its secrets. This change has been discussed a greal deal 
and I do not want to add to the discussion now. 

What has not changed is that, as in Galileo's time, and in Galileo's 
words [3], the laws of nature are spoken in the language of mathe-
matics. What also has not changed—at least not in the last ISO years 
—is that the concepts of symmetry, of invariance, play a very large 
role and, it appears, an increasing role in physics. 

The parts of mathematics which are of most use to physicists have, 
on the other hand, changed enormously. Even SO years ago, the 
mathematics of the physicist consisted of ordinary differential equa-
tions, with a sprinkling of partial ones. The latter, and the theory 
of Hubert space, assumed the dominant position about 35 years ago. 
Nowadays, however, we hear more about the theory of analytic func-
tions, of one or more variables, of the theory of distributions and, 
last but not least, the theory of groups and their representations, than 
the theory of Hubert space and principal axis transformations which, 
after all, still are believed to provide the language for expressing what 
we know about the laws of nature. 

Crystal symmetry. Let us now turn to the first subject proper: 
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the role of symmetry in very old physics. This was, essentially, con-
fined to the discipline of crystallography. The reason for my discuss-
ing it is not that I have new mathematical results on the subject but 
that the history of crystallography illustrates the development of the 
same ideas, side by side, by mathematicians and by natural scientists, 
first knowing very little about each other, but interacting vigorously 
later. The natural scientist's role is, to a considerable extent, to fur-
nish the original problems and some of their solutions. The mathema-
tician not only gives a deeper understanding of the solution given by 
the natural scientist but also greatly generalizes the initial problem. 
In the early stages* the two disciplines do not know about each other's 
methods and conclusions; the interaction becomes intimate in the 
later stages. 

My story will be, naturally, mostly confined to the natural scientist 
whose story may be novel to mathematicians. 

It begins in 1830'—just 138 years ago—when J. F. C. Hessel deter-
mined the 32 crystal classes [4]. These are the finite groups of rota-
tions in three-space, proper and improper, which have only elements 
of the order 1, 2, 3, 4, and 6. This was just two years before a famous 
duel took place in Paris and in the same year in which the name group 
was coined and its concept was precisely formulated. 

One may wonder why Hessel confined his attention to groups with 
elements all of the order 1, 2, 3, 4, 6. The reason was that he knew of 
a property of crystals, discovered by one of the founders of crystal-
lography, the Abbé Haüy, about SO years earlier [5]. This law refers 
to crystallographic planes. It stipulates that, using the three intersec-
tions of any three crystal planes as directions of the coordinate axes, 
the ratio of the intercepts of any crystal plane with respect to these 
axes, if measured in terms of the intercepts of any other crystal plane, 
are rational numbers. This so-called law of rational indices is incom-
patible with any rotational symmetry except rotations by 60 and 90 
degrees, and multiples of these angles. This leads to Hessel's condi-
tion of all symmetry elements of the rotation group being of order 
1, 2, 3, 4, or 6. 

Haüy's law of rational indices was an empirical law and, needless 
to say, it could not have been established were it not true that the 
rational numbers referred to therein are very simple. If the basic 
planes are properly chosen, both the numerators and the denomina-
tors of the rational numbers are, as a rule, below six, often they are 
below four. If one were to admit arbitrary rational numbers, the law 
could not have been verified experimentally. The law could not have 
been invented at all without the picture of the structure of the 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



i960] SYMMETRY PRINCIPLES IN OLD AND NEW PHYSICS 797 

crystal, conceived almost 300 years ago (by the bishop, Steno [ó]), 
as a regular, lattice-like arrangement of atoms as we now know it to 
be. This picture led Haüy to the law of rational indices which was 
then experimentally verified and this, in its turn, led to the restriction 
of the rotations, which can be crystal symmetries, to those used by 
Hessel. When the total symmetries of crystal lattices, that is sym-
metries including spatial displacements, were investigated just before 
the turn of the century, by Fedorov and by Schönflies [7], Hessel's 
groups appeared as the 32 different factor groups of all possible space 
groups, the displacements forming the normal subgroups. The space 
groups are discrete subgroups of the Euclidean group which contain 
three noncoplanar translations. There are 230 of them, as determined 
by Schönflies and by Fedorov—by means of group theoretical meth-
ods which became, by that time, familiar at least to some crystal-
lographers. Hessel's restriction of the groups, to those with elements 
of orders 1, 2, 3, 4, and 6, was much less arbitrary than might at 
first appear. 

The rest of the story of the role of symmetry in very old physics 
is interesting only for us physicists. The consequences of the sym-
metry properties of crystals in terms of the macroscopic properties 
yielded a fascinating amount of information—information that was 
derived, principally by Groth [8], with a full understanding of the 
group property of symmetry operations though, as a rule, not in the 
language of group theory. I t continues to be a pleasure for most of us 
older physicists to read about the properties of crystals, also to learn 
about the very few exceptions in which the symmetry, present in the 
overwhelming number of properties, is violated by a few. It is painful, 
on the other hand, to admit that the symmetry cannot be formulated 
in terms of our present, quantum mechanical theory, that it is surely 
only approximate. Approximate in the sense that it is valid if classical, 
that is nonquantum, theory is a valid approximation for the motion of 
the nuclei. I t is painful also to admit that none of us has succeeded in 
finding the limits of the validity of the concept of crystal symmetry 
and to point to phenomena in which the approximate nature of the 
symmetry would manifest itself. 

Before turning to more modern subjects, and in particular to 
quantum theory, it may be worth observing that even though the 
explicit role of symmetry in very old physics was largely confined to 
crystallography, the intuitive concept of symmetry probably played 
a great role in the thinking of the early great physicists. Thus, the 
force between two point-like bodies was assumed to be central, i.e., 
to have the direction of the line connecting the two bodies. This is the 
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only direction compatible with rotational invariance. The invariance 
of the laws of physics with respect to translations—of both space and 
time—was an assumption which pervaded the thinking of natural 
scientists much before a sophisticated language for its formulation 
was invented. Some writings of Newton clearly show his awareness 
of the principle now called Galilean invariance. 

At the opposite end of the period under review, Hamel, Klein, and 
Nöther gave highly elegant and sophisticated derivations of the con-
servation laws of physics on an invariant theoretic basis. These 
conservation laws were, of course, well known by that time on the 
basis of elementary derivations. For this reason, and because the 
application of the symmetry principle in question is a rather indirect 
one, and also because the subject has been discussed a great deal 
before by both mathematicians and physicists, it will not be further 
elaborated here. 

Quantum mechanics. It must have been surprising that symmetry 
principles played an explicit and direct role only in a very restricted 
part of very old physics: in crystallography. Surely, the invariance of 
the equations of motion with respect to the whole Galilei or Poincaré 
groups [9], including as they do the whole Euclidean group, must 
have direct consequences for phenomena outside of crystallography. 
Let us see what those consequences are. 

Let us consider a very simple system, a hydrogen atom with the 
electron moving in a Bohr orbit. What are the obvious and simple-
minded consequences of the invariance of the equations of motion 
with respect to the Galilei or the Poincaré groups? First, that the 
hydrogen atom could be anywhere else rather than where it actually 
is and that the electron could be further ahead or farther back on its 
orbit. Further, that the atom could be in uniform straightforward 
motion rather than at rest as I imagined it to be. Finally, that the 
orbit could be tilted in some way in space, rather than being hori-
zontal. All this may be true, but none of this provides us with any 
of the properties of the orbit. 

Let us consider the last conclusion. It is true, perhaps, that the 
hydrogen atom could be anywhere and could have any velocity. It is 
surely not true that its orbit could have any orientation in space. 
If it could, then even a hydrogen atom at rest at a given position 
could be in infinitely many entirely distinct states which is contrary 
to all intuition and all experience and also to the vanishing entropy 
of the internal motion. Everyone felt this, much before the advent 
of quantum mechanics. 

How does quantum mechanics solve this contradiction? Once we 
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know the state of motion of the hydrogen atom, we know its state 
completely. It then follows that the hydrogen atom (at least if we 
disregard its spin) is spherically symmetric. Are, however, all the 
states of the hydrogen atom spherically symmetric? Evidently not; 
a proton-electron combination must have not-spherically-symmetric 
states. Since, just as in classical theory, all such states can be sub-
jected to a rotation, there are infinitely many states connected with 
most excited states of the hydrogen atom. However, and this is the 
crucial point, all these states can be written as linear superpositions 
of a finite number of states. The essential point here is that, in quan-
tum mechanics, the physical state, the actual situation of a system, 
is characterized not by positions and velocities but by a vector in 
Hubert space [lO]. The equivalence of all directions does entail, in 
quantum as well as in classical theory, the existence of all states which 
are obtained from any given state by a rotation. However, unlike in 
classical theory, this does not conclude the story. In quantum theory, 
all the states obtained by the rotation of one can be written as linear 
combinations of certain basic states; in classical theory the linear su-
perposition of states does not exist. The states in quantum theory are 
vectors in a linear space—which they are not in classical theory. We 
cannot add two states of a classical system to each other; we can do 
this for quantum states. Furthermore, the state vector which is the 
sum of two other state vectors is not really a new state; it is, with a 
probability £ the first state, with a probability | the second. This is 
true at least if the state vectors of the latter states are orthogonal; 
if they are not orthogonal to begin with, they are not entirely different 
from each other either. It follows from this, in particular, that, when 
calculating the entropy, only the states with orthogonal state vectors 
must be counted. 

Before formulating the mathematical problems to which this situa-
tion, the linear character of the state vectors, leads us, it may be well 
to complete the preceding picture in some regard. Thus far, we have 
considered only rotations of a definite state. How about imparting to 
them a certain velocity? Let us consider the hydrogen atom, first at 
rest, then moving with various velocities. It follows from the Galilei 
or the Poincaré invariance that, if a system at rest is conceivable, the 
same system can be in uniform motion with any velocity, in any direc-
tion. We again have to postulate, as a result of the existence of a 
given state, an infinity of other states, just as in classical theory. Is it 
true again that, in quantum mechanics, this infinity of states, or 
rather their state vectors, can be represented as a linear combination 
of a smaller number of states? No, the answer is, in this case, in the 
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negative; in fact, the state vectors are orthogonal for all pairs of states 
with different velocities. This is natural from the point of view of 
physics—one can experimentally distinguish states with different 
velocities though not with different orientations of the orbits—but it 
is surprising to find such a difference between the consequences of 
two types of invariance transformations: rotations in space and con-
ferring a velocity. 

Let us look, finally, at the last type of Galilei transformations: 
displacements in space and time. The situation with regard to these 
is very simple: if the velocity is specified, the state is invariant with 
respect to displacements. This is a consequence of Heisenberg's un-
certainty relation. If one wishes to obtain a state localized at a given 
time near a point, one has to form a superposition of states with dif-
ferent velocities—states which we have just learned to be orthogonal 
to each other. 

I t may be good to repeat in precise mathematical terminology what 
was said before in the language of the physicist. The state of a system 
is given in classical mechanics by a point in phase space. This has six 
dimensions if the system consists of a single particle: the coordinates 
are the positional coordinates and the velocity components of the 
particle. The phase space has correspondingly more dimensions if the 
system consists of more particles [ l l ] . The Galilei and Poincaré 
transformations are linear inhomogeneous transformations in phase 
space. In quantum mechanics, on the other hand, the state of any 
system is characterized by a vector in infinite dimensional Hubert 
space. The invariance transformations are linear, in fact unitary, 
transformations in that space. Since the unitary transformation which 
corresponds to the product of two invariance transformations is, at 
least essentially, the product of the unitary transformations which 
correspond to the two factors of the product, these unitary trans-
formations form, at least essentially, a unitary representation of the 
symmetry group. The symmetry group is the Galilei group in non-
relativistic theories; it is the Poincaré group in relativistic theories, 
but it can be a subgroup of these if some outside influence decreases 
the total symmetry of space-time. Thus, for the motion of the elec-
trons in a crystal, the symmetry group is one of the 230 space groups 
which were discussed before. 

The great difference between classical and quantum transforma-
tions is, however, not the difference between a linear inhomogeneous 
transformation on the one hand, and a unitary one on the other. 
The great difference is, first, that in nonquantum theory the trans-
formation is always the same, or, rather, depends only on the number 
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of particles the positions and velocities of which we have to transform. 
In quantum theory, on the other hand, the symmetry transforma-
tions, the unitary representation of the symmetry group, are different 
for different systems; they determine many of the properties of the 
system. The difference is also that the addition of two states is mean-
ingless in nonquantum theory but meaningful in quantum theory; 
the state space of quantum theory, its Hubert space, is a truly linear 
space. 

The first point goes far in explaining the physicist's interest in 
unitary representations. The unitary representations of the Galilei 
group are implicit already in Schrödinger's theory; they were shown 
to be implicit most clearly by Bargmann [12]. The unitary repre-
sentations of the Poincaré group were determined in the late '30s ; 
except for the trivial one, they were all shown to be infinite dimen-
sional [ l3] . This is equivalent with the statement that no system can 
be relativistically invariant unless it can be in an infinity of orthog-
onal states. By calling attention to the properties of the unitary repre-
sentations of noncompact Lie groups, the physicists have stimulated 
the mathematicians' interest in this subject. The mathematicians are 
now very much ahead of us in this field, and it is not easy to catch up 
with the results of Gelfand, Neumark, Harish-Chandra, and of many 
others [14]. 

The role of the group of rotations in three-space. Let us now return 
to a question which was alluded to before: the difference between the 
effect of rotations and that of imparting velocities, to a state. One can 
say that the total invariance group is composed of three types of ele-
ments: displacements, rotations, and the imparting of a velocity. 
If we consider minimal subspaces which are invariant under displace-
ments, that is, the subspaces of a representation space which form 
the basis of an irreducible representation of the displacement sub-
group, there is one such subspace which remains invariant under 
rotations. This does not surprise the physicist: the subspace in ques-
tion is the one the state vectors of which describe the system at rest. 
In fact, in the relevant irreducible representations of the whole sym-
metry group, the effect of the rotations on this subspace is that of an 
irreducible representation of the group of rotations. The transforma-
tions which correspond to the imparting of a velocity, on the other 
hand, transform each minimal subspace which is invariant under 
displacements into a similar subspace which is, however, orthogonal 
to the subspace to the states of which a velocity was imparted. Thus, 
imparting of a velocity has an effect on these subspaces similar to that 
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which any transformation has in classical theory: it produces an en-
tirely new state. In a sense, therefore, the velocity imparting trans-
formations are trivial, the transformations which correspond to rota-
tions highly non trivial: they form, for the subspace in question, an 
irreducible representation of the rotation group. I t follows that the 
irreducible representations of the total symmetry group can be 
characterized by the behavior of the particular, preferred, minimal 
subspace under the influence of displacements and of rotations. This 
question was discussed in so much detail in order to give an explana-
tion for the physicist's intense interest in the group of rotations in 
three-space, the explanation of this interest starting from the general 
Poincaré or Galilei invariance principle. 

If we think of an irreducible representation of the rotation group, 
or any other group, and want a firm grasp on it, it is good to define a 
coordinate system in the representation space. The way this can be 
done most naturally is to specify a sequence of subgroups, G, Gn-.i, 
Gw-2, * ' • » Gi each being a maximal subgroup of the preceding one 
and Gi being the group consisting of the unit element only. Let us 
assume then that the transformations of G which correspond to ele-
ments of Gn-i which form, therefore, a representation of this sub-
group Gn-i, contain no irreducible representation of Gn~-\ more than 
once. Let us further assume that the same is true of all irreducible 
representations of each Gk, if restricted to the subgroup G&-i. Then, 
we can specify a direction in the representation space of G uniquely 
by enumerating the irreducible representations of G2, G8, • • • , Gtt-i 
in the representation spaces of which this direction is contained. 
We can then specify a unit vector in this direction; the unit vectors 
obtained in this way will be used as basis vectors in the representation 
space. They will be orthogonal to each other and will form a complete 
set of vectors in the space of the irreducible representation of G from 
which we started. 

An example may illustrate the situation. Let us choose for G the 
symmetric group of all permutations of n symbols, 5„. If we choose 
as the sequence of subgroups the groups S„_i, »Sn~2, • ' • * & where 
5n-A is the symmetric group which leaves the last k symbols un-
changed, it follows from the classical theories of Young and Frobenius 
[15] that indeed no irreducible representation of Sn-k, if restricted to 
the subgroup 5n-*-.i» will contain any representation of the latter 
more than once. Hence, one can specify, for instance, a vector in the 
space of the representation 3 + 2 of 5B by stipulating that it belong to 
the representation space of the representation 3 + 1 of 5*4, to the repre-
sentation space 2 + 1 of S3, and to the representation 2 of S2. In the 
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case of the group of rotations in three-space, the sequence of sub-
groups contains, in addition to 03, only 02 (and 0i), 02 being the 
group of rotations which leave the z axis invariant, i.e., the rotations 
about the % axis. This leads to the usual form of the irreducible repre-
sentations of 08 . 

Before leaving this subject, I would like to mention a new mathe-
matical result related to the preceding consideration [16]. I t is a 
necessary and sufficient condition that a subgroup have the property 
considered before: that the restriction of the representation to this 
subgroup contain no representation of the subgroup more than once, 
and that this be true for all irreducible representations of the original 
group. In order to formulate the condition, it is useful to introduce 
the concept of a subclass. This is the set of elements which can be 
transformed into each other by the elements of the subgroup. I t is 
clear that the product of two subclasses consists of complete sub-
classes, that the ordinary classes of the group consist of one or more 
subclasses. I t is not clear that the subclasses commute as do the ordi-
nary classes. If they do, the subgroup has the property specified 
above and this is also a necessary condition therefor. I t is easy to 
see that the subclasses will commute if they are self-inverse and it is 
easy to show that the subclasses of Sn with respect to the subgroup 
5n-i are self-inverse. Hence, the result of the theories of Young and 
Frobenius, which was mentioned before, can be obtained in this 
way also. 

The definite form of the irreducible representations of the three 
dimensional rotation group helps to solve some concrete problems. 
The squares of the matrix elements have a simple interpretation 
which is, though, difficult to verify experimentally: they give the 
probability that a particle with a definite component of its angular 
momentum in one direction have a given angular momentum com-
ponent in another direction. Better known, and amply verified, are 
the Hönl-Kronig rules for the intensity ratios of the transitions be-
tween the sublevels into which two levels are split by a magnetic 
field [17J. The subgroup 02 must be chosen in this case to be the rota-
tions which leave the direction of the magnetic field unchanged. 

Decomposition of the tensor products of representations. The 
definite form of the irreducible representations also helps in the solu-
tion of the problem to which we turn next: the reduction of the 
Kronecker product (also called inner tensor product) of representa-
tions into their irreducible components. I t would be difficult to 
enumerate all the applications of this reduction. The physical basis 
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of most of the applications is the rule for obtaining the state vector 
of the union of two systems: this is defined in the Hubert space which 
is the direct product (also called Kronecker product) of the Hubert 
spaces of the separate systems and the state vector is the Kronecker 
product of the state vectors of the individual systems [18]. Hence, 
if two systems are united, each being in a state which is one of the 
basis vectors of an irreducible representation—not necessarily the 
same irreducible representation—the state vector of the union of the 
two systems will be in the representation space of the Kronecker 
product of the two irreducible representations. A similar statement 
applies if three or more physical systems are united. The first ques-
tion, from an invariant theoretic point of view, is then: how can the 
product space be decomposed into subspaces, each of which belongs 
to an irreducible representation, and what are these irreducible repre-
sentations? 

I t may be useful to sketch the way in which an answer to these 
questions was found. The most important group to which the consid-
erations can be and were applied is again 03 . Somebody said that, 
unlike the mathematician, the physicist lives in three-dimensional 
space not only physically but also intellectually. 0% is an ambivalent 
group, that is, all its classes are self-invefse. This renders all its char-
acters real and this will be assumed in what follows. The complications 
which not-real characters entail are minor. The Poincaré group is 
ambivalent, but some of the groups to be considered later are not. 

If the characters of the representations of which we wish to form 
the direct product are x ( a \ X(6\ ' • • > the character of their direct 
product is 

(1) s ( f ) « x( .) ( f) x « ( f ) xc>(f) . . . 

and the number of times x(y) is contained in the representation with 
the character S is 

(la) N, = h"1/2(r)x(v)(r)dr « h^f x ( ö )Wx ( 6 )W • ' : x w ( # . 

h is the volume of the group if the group is compact; it is the order of 
the group if this is finite, r is a group element and fdr indicates the 
invariant group integration for compact groups, summation over all 
group elements in the case of finite groups. The extension of the last 
formula to noncompact groups is an interesting problem on which a 
great deal of progress has been registered but which, to my knowledge, 
has not been solved completely. 

I t is noteworthy that the expression for Nv is symmetric in its 
factors. We shall denote it by (a, b, • • • , v). This means, in the case 
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of three factors, i.e., the decomposition of the Kronecker product of 
two representations, that the Kronecker product of a and b contains 
c just as many times as the Kronecker product of a and c contains b, 

or that of b and c contains a. 

For three factors, the N are, as a rule, not difficult to calculate. 
In principle, such a calculation permits obtaining the decomposition 
of the Kronecker product of any number of factors. This follows from 
the completeness of the character functions which give the relation 

(2) Xw(f)xw(f) - £ (flftF)xw(r). 

We can introduce this into the expression for the decomposition of 
the threefold product and obtain 

(abed) « Z (abv) fx(v)(r)x(6)(r)x(d)(r)dr 

(3) '
 J 

= 53 (abv)(vcd). 
V 

This suggests defining the matrices MK 

(4) MU « (pucfi). 

They are symmetric and their elements are nonnegative integers. 
Their rows and columns are labeled by the irreducible representations 
and they all commute, as is evident from the expression for (abed). 

In terms of these matrices, one can write 

(5) (abc • • • v) = (1PM9 • • • )«„. 

The order of the M in this expression can be interchanged and there 
are several other expressions for the left side. None of these expres-
sions shows the total symmetry of the final expression in any obvious 
way and, in fact, it is not easy to find a general expression (apart 
from (la)) for the left side of (5) which is obviously symmetric. 

The possibility of decomposing the Kronecker product of two repre-
sentations, let us say of D ( a ) and JD(6), into definite components does 
not answer the principal question of interest for the physicist: how is 
the decomposition done? This amounts to transforming the product 
of the representation spaces of D(a) and D(b) into the representation 
spaces of the irreducible components of their Kronecker product. The 
transformation in question occurs in concrete problems again and 
again and has been very closely investigated for the group of rotation 
in three-space. 
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The first question which arises is the uniqueness of the transforma-
tion. This depends on the uniqueness of the basis vectors in the two 
spaces to be transformed into each other. Since the basis vectors in 
both D^a) and Z>(&) were uniquely specified, this is true also for the 
direct product of the two spaces. However, if the Kronecker product 
of P ( a ) and D(b) contains any representation more than once, not every 
basis vector in the final space can be specified simply as a definite 
basis vector of an irreducible D(c\ If Z>(c) occurs in D(a) X^ ( 6 ) (a, bf c) 

times, a unitary transformation of (a, ô, c) dimensions will remain 
free and, if one wants to specify the transformation completely, some 
added specification of the basis vectors in the final space is necessary. 
Biedenharn devoted a great deal of thought to this problem, as did 
also Moshinsky, and the former specified the basis vectors for our 
problem in the case of the unitary group in n dimensions [19]. 

In the case of the group of principal interest in physics, the Oz 

group, the aforementioned difficulty does not arise: all symbols 
(a, b, c) are either 0 or 1 in this case. Groups of the nature that 
(a, &, c) can assume only the values 0 or 1 are called, therefore, simply 
reducible. Both George Mackey and I have devoted a great deal of 
attention to them [20 ]. 

If more than two systems are to be united, i.e., if one is interested 
in the Kronecker product of more than two representations, the same 
irreducible representation may occur more than once in the decom-
position even in the case of simply reducible groups. The obvious 
procedure, in order to specify the transformation uniquely, is to 
proceed step by step, as we did when calculating the value of the 
multiple symbols {a b c • • • v). 

Let us look, first, at the reduction of the Kronecker product of two 
irreducible representations, a and b} of a simply reducible group. The 
basis vectors of the representation space of a may be denoted by 
&u #2, • • • ; there are as many of them as is the dimension la of the 
representation a. An arbitrary one of the ai, a^t • • • will be denoted 
by a; summation over a then means that each of the ct\9 ce2, • • • has 
to be substituted for a and the sum of all the resulting expression 
taken. A similar remark applies for ft which is one of the k basis 
vectors ft, ft, • • • of 6. In order to express one of the basis vectors y 

of the representation c (which is contained in the Kronecker product 
of a and b) in terms of the basis vectors (a, /?) of the product space of 
the representation spaces of a and 6, we have to form a sum 

(6) y « £*y«0(a,0). 
«0 
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Just as into the expression (a, b, c) which we had considered before, 
the three representations a, b, c enter rather symmetrically into cya$. 

One can express them in the form 

(6a) c7afi 

where lc is the dimension of the representation c and the second factor 
on the right side is called, for reasons which are unimportant now, a 
three-j-symbol. Except for a possible change in sign, it is invariant 
with respect to an interchange of the columns. These three-j-symbols, 
or expressions equivalent to them, were also called Clebsch-Gordan 
coefficients (though the reason for this is mysterious to me), or vector 
coupling coefficients, which is the name I prefer. They were calculated 
for 0 3 in great detail and there are tables for them, similar in thick-
ness to logarithmic tables [21 ]. 

Now, if we want to couple three systems together, we can first 
couple two, and then couple the third to the union of these two. In 
many cases, this is a physically reasonable procedure because the 
first two systems may be more strongly coupled to each other than 
either is to the third. Let us denote the three representations the 
Kronecker product of which we wish to consider by a, 6, and c. Then, 
coupling a and b, we obtain the expansion of the basis vector fx of the 
representation m in the direct product space of their representation 
spaces 

(7) /* = HL f )(«,#. 

We now can take the Kronecker product of the representation m with 
the remaining representation c. The 5 basis vector of the representa-
tion d will contain the vector (ju, 7) with the coefficient 

/ rC 
m c 

y 

so that the vector ô becomes 

_ fa b m\ /m c d\ 

(8) « -Z(«* ) 1 / 2 ( 0 )( J(«A7). 
M«07 \ « p A*/ v* y 0/ 

One can again proceed further and couple more and more systems 
together, i.e., obtain the basis vectors of the irreducible parts of the 
direct product space of several irreducible representations. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



808 EUGENE P. WIGNER [September 

I t is important to note, however, that the vector §, obtained above, 
may not be identical with the vector which would have been obtained, 
had we reduced out, first, the Kronecker product of the representa-
tions a and c, and coupled one of the irreducible spaces in this 
Kronecker product with the representation space of b. The reason is 
that a representation d could have been obtained not only by coupling 
the m part of the direct product spaces of a and b with c, but possibly 
also by coupling another, m' part thereof with c. Hence, the vector 5 
above should be denoted by Sm, its index m specifying the intermedi-
ate representation which was then coupled to c. Similarly, the vector 

_ (a c m\ (m' b d\ 

(8a) « ' = £ (yOT.)W ,)( , ) 

should be denoted by ô'm', its index specifying the intermediate repre-
sentation which was then coupled to b. There is no one-to-one cor-
respondence between the 5m and the S'm' but each §'m' can be ex-
pressed in terms of all the 5m (and conversely). The coefficients are 
the same for all basis vectors a, /3, y and 5 and are equal, apart from 
the sign and a factor lm to the "six-j-symbols", recoupling, or Racah 
coefficients [22] 

_ (a b m\ 

(9) «"-EM, }*"-
m \d c m) 

These Racah coefficients also play important roles in a variety of 
physical problems, atomic and nuclear spectroscopy being only two 
of them. They have been extensively tabulated and obey a number 
of symmetry relations: all columns can be interchanged 

(a b e\ Cb a e\ (a> e b\ 

\c d f) ~ \d c f) \c f dj e t C ' 

etc. 

e 

/ 

d 

b 

b 

d 

ƒ 
e 

Any pair of columns can be reversed 

(a b e } (c d e\ (a d f \ 

\c d f) ~ \a b f) ~ \c b e) 

and there are a number of orthogonality relations which, similar to 
the preceding symmetry relations, are valid for the Racah coeffi-
cients of any simply reducible group. For those of 03, Regge has, in 
addition, proved a further set of relations the deeper cause of which 
is still somewhat mystifying 

(a b tn\ _ fi(a+c+b-d) %(a-c-\-b+d) m\ 

\c d ml ~ \\(o+c-b+â) U-a+c+b+d) m') 
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if aj b, Cy • • • denote the representations of dimension 2a + l, 2è + l, 
2 c + l , • • • of 03. A similar extension of the relations between the 
vector coupling coefficients of 0 3 was also found by Regge [23]. 

The considerations of the preceding paragraphs have been ex-
tended by various authors to the direct product of more than three 
irreducible representations. Many authors participated in this work 
(Biedenharn, Edmonds, Ponzano) the motif for which was no longer 
the facilitation of the solution of problems in physics but the mathe-
matical exploration of a set of intriguing connections [24]. The most 
complete review of the subject, together with a significant extension 
of previous results, was given probably by the Lithuanian group of 
Jucys, Levinsonas and Vanagas [25]. Chakrabarti, Lévy-Nahas and 
Lévy-Leblonde and the Australian physicist-mathematician-philos-
opher Kumar, on the other hand, gave expressions for the ô into 
which the representations a, ô, and c of 0 3 entered in a symmetric 
fashion [26]. Kumar provided such expressions also for irreducible 
parts of the Kronecker products of more than three irreducible repre-
sentations of 03 . 

When concluding this part of the review, one can safely say that the 
closer scrutiny and more detailed investigation of the direct products 
of irreducible representations of at least some groups, in particular of 
08 , led to a number of intriguing relations. They are, perhaps, less 
general and more concrete than would correspond to modern mathe-
matical taste but, undeniably, many of us physicists enjoyed explor-
ing them. 

I do not believe that the subject of the reduction of direct products 
of representations has been exhausted. There are many other con-
tributions, which were not mentioned [27], and there is a number of 
questions to which I would like to know the answers. I t is true, 
nevertheless, that the problems which are most important for the 
physicist have apparently been solved—just as the mathematical 
problems of crystallography were solved. Instead, a new field for the 
application of symmetry considerations has turned up and it turned 
up, appropriately enough, in the most modern part of theoretical 
physics, in particle theory. 

Symmetry problems of particle physics. I t is not easy to review 
the symmetry problems of particle physics because the real problems 
cannot yet be formulated clearly. The observation which we wish to 
account for is that there are groups of particles—8 heavy particles, 
for instance—which belong to the same representation of the Poin-
caré group, except that their masses are somewhat different. The 
aforementioned 8 particles are the best known example; among the 8 
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is the proton and the neutron. The other particles are called strange— 
they have all been discovered in the reasonably recent past. 

I t seems reasonable to assume that the particles in question are 
related to each other by some approximate symmetry, and the ques-
tion is only what that symmetry is. We believe that there is a group 
which has an 8-dimensional representation and the state vectors of 
the 8 particles are basis vectors in that representation space. The 
problem is, physically, what the meaning of the operations of the 
group is, in the same sense in which the meaning of the operations of 
the Poincaré group is displacement, imparting a velocity, etc. No 
such meaning is known. I t is even doubtful that a real meaning for 
the operations of the group can be found because the state vectors 
of the particles in this case do not form a linear space—there is no 
sense in adding the state vector of a neutron to that of a proton. All 
this does not, of course, exclude the possibility that the basic equa-
tions are mathematically invariant; at least approximately, under a 
group. I t only means that the operations of the group have no direct 
physical significance. The equations of the oscillator are invariant 
with respect to an interchange of the position and velocity coordinates 
and such invariances have interesting consequences even though the 
underlying mathematical operation is not meaningful physically. 

This is the problem of the physical interpretation of the symmetry. 
The mathematical problem is to find the group which has an 8-dimen-
sional representation, appropriate for the situation. Gell-Mann and 
Ne'eman [28] proposed the unimodular unitary group in three dimen-
sions, SU*. The first non trivial real irreducible representation of this 
is 8-dimensional. What can the group do for us? 

If the operations of the group were true symmetry operations, the 
masses of the 8 particles would be equal. This follows from a theorem 
of O'Raifertaigh [29] according to which there is no Lie group, con-
taining the Poincaré group as a subgroup, which would have an 
irreducible representation such that its restriction to the Poincaré 
subgroup would contain a finite number of irreducible representations 
of this group, with different masses. I t then follows that the mass dif-
ferences must be due to some inaccuracy of the SUz symmetry, some 
perturbation thereof. The great success of the SUz symmetry is then 
to have suggested a simple perturbation operator the matrix elements 
of which are in the ratio of the observed mass differences of the 8 
particles. I am referring to the Gell-Mann-Okubo mass formula which 
is valid within about 6% of the mass differences [30 ]. 

The agreement between a mass formula and the observed masses 
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would not be in itself convincing. There are several simple perturba-
tion operators and it is not surprising that one led to a conclusion in 
good agreement with experiment. However, the 8-fold multiplet is not 
the only one—at least three others could be identified. I t seems most 
unlikely that all this would be coincidence. 

I know that my discussion of this subject is too vague to attract 
the interest of the mathematician. He likes to start with clearly de-
fined premises and arrive at definite conclusions. We surely under-
stand this predilection. However, the task of the physicist is often just 
the opposite: he knows the conclusions, the observed phenomena» and 
wishes to find the premises from which these follow, A great deal of 
vagueness is unavoidable in the process and it is, I believe, in spite of 
its somewhat vague nature, or perhaps just because of it, highly inter-
esting. In addition to those who were already mentioned, Michel in 
France, Roman in Boston, Gürsey in Turkey, Radicati in Italy, and 
Pais in New York are some of the most effective contributors thereto 
[3l] , but I do not wish to go further into detail. The principal point 
which the preceding discussion was intended to convey is the fact 
that, after a long period in which the detailed properties of repre-
sentations were at the center of interest of the physicist and invari-
ance theorist, attention shifted back to the search for the symmetry 
group, or symmetry groups, most appropriate for the description of 
the observed phenomena. 

I t is a pleasure to thank, in conclusion, Professors V. Bargmann, 
C. C. Gillispie, and T. S. Kuhn for having called to my attention 
articles with which I was unfamiliar and for useful discussions. 
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