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1. Introduction

Denote points in Euclidean n-space, Rn, by x = (x1, . . . ,xn) and let E and ∂E denote the

closure and boundary of E ⊆Rn, respectively. Let 〈x, y〉 denote the standard inner prod-

uct in Rn, |x| = 〈x,x〉1/2, and set B(x,r)= {y ∈Rn : |y− x| < r} whenever x ∈Rn, r > 0.

Define k-dimensional Hausdorff measure, 1≤ k ≤ n, in Rn as follows: for fixed δ > 0 and

E ⊆Rn, let L(δ)= {B(xi,ri)} be such that E ⊆
⋃
B(xi,ri) and 0 < ri < δ, i= 1,2, . . . . Set

φk
δ(E)= inf

L(δ)

(∑
α(k)rki

)
, (1.1)

where α(k) denotes the volume of the unit ball in Rk. Then

Hk(E)= lim
δ→0

φk
δ(E), 1≤ k ≤ n. (1.2)
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If O ⊂Rn is open and 1≤ q ≤∞, let W1,q(O) be the space of equivalence classes of func-

tions f with distributional gradient ∇ f = ( fx1 , . . . , fxn), both of which are qth power in-

tegrable on O. Let

‖ f ‖1,q = ‖ f ‖q +‖∇ f ‖q (1.3)

be the norm in W1,q(O), where ‖ · ‖q denotes the usual Lebesgue q norm in O. Let C∞0 (O)

be the infinitely differentiable functions with compact support in O and let W
1,q
0 (O) be

the closure of C∞0 (O) in the norm of W1,q(O). Next for fixed p, 1 < p <∞, and con-

stants c1, c2, 0 < c1 < 1 < c2 <∞, suppose that A(s, t) is a positive continuous function on

(0,∞)× (0,∞) with continuous first partials in t and

(a) c1t
p/2 ≤ tA(s, t)≤ c2t

p/2,

(b) c1 ≤ t
∂

∂t
log
[
tA
(
s, t2

)]
≤ c2,

(c)
∣∣A(s1, t

)
−A

(
s2, t

)∣∣≤ c2

∣∣s1− s2

∣∣(1 + t)p/2−1,

(1.4)

whenever s1,s2, t ∈ (0,∞). We note for later use that from (1.4)(a), (b) it follows for fixed

s and any η,ξ ∈Rn \ 0 that

c
〈
A
(
s,|η|2

)
η−A

(
s,|ξ|2

)
ξ, η− ξ

〉
≥
(
|η|+ |ξ|

)p−2
|η− ξ|2. (1.5)

In (1.5), c ≥ 1 denotes a positive constant depending on p, c1, c2, n. We consider positive

weak solutions u to

∇·
[
A
(
u,|∇u|2

)
∇u
]

+C
(
u,|∇u|2

)
= 0 (1.6)

in D∩N , where D is a bounded domain and N ⊃ ∂D is an open neighborhood of ∂D.

Here C : (0,∞)× (0,∞)→ [0,∞) with

∣∣C(s, t)
∣∣≤ c2 <∞, (s, t)∈ (0,∞)× (0,∞). (1.7)

Moreover u∈W1,p(D∩N) with

∫

D∩N

[〈
A
(
u,|∇u|2

)
∇u,∇θ

〉
−C

(
u,|∇u|2

)
θ
]
dx = 0, (1.8)

where θ ∈W
1,p
0 (D∩N) and dx denotes Hn measure. If A(u,|∇u|2)= |∇u|p−2, C ≡ 0 in

(1.8), we say that u is a weak solution to the p-Laplacian partial differential equation in

N ∩D. To simplify matters, we will always assume that

u(x)−→ 0, as x −→ ∂D. (1.9)
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Put u≡ 0 in N \D and note that u∈W1,p(N). In Section 2 we point out that there exists

a unique finite positive Borel measure µ such that

∫

D∩N

[
−
〈
A
(
u,|∇u|2

)
∇u,∇φ

〉
+C

(
u,|∇u|2

)
φ
]
dx =

∫
φdµ (1.10)

whenever φ∈ C∞0 (N). Finally we assume for some β, 0 < β <∞, that

µ
(
B(y,r)∩ ∂D

)
≤ βrn−1 (1.11)

for 0 < r ≤ r0 and all y ∈ ∂D. Here r0 is so small that
⋃

y∈∂DB(y,r0) ⊂ N . Under these

assumptions we prove in Section 2 the following important square function estimate.

Theorem 1.1. Fix p, δ0, with 0 < δ0 ≤ 1 < p <∞, and suppose that u, D, µ satisfy (1.4)–

(1.11). There exists r̂0, 0 < r̂0 ≤ r0, and k0 a positive integer (depending on c1, c2), such that

if z ∈ ∂D and 0 < r ≤ r̂0, then for k ≥ k0,

∫

D∩B(z,r)
umax

(
|∇u|− δ0,0

)k n∑

i, j=1

u2
xix jdx ≤ crn−1, (1.12)

where c, r̂0 depend on n, p, k, c1, c2, δ0, β but not on z ∈ ∂D.

Armed with Theorem 1.1 we will prove the following theorem in Section 3.

Theorem 1.2. Let u, D, p, µ be as in Theorem 1.1 and suppose also that for some γ, 0 < γ <
∞,

γrn−1 ≤ µ
(
B(z,r)

)
whenever z ∈ ∂D, 0 < r ≤ r0. (1.13)

If k0 is as in Theorem 1.1, then for k ≥ k0 and some r̃0 > 0,

∫

D∩B(z,r)
u|∇u|k

n∑

i, j=1

u2
xix jdx ≤ crn−1, 0 < r ≤ r̃0, (1.14)

where c, r̃0 depend on n, p, k, c1, c2, β, γ. Moreover ∂D is locally uniformly rectifiable in the

sense of David-Semmes.

By local uniform rectifiability of ∂D we mean that P ∪ ∂D is uniformly rectifiable

where P is any n− 1-dimensional plane whose distance from ∂D is ≈ equal to the di-

ameter of D. For numerous equivalent definitions of uniform rectifiability we refer the

reader to [1, 2]. In Section 4 we begin the study of some overdetermined boundary value

problems. As motivation for these problems we note that in [3, Theorem 2] Serrin proved

the following theorem.

Theorem 1.3. Suppose that the bounded region D has a C2 boundary. If there is a positive

solution u∈ C2(D) to the uniformly elliptic equation

∆u+ k
(
u,|∇u|2

) n∑

i, j=1

uxiux juxix j = l
(
u,|∇u|2

)
, (1.15)
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where k, l are continuously differentiable everywhere with respect to their arguments and if

u satisfies the boundary conditions

u= 0,
∂u

∂n
= a= constant on ∂D, (1.16)

then D is a ball and u is radially symmetric about the center of D.

In (1.16), ∂/∂n denotes the inner normal derivative of u at a point in ∂D. In this paper

we continue a project (see [4–7]) whose goal is to obtain the conclusion of Serrin’s theo-

rem under minimal regularity assumptions on ∂D and the boundary values of |∇u|. To

begin we note that uniform ellipticity in (1.15) means for all q ∈ Rn \ {0}, ξ ∈ Rn with

|ξ| = 1, and s > 0 that

∞ >Λ≥ 1 + k
(
s,|q|2

)
〈q,ξ〉2 ≥ λ > 0. (1.17)

Next observe that (1.15) can be written in divergence form as

∇·
[
A∗
(
u,|∇u|2

)
∇u
]

+C∗
(
u,|∇u|2

)
= 0, (1.18)

where

logA∗(s, t)=
1

2

∫ t

0
k(s,τ)dτ,

C∗(s, t)=−A∗(s, t)
[
l(s, t) + t

∂

∂s
logA∗(s, t)

]
.

(1.19)

Uniform ellipticity of A∗ and smoothness properties of A∗, C∗ can be garnered from

(1.17) and smoothness of k, l. We note that if ∂D is smooth enough, then

dµ∗ = A∗
(
0,|∇u|2

)
|∇u|dHn−1, (1.20)

where µ∗ is defined as in (1.10) relative to A∗, C∗. Thus a weak formulation of (1.16) is

(1.9) and

µ∗ = aA
(
0,a2

)
Hn−1

∣∣
∂D. (1.21)

A natural first question is whether Theorem 1.3 remains true when (1.16) is replaced by

(1.9), (1.21) and no assumption is made on ∂D. We note that the answer to this question

is no for related problems when p = 2 (see [8]) or n= 2, 1 < p <∞ (see [9]). Moreover, at

least for some A∗, C∗ we believe the techniques in [8] for p = 2 and [9] for n= 2, 1 < p <
∞, could be used to construct examples of functions u satisfying (1.18) in D �= ball and

also the overdetermined boundary conditions (1.9), (1.21). The examples in [9, 8] have

the property that |∇u|(x)→∞ as x→ ∂D through a certain sequence. Also, in proving

Theorem 1.1 we show that (1.11) is equivalent to the assumption that u has a bounded

Lipschitz extension to a neighborhood of ∂D. Thus, a second question (which rules out

known counterexamples) is whether Theorem 1.3 remains true when (1.16) is replaced

by (1.9), (1.11), (1.21), under appropriate structure—smoothness assumptions on A∗,



J. L. Lewis and A. L. Vogel 5

C∗. As evidence for a yes answer we discuss recent work in [6]. To do so, consider the

following free boundary problem. Given F ⊂Rn a compact convex set, a > 0, 1 < p <∞,

find û and a bounded domain Ω=Ω(a, p) with F ⊂Ω, û∈W
1,p
0 (Ω), and

(∗)∇·
(
|∇û|p−2∇û

)
= 0 weakly in Ω \F,

(∗∗) û(x)= 1 continuously on F, û(x)−→ 0 as x −→ y ∈ ∂Ω,

(∗∗∗)
∣∣∇û(x)

∣∣−→ a whenever x −→ y ∈ ∂Ω.

(1.22)

This problem was solved in [10] (see also [11, 12] for related problems). They proved

the following theorem.

Theorem 1.4. If F has positive p capacity, then there exists a unique û, Ω satisfying (1.22).

Moreover Ω is convex with a smooth (C∞) boundary.

We remark that the above authors assume F has nonempty interior. However their

theorem can easily be extended to more general F (see [6]). In [6] we proved the follow-

ing.

Theorem 1.5. Let D, u, p, a be as in (1.22)(∗), (∗∗) with û, Ω replaced by u, D, and

let µ be the measure corresponding to u as in (1.10) relative to A(u,|∇u|2)= |∇u|p−2. If µ
satisfies (1.11), (1.21) (for this A and with µ= µ∗), then D =Ω(a, p).

Note from Theorems 1.4, 1.5 that if F is a ball, then necessarily D is a ball since in this

case radial solutions satisfying the overdetermined boundary conditions always exist. To

outline the proof of Theorem 1.5, the key step is to show that

limsup
x→∂D

∣∣∇u(x)
∣∣≤ a. (1.23)

Theorem 1.5 then follows from Theorem 1.4, the minimizing property of a p capacitary

function for the “Dirichlet” integral, and the fact that the nearest point projection onto a

convex set is Lipschitz with norm ≤ 1. Our proof in [6] uses the square function estimate

in Theorem 1.1 but also makes important use of the fact that u, uxk are solutions to the

same divergence form equation.

We would like to prove an inequality similar to (1.23) when u, a weak solution to (1.8),

satisfies (1.9) while (1.11), (1.21) hold for µ. Unfortunately, however, the p Laplace partial

differential equation seems to be essentially the only divergence form partial differential

equation of the form (1.4) with the property that a solution, u, and its partial deriva-

tives, uxi , 1≤ i≤ n, both satisfy the same divergence form partial differential equation. To

see why, suppose A(u,|∇u|2) = A(|∇u|2) and C ≡ 0 in (1.6). Suppose that u is a strong

smooth solution to the new version of (1.6) at x ∈ D, ∇u(x) �= 0, and A ∈ C∞[(0,∞)].

Differentiating∇· [A(|∇u|2)∇u]= 0, we deduce for ζ = 〈∇u,η〉 that at x,

L̃ζ =∇·
[
2A′

(
|∇u|2

)
〈∇u,∇ζ〉∇u+A

(
|∇u|2

)
∇ζ
]
= 0. (1.24)

Clearly,

L̃u=∇·
[
2A′

(
|∇u|2

)
|∇u|2∇u

]
(1.25)
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at x and this equation is only obviously zero if A(t)= atλ for some real a, λ. Without such

an equation for u, |∇u|2, we are not able to use u to make estimates as in [6]. Instead,

in order to carry through the argument in [6], it appears that one is forced to consider

some rather delicate estimates concerning the absolute continuity of elliptic measure with

respect toHn−1 measure on ∂D. To outline our attempts to prove an analogue of (1.23) for

a general A, C as in (1.4)–(1.7), we note for sufficiently large k, that |∇u|k is a subsolution

to (see Section 4)

L̂w =
n∑

i, j=1

∂

∂xi

(
bi jwx j

)
= 0, (1.26)

where thanks to Theorem 1.2,

∫

B(z,r)∩D
u

n∑

i, j=1

(
∂bi j
∂x j

)2

dx ≤ crn−1 whenever z ∈ ∂D, 0 < r ≤ r̂0. (1.27)

Moreover, the extra assumption (1.13) allows us to conclude in Theorem 1.2 that ∂D is

locally uniformly rectifiable.

At one time we believed that local uniform rectifiability of ∂D would imply elliptic

measure absolutely continuous with respect to Hn−1 measure on ∂D. Here the desired

elliptic measure is defined relative to a point in D and a certain elliptic operator which

agrees with L̂ on {x ∈ D : |∇u(x)| ≥ δ0}. However we found an illuminating example

in [13, Section 8] which shows that harmonic measure in R2 for the complement of a

compact locally uniformly recifiable set need not be absolutely continuous with respect

to H1 measure on this set. Thus we first assumed that D satisfied a Carleson measure type

analogue of the following chain condition.

There exists 1 ≤ c3 <∞ such that if z ∈ ∂D, 0 < r ≤ r0, |z− x|+ |z− y| ≤ r, and x, y,

lie in the same component P of B(z,r0)∩D, with min{d(x,∂P),d(y,∂P)} ≥ r/100, then

there is a chain, {B(wi,d(wi,∂P)/2)}k1, connecting x to y with the properties:

(a) x∈B
(
w1,

d
(
w1,∂P

)

2

)
, y∈B

(
wk,

d
(
wk,∂P

)

2

)
,

k⋃

i=1

B
(
wi,d

(
wi,∂P

))
⊂P,

(b) B
(
wi,

d
(
wi,∂P

)

2

)
∩B

(
wi+1,

d
(
wi+1,∂P

)

2

)
�= ∅ for 1≤ i≤ k− 1,

(c) k ≤ c3.
(1.28)

Here, as in the sequel, d(E,F) denotes the Euclidean distance between the sets E and F.

Later we observed that in order to obtain the desired analogue of (1.23) it suffices to

prove absolute continuity with respect to Hn−1 of an elliptic measure concentrated on

the boundary of a certain subdomain D1 ⊂ D. Here ∂D1 is locally uniformly rectifiable

and D1 is constructed by removing from D certain balls on which |∇u| is “small.” With

this intuition we finally were able to make the required estimates and thus obtain the

following theorem.
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Theorem 1.6. Let A, p, D, u, µ, β, γ be as in Theorem 1.2. Suppose also that A has con-

tinuous second partials and C has continuous first partials on (0,∞)× (0,∞) each of which

extends continuously to [0,∞)× (0,∞). If

µ
(
B(z,r)∩ ∂D

)
≤ β1H

n−1
(
B(z,r)∩ ∂D

)
for 0 < r ≤ r0 and all z ∈ ∂D, (1.29)

then

limsup
x→z

|∇u|(x)A
(
u(x), |∇u|2(x)

)
≤ β1 for each z ∈ ∂D. (1.30)

Our proof of Theorem 1.6 does not require any specific knowledge of uniform rec-

tifiability although the arguments are certainly inspired by [1, 2] and the reader who is

not well versed in these arguments may have trouble following our rather complicated

but complete argument. In Section 4 we first prove Theorem 1.6 under the additional

assumption that D satisfies a Carleson measure type version of (1.28). This assumption

allows us to argue as in [14] and use a theorem of [15] to conclude that elliptic mea-

sure associated with a certain partial differential equation of the form (1.26), (1.27) is

absolutely continuous with respect to Hn−1|∂D and in fact that the corresponding Radon

Nikodym derivative satisfies a weak reverse Hölder inequality on B(x,r)∩ ∂D whenever

x ∈ ∂D and 0 < r ≤ r0. We can then use essentially the argument in [6] to get Theorem 1.6.

In Section 5 we construct D1 ⊂D (as mentioned above) and using our work in Section 4

reduce the proof of Theorem 1.6 to proving an inequality for a certain elliptic measure on

∂D1. In Section 6 we prove this inequality by a rather involved stopping time argument

and thus finally obtain Theorem 1.6 without the chain assumption (1.28). We note that

Theorem 1.2 implies that ∂D is contained in a surface for which Hn−1 almost every point

has a tangent plane (see [1]). Using this fact, Lemma 2.5, and blowup-type arguments

one can show that the conclusion of Theorem 1.6 is valid “nontangentially” for Hn−1 al-

most every z ∈ ∂D. Thus the arguments in Sections 4–6 are to show that the “limsup” in

Theorem 1.6 must occur nontangentially on a set of positive Hn−1 measure ⊂ ∂D.

The main difficulty in proving more general symmetry theorems under assumptions

similar to those in Theorem 1.6 is that one is forced to use more sophisticated bound-

ary maximum principles (such as the Alexandroff moving plane argument) in a domain

whose boundary is not a priori smooth. We can overcome this difficulty by making fur-

ther assumptions on ∂D. To this end we say that ∂D is δ Reifenberg flat if whenever z ∈ ∂D
and 0 < r ≤ r0, there exists a plane P = P(z,r) containing z with unit normal n such that

{
y + ρn∈ B(z,r) : y ∈ P, ρ > δr

}
⊂D,

{
y− ρn∈ B(z,r) : y ∈ P, ρ > δr

}
⊂Rn \D.

(1.31)

As our final theorem we prove the following theorem in Section 7.

Theorem 1.7. Let u, p, A, C, D be as in Theorem 1.6, except that now u is a weak solution to

(1.6) in all of D. Also assume that equality holds in (1.29) whenever z ∈ ∂D and 0 < r ≤ r0.

If ∂D is δ > 0 Reifenberg flat and δ is sufficiently small, then D is a ball.
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To prove Theorem 1.7 we first show that Theorem 1.6 and work of [16] imply that ∂D
is C2,α for some α > 0. Second we use the “moving plane argument” as in [7] to conclude

that D is a ball. Finally at the end of Section 7 we make some remarks concerning possible

generalizations of our theorems.

2. Proof of Theorem 1.1

We state here some lemmas that will be used throughout this paper. In these lemmas, c ≥
1, denotes a positive constant depending only on n, p, c1, c2, not necessarily the same at

each occurrence. We say that c depends on the “data.” In general, c(a1, . . . ,am)≥ 1 depends

only on a1, . . . ,am and the data. Also a≈ b means c−1a≤ b ≤ ca for some c ≥ 1 depending

only on the data.

Lemma 2.1. Let u, A, p, D, N be as in (1.4)–(1.9). If B(z,2r) ⊂ N and û(x) = max[u,

r p/(p−1)], then

r p−n
∫

B(z,r/2)
|∇u|pdx ≤ cmax

B(z,r)
ûp ≤ c2r−n

∫

B(z,2r)
ûpdx (2.1)

while if B(z,2r)⊂D∩N , then

max
B(z,r)

û≤ cmin
B(z,r)

û. (2.2)

Proof. Equation (2.1) is a standard subsolution-type estimate while (2.2) is a standard

weak Harnack inequality (see [17]). �

Lemma 2.2. Let u, A, p, D, N be as in (1.4)–(1.9). Then∇u is locally Hölder continuous in

D∩N for some σ ∈ (0,1) with

∣∣∇u(x)−∇u(y)
∣∣≤ c

(
|x− y|

r

)σ[
max
B(z,r)

|∇u|+ rσ
]
≤ c
(
|x− y|

r

)σ[
r−1 max

B(z,2r)
u+ rσ

]

(2.3)

whenever B(z,2r)⊂N ∩D and x, y ∈ B(z,r/2). Also u has distributional second partials on

{x : |∇u(x)| > 0}∩D∩N and there is a positive integer k0 (depending on the data) such

that if k ≥ k0,

∫

B(z,r/2)

n∑

i, j=1

|∇u|ku2
xix jdx ≤ c(k)rn−2 max

B(z,r)

(
1 + |∇u|k+2

)
(2.4)

whenever B(z,2r)⊂D∩N .

Proof. For a proof of (2.3) when A has no dependence on u and C = 0, see [18]. The proof

in the general case follows from this special case and Campanato-type estimates (see, e.g.,

[19, 20]). Given (2.3), (2.4) follows in a standard way. One can for example use differ-

ence quotients and make Sobolev-type estimates or first show that |∇u|k is essentially a

weak subsolution to a uniformly elliptic divergence form partial differential equation on

{x : |∇u|(x) > 0} and then use |∇u|2 times a smooth cutoff as a test function. �
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Lemma 2.3. If u, A, p, D, N are as in (1.4)–(1.9), then there exists a positive Borel measure

µ satisfying (1.10) with support ⊂ ∂D and µ(∂D) <∞.

Proof. Lemma 2.3 is given in [21] under slightly different structure assumptions. Here we

outline for the reader’s convenience another proof. We claim that it suffices to show

∫

D∩N

[
−
〈
A
(
u,|∇u|2

)
∇u,∇ψ

〉
+C

(
u,|∇u|2

)
ψ
]
dx ≥ 0 (2.5)

whenever ψ ∈ C∞0 (N) is nonnegative. Indeed once this claim is established, it follows

from Lemma 2.1 and the same argument as in the proof of the Riesz representation theo-

rem for positive linear functionals on the space of continuous functions that Lemma 2.3

is true. To prove our claim we note that φ= [(η+ max[u− ǫ,0])ǫ −ηǫ]ψ is an admissible

test function in (1.8) for small η > 0, as is easily seen. We then use (1.4) to get that

∫

{u≥ǫ}

[(
η+ max[u− ǫ,0]

)
ǫ

−ηǫ
][〈

A(u,|∇u|2)∇u,∇ψ
〉
−C

(
u,|∇u|2

)
ψ
]
dx ≤ 0.

(2.6)

Using dominated convergence, letting first η and then ǫ→ 0 we get our claim. Lemma

2.3 then follows from our earlier remarks. �

Next, given z ∈ ∂D let

W(z,r)=

∫ r

0

(
µ
[
B(z, t)

]

tn−p

)1/(p−1) dt

t
, 0 < r ≤ r0. (2.7)

Lemma 2.4. If z ∈ ∂D, (1.4)–(1.11) hold for u, µ, and û is as in Lemma 2.1, then for some

1≤ c4 ≤ c5 <∞, depending only on the data, one has

(
µ
(
B(z,r/2)

)

rn−p

)1/(p−1)

≤ c4 max
B(z,r)

û≤ c5

[
W
(
z,
c5r

2

)
+ r p/(p−1)

]
for 0 < r ≤

r0

c5
. (2.8)

Proof. The left-hand inequality in (2.8) is easily proved by choosing φ ∈ C∞0 (B(z,r)) with

φ ≡ 1 on B(z,r/2) in (1.10) and using (1.4), (1.7), Lemma 2.1. The right-hand inequality

in (2.8) was proved for C ≡ 0 in [22] under slightly different structure assumptions. To

adapt the proof in [22] to our situation we note that these authors consider two cases.

One case uses results from [23] while the other uses an argument in [24]. The proof in

[23] requires only (1.4)(a) and thus in this case the arguments in [23, 22] can be copied

verbatim if one first replaces the measure in these papers with dµ+ |C|dx, thanks to (1.7).

The proof in [24] uses only (1.4), (1.5). In [24] use is made of a certain solution to (1.8)

with C = 0. In our situation one can replace this solution by an appropriate weak superso-

lution to (1.8) and then the argument in [24, 22] can be copied essentially verbatim. �

Lemma 2.5. If (1.4)–(1.11) are true for u, µ, then for all z ∈ ∂D and 0 < r ≤ r0/c3,

max
B(z,r)

u≤ cβ1/(p−1)r. (2.9)
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Moreover if either u≥ λr or |∇u| ≥ λ at some x in B(z,r)∩D with d(x,∂D)≥ λr, then

rn−1 ≤ c(λ)µ
[
B
(
z,c5r

)]
for 0 < r ≤ r(λ). (2.10)

Proof. Using (1.11) in the integral defining W and integrating we see that W(z,c5r) ≤

cβ1/(p−1)r. This inequality and Lemma 2.4 imply (2.9). To get (2.10) first note from

Lemma 2.2 that there exists λ1, depending only on λ and the data, such that u ≥ λ1r
at some points in B(z,2r) whenever 0 < r ≤ r(λ). Using (1.11) we see that if λ2, having

the same dependence as λ1, is small enough, then 4c5W(z,λ2r)≤ λ1r. Using this fact and

Lemma 2.4 we conclude that

r ≤ c
[
W
(
z,c5r

)
−W

(
z,λ2r

)]
≤ c(λ)

(
µ
(
B
(
z,c5r

))
r p−n

)1/(p−1)
(2.11)

provided 0 < r ≤ r(λ). This inequality clearly implies (2.10). �

Proof of Theorem 1.1. The proof of Theorem 1.1 is similar to the proof of Lemma 2.5 in

[6], however our more general structure assumptions force us to work harder. We note

from (2.3) and (2.9) that

|∇u| ≤ cβ1/(p−1) <∞ (2.12)

in N1∩D for some neighborhood N1 with ∂D ⊂N1. To simplify matters we first assume

that

A and C are infinitely differentiable on (0,∞)× (0,∞). (2.13)

Then from Schauder-type estimates we see that u is infinitely differentiable at each x ∈D
where |∇u(x)| �= 0. Let {Qi = Qi(yi,ri)} be a Whitney cube decomposition of D with

center yi and radius ri. We choose this sequence so that

(a) Qi∩Q j =∅, i �= j,

(b) 10−5nd
(
Qi,∂D

)
≤ ri ≤ 10−nd

(
Qi,∂D

)
,

(c)
⋃

i

Qi =D.

(2.14)

Next let ηi be a partition of unity adapted to {Qi}. That is

(i)
∑

i

ηi ≡ 1,

(ii) the support of ηi is ⊂
⋃{

Q j : Q j ∩Qi �= ∅
}

,

(iii) ηi is infinitely differentiable with ηi ≥ c−1 on Qi,
∣∣∇ηi

∣∣≤ cr−1
i .

(2.15)
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Next for fixed ξ ≤ 10−20, r small, and z ∈ ∂D, let Λ= { j : Q j ∩B(z,2r) �= ∅ and r j ≥ ξr}.
If Λ �= ∅, set Ω=

⋃
i∈ΛQi, and put σ(|∇u|)=max(|∇u|2− δ2

0 ,0)k/2. Integrating by parts

we see that

I1 = c−1

∫

Ω

uσ
(
|∇u|

) n∑

i, j=1

(
uxix j

)2
dx ≤

∑

m∈Λ

∫
uσ
(
|∇u|

) n∑

i, j=1

(
uxix j

)2
ηmdx

=−
∑

m∈Λ

∫
σ
(
|∇u|

) n∑

i, j=1

uxiux juxix jηmdx

−
∑

m∈Λ

∫
kuσ

(
|∇u|

)1−2/k
n∑

j=1

( n∑
q=1

uxquxqx j

)2

ηmdx

−
∑

m∈Λ

∫
uσ
(
|∇u|

) n∑

i=1

(
∆uxi

)
uxiηmdx

−
∑

m∈Λ

∫
uσ
(
|∇u|

) n∑

i, j=1

uxix juxi
(
ηm
)
x j
dx

=−I2− I3− I4− I5.

(2.16)

To estimate I5, let Λ1 be the set of all i for which there exists Q j , Qk with k �∈ Λ, j ∈ Λ,

and Qi∩Q j �= ∅, Qk ∩Qi �= ∅. Then from (2.15)(i), (ii), we see that

∣∣I5

∣∣≤
∑

m∈Λ1

∫

Qm

uσ
(
|∇u|

) n∑

i, j=1

∣∣uxix j
∣∣∣∣uxi

∣∣∣∣(ηm
)
x j

∣∣dx = I6. (2.17)

To handle I6 we divide the integers in Λ1 into two subsets, say Λ11, Λ12, where Λ11 consists

of all i in Λ1 for which Qi touches a closed cube containing points not in B(z,2r) while

Λ12 = Λ1 \Λ11 contains integers i for which Qi touches a closed cube Q j with r j ≤ ξr.

If j ∈ Λ11 we see from (2.4), (2.9), (2.12), (2.15)(iii) and Hölder’s inequality that for

m∈Λ11,

∫

Qm

uσ
(
|∇u|

) n∑

i, j=1

∣∣uxix j
∣∣∣∣uxi

∣∣∣∣(ηm
)
x j

∣∣dx

≤ crn/2m

(∫

Qm

n∑

i, j=1

|∇u|2k+2u2
xix jdx

)1/2

≤ c(β,k)rn−1
m .

(2.18)

Using this inequality and (2.14)(a), (b) we deduce that

∑

m∈Λ11

∫

Qm

uσ
(
|∇u|

) n∑

i, j=1

∣∣uxix j
∣∣∣∣uxi

∣∣∣∣(ηm
)
x j

∣∣dx ≤ c(β,k)rn−1. (2.19)

Observe that the integral in (2.17) is equal to zero unless |∇u| ≥ δ0 at some points in Qm.

Otherwise if m ∈ Λ12, we can apply (2.10) with r = rm and (2.14)(b) to conclude as in
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(2.18) that

∫

Qm

uσ
(
|∇u|

) n∑

i, j=1

∣∣uxix j
∣∣∣∣uxi

∣∣∣∣(ηm
)
x j

∣∣dx ≤ c(β,k)rn−1
m ≤c

(
β,k,δ0

)
µ
[
B
(
ym,1010nc5rm

)]
.

(2.20)

From (2.14)(a), (b) and the definition of Λ12 we see for fixed m∈Λ12 that the cardinality

of the set of integers l ∈ Λ12 for which B(ym,1040nc5rm)∩B(yl,1040nc5rl) �= ∅ has cardi-

nality P <∞, where P depends only on c5 and n. Using this fact and summing in (2.20),

we get in view of (1.11) that

∑

m∈Λ12

∫

Qm

uσ
(
|∇u|

) n∑

i, j=1

∣∣uxix j
∣∣∣∣ux j

∣∣∣∣(ηm
)
xi

∣∣dx ≤ c
(
β,k,δ0

)
rn−1. (2.21)

Adding (2.19), (2.21), we deduce from (2.17) that

∣∣I5

∣∣≤ I6 ≤ c
(
β,k,δ0

)
rn−1. (2.22)

Next we use (1.8) and estimate I2 in the following way. First if

h(s, t)=
∫ t

0

σ
(
τ1/2

)

2A(s,τ)
dτ, (2.23)

then

I2 =
∑

m∈Λ

∫
σ
(
|∇u|

) n∑

i, j=1

uxiux juxix jηmdx

=
∑

m∈Λ

∫
A
(
u,|∇u|2

)〈
∇u,∇

[
h
(
u,|∇u|2

)
ηm
]〉
dx

−
∑

m∈Λ

∫
A
(
u,|∇u|2

)
|∇u|2hs

(
u,|∇u|2

)
ηmdx

−
∑

m∈Λ

∫
A
(
u,|∇u|2

)〈
∇u,∇ηm

〉
h
(
u,|∇u|2

)
dx

= I21 + I22 + I23.

(2.24)

I23 can be estimated in the same way as I5. We obtain

∣∣I23

∣∣≤ crn−1. (2.25)

From (1.8) with φ = h(u,|∇u|2), (1.4), (1.7), and (2.12) we see that

∣∣I21

∣∣=
∣∣∣∣
∑

m∈Λ

∫
C
(
u,|∇u|2

)
h
(
u,|∇u|2

)
ηmdx

∣∣∣∣≤ c
∑

m∈Λ

rnm ≤ crn. (2.26)

Likewise,

∣∣I22

∣∣≤ c
∑

m∈Λ

rnm ≤ crn. (2.27)
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Combining (2.25)–(2.27) we find

∣∣I2

∣∣≤ crn−1. (2.28)

Next observe from (1.8), (2.13) that if ∇u(x) �= 0, then u is a strong solution at x to the

partial differential equation

∆u=−
2At

(
u,|∇u|2

)

A
(
u,|∇u|2

)
n∑

l,q=1

uxluxquxqxl −
|∇u|2As

(
u,|∇u|2

)

A
(
u,|∇u|2

) −
C
(
u,|∇u|2

)

A
(
u,|∇u|2

) = θ.

(2.29)

Taking partials of this equation with respect to xi we get an equation for ∆uxi which we

can then put into the expression for I4 and integrate by parts. Indeed,

−I4 =−
∑

m∈Λ

∫
uσ
(
|∇u|

) n∑

i=1

(
∆uxi

)
uxiηmdx

=
∑

m∈Λ

∫
uσ
(
|∇u|

)
θ(∆u)ηmdx

+
∑

m∈Λ

∫
uσ
(
|∇u|

)
θ

n∑

i=1

〈
uxi ,

(
ηm
)
xi

〉
dx

+
∑

m∈Λ

k
∫
uσ
(
|∇u|

)1−2/k
θ

n∑

i, j=1

uxiux juxix jηmdx

+
∑

m∈Λ

∫
|∇u|2σ

(
|∇u|

)
θηmdx

= I41 + I42 + I43 + I44.

(2.30)

From (2.4), (2.12), (2.29) and a use of Hölder’s inequality as in (2.18) we find that

∣∣I41

∣∣=
∣∣∣∣∣
∑

m∈Λ

∫
uσ
(
|∇u|

)
θ2ηmdx

∣∣∣∣∣

≤ c
∑

m∈Λ

∫
uσ(∇u)

( n∑

i, j=1

uxiux juxix j

)2

ηm|∇u|
−4dx+ c(β,k)rn,

(2.31)

where c depends only on the data. Also as in the estimate of I5 and I23 we obtain

∣∣I42

∣∣≤ c
(
β,k,δ0

)
rn−1. (2.32)
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To estimate I43 we use (1.7), (2.4), and (2.12) as previously and make important use of

(1.4)(b) to obtain

I43 ≤−
∑

m∈Λ

2k
∫
uσ
(
|∇u|

)1−2/kAt
(
u,|∇u|2

)

A
(
u,|∇u|2

)
( n∑

i, j=1

uxiux juxix j

)2

ηmdx+ c(β,k)rn−1

≤−
(
c1− 1

)
k
∑

m∈Λ

∫
uσ
(
|∇u|

)1−2/k

( n∑

i, j=1

uxiux juxix j

)2

|∇u|−2ηmdx+ c(β,k)rn−1.

(2.33)

Finally to handle I44 let

ψ(ŝ, t̂)=−
∫ t̂

0

τσ
(
τ1/2

)
Aτ(ŝ,τ)

A2(ŝ,τ)
dτ. (2.34)

Arguing as in the estimate for I2 we obtain

I44 ≤

∣∣∣∣∣
∑

m∈Λ

∫
A
(
u,|∇u|2

)〈
∇u,∇

[
ψ
(
u,|∇u|2

)
ηm
]〉
dx

∣∣∣∣∣+ c
(
β,k,δ0

)
rn−1 ≤ c

(
β,k,δ0

)
rn−1,

(2.35)

thanks again to (1.8). Putting (2.31)–(2.35) into (2.30) we conclude that

−I4 ≤ c
∑

m∈Λ

∫
uσ(∇u)

( n∑

i, j=1

uxiux juxix j

)2

|∇u|−4dx

+
(
1− c3

)
k
∑

m∈Λ

∫
uσ
(
|∇u|

)1−2/k

( n∑

i, j=1

uxiux juxix j

)2

|∇u|−2ηmdx+ c
(
β,k,δ0

)
rn−1.

(2.36)

Combining (2.22), (2.28), (2.36) and using the definition of I3 in (2.16) we conclude for

k large enough that

I1 =−I2− I3− I4− I5 ≤ c
(
β,k,δ0

)
rn−1

+
(
− c1k+ c

) ∑

m∈Λ

∫
uσ(∇u)

( n∑

i, j=1

uxiux juxix j

)2

|∇u|−4dx ≤ c
(
β,k,δ0

)
rn−1.

(2.37)

We now remove assumption (2.13). Let r, z, ξ, Λ, Λ1, be as defined earlier. Let O be

an open set with smooth boundary, O ⊂ D∩N ∩{|∇u| > δ0/2}, and the property that

if y ∈
⋃

m∈Λ∪Λ1
suppηm with |∇u(y)| ≥ 3δ0/4, then y ∈ O. This open set can be ob-

tained for example by regularizing d(·,∂D∪ {|∇u| = δ0/2}) and using Sard’s theorem.

Let {A(·,ǫ)},{At(·,ǫ)},{C(·,ǫ)} denote sequences of infinitely differentiable functions

on R2 which converge uniformly on compact subsets of (0,∞)× (0,∞) to A, At, C. Let
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{uǫ} be a sequence of infinitely differentiable functions converging uniformly on com-

pact subsets of O to u. Let ũ= ũ(·,ǫ) be the solution to the Dirichlet problem for O with

boundary values u corresponding to the partial differential equation

∆ũ+
At
(
uǫ,
∣∣∇uǫ

∣∣2
,ǫ
)

A
(
uǫ,
∣∣∇uǫ

∣∣2
,ǫ
)

n∑

i, j=1

ũxi ũx j ũxix j

=
−C

(
uǫ,
∣∣∇uǫ

∣∣2
,ǫ
)
−
∣∣∇uǫ

∣∣2
As
(
uǫ,
∣∣∇uǫ

∣∣2
,ǫ
)

A
(
uǫ,
∣∣∇uǫ

∣∣2
,ǫ
) .

(2.38)

Using Calderón-Zygmund-type estimates, Lemma 2.2, and Schauder’s theorem we see

for ǫ small enough that ũ exists and is infinitely differentiable on O. Moreover from

Lemma 2.2 and arguments similar to those in [25, Section 9.6] we deduce that ũ, ∇ũ
converge uniformly on compact subsets of O to u,∇u while

∫

K

∣∣ũxix j −uxix j
∣∣2
dx −→ 0 as ǫ −→ 0 (2.39)

whenever K is a compact subset of O. Let

Ĩ1 = c−1

∫

Ω

uσ
(
|∇u|

) n∑

i, j=1

(
ũxix j

)2
dx, (2.40)

where the integrand is defined to be 0 outside of O. We repeat the integration by parts in

(2.16), getting Ĩ2, Ĩ3, Ĩ4, Ĩ5. We can then let ǫ→ 0 in the integrals defining Ĩ2, Ĩ3, Ĩ5 to get

I2, I3, I5. The estimate for I5 is unchanged. I2 can also be estimated as previously using

the fact that the equality for ∆u in (2.29) holds Hn almost everywhere on O and is square

integrable on Ω∩O. As for I4 we repeat the integration by parts in (2.30) involving third

derivatives and then let ǫ→ 0 again to get I41, I42, I43, I44 whereupon we can once again

repeat the previous argument. Thus (2.37) holds without assumption (2.13). Since none

of the constants depend on ξ we can let ξ → 0 to conclude that Theorem 1.1 is true. �

3. Proof of Theorem 1.2

In this section we first show that

∫

D∩B(z,r)
u|∇u|k

n∑

i, j=1

u2
xix jdx ≤ c(β,k,γ)rn−1 (3.1)

for 0 < r ≤ r0 where u, µ, D, A, p, k0 are as in the statement of Theorems 1.1 and 1.2.

In fact, the only constants which depend on δ0 in the proof of Theorem 1.1 were those

obtained when a derivative fell on ηm in the various integration by parts. That is in the

estimates for I5, I23, I42 and I44. Moreover from (2.20) we see that the dependence of these

constants on δ0 was needed to insure that

rn−1
m ≤ c

(
β,k,δ0

)
µ
[
B
(
ym,1010nrm

)]
. (3.2)
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This inequality is now trivial by (1.13). Thus if (1.13) holds, then the constants in

Theorem 1.1 can be chosen independent of δ0. Letting δ0 → 0 in (1.12) we get (3.1). Next

we note that for some 1≤M <∞, ∂D is n− 1 Ahlfors regular. That is

M−1rn−1 ≤Hn−1
(
B(z,r)∩ ∂D

)
≤Mrn−1 (3.3)

whenever z ∈ ∂D and 0 < r ≤ r0. In fact using measure theoretic-type arguments one sees

that µ can be replaced by Hn−1 in (1.11), (1.13) (see [26]). Also from (1.13) and (2.8), we

deduce that

r ≤ cmax
B(z,r)

u for each z ∈ ∂D, 0 < r ≤
r0

c3
. (3.4)

Choose y∗ ∈ B(z,r) with u(y∗) ≥ r/c. Using the mean value theorem from elementary

calculus we find for some δ1 > 0 (depending on β, γ, as well as the data) and y on the line

segment from y∗ to z that

∣∣∇u(y)
∣∣≥ δ1. (3.5)

Also, from (2.9), Lemma 2.2, and (2.12) we deduce that y can be chosen so that for some

c = c(β,γ)

r ≤ cd(y,∂D),
r

c
≤ u(y)≤ cr, (3.6)

where we are now writing d(y) for d(y,∂D). Fix k ≥ k0 as in (3.1). If B(x,d(x))⊂D∩N ,

then we will say that B(x,d(x)) is a good ǫ tangent ball (0 < ǫ ≤ 100−100) provided

(α)
∣∣∇u(x)

∣∣≥ δ1,

(β) if x can be joined to x̂ by a chain of at most
1

ǫ

balls
{
B
(
yi,

d
(
yi
)

2

)}
with B

(
yi,d

(
yi
))
⊂D∩N ,

ǫ
3d(x)≤ d

(
yi
)
≤ ǫ−3d(x), then

max
z1,z2∈B(x̂,(1−ǫ10)d(x̂))

∣∣|∇u|k∇u(z1

)
−|∇u|k∇u

(
z2

)∣∣≤ ǫ10.

(3.7)

Otherwise B(x,d(x)) is said to be a bad tangent ball. By a chain of balls we mean as in

(1.28) that successive balls have nonempty intersection. Let K ⊂ Rn+1 denote the set of

all (z,r), z ∈ ∂D, 0 < r ≤ ǫ5r0, for which there is a bad tangent ball B(y,d(y)) ⊂ D with

y ∈ B(z,4r), |∇u(y)| ≥ δ1, and rǫ3 ≤ d(y) ≤ 4r. If (z,r) ∈ K , then from the definition

of K we see there exists y as above and ŷ with | ŷ− z| ≤ cǫ−4r, ǫ3d(y)≤ d( ŷ)≤ ǫ−3d(y).

Moreover, ŷ can be joined to y by a chain of balls as in (3.7)(β) and

max
z1,z2∈B( ŷ,(1−ǫ10)d( ŷ))

∣∣|∇u|k∇u(z1

)
−|∇u|k∇u

(
z2

)∣∣ > ǫ10. (3.8)
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In this case we claim for ǫ small enough, say 0 < ǫ ≤ ǫ0 = ǫ0(β,γ,k), that if Γ= Γ(z,r)=

{w ∈D∩B(z,ǫ−5r) : d(w)≥ ǫ15r}, then

rn−1 ≤ c
(
β,γ,k,ǫ

)∫

Γ

u|∇u|2k
∑

i, j=1

u2
xix jdx. (3.9)

In fact (3.8) and the triangle inequality imply for some w ∈ B( ŷ, (1− ǫ10/2)d( ŷ)) and c∗
depending only on n that

max
w1,w2∈B(w,ǫ10d( ŷ)/c∗)

∣∣|∇u|k∇u(w1

)
−|∇u|k∇u

(
w2

)∣∣≥ ǫ
20

c2
∗

. (3.10)

This last inequality and (2.3) yield

∣∣|∇u|k∇u(ŵ)−|∇u|k∇u
(
w∗
)∣∣≥ ǫ

20

c3
∗

(3.11)

whenever

∣∣ŵ−w1

∣∣+
∣∣w∗−w2

∣∣≤ c(β,k)−1
ǫ

(10σ+20)/σd( ŷ)= a (3.12)

and c(β,k) is large enough. Finally from (2.2), the chain assumption, and (3.6) we see

that if r1(ǫ) = exp(−1/ǫ), 0 < ǫ ≤ ǫ0, and ǫ0 is small enough (depending only on the

data), then

r ≤ c(β,γ,ǫ)u on B
(
ŷ, (1− ǫ)d( ŷ)

)
. (3.13)

Using (3.10)–(3.13) and essentially Poincáre’s inequality, we deduce that

an−1 ≤ c(β,γ,ǫ)a−1

∫

B(0,a)

∣∣|∇u|k∇u(w1 + x
)
−|∇u|k∇u

(
w2 + x

)∣∣2
dx

≤ c(β,γ,k,ǫ)

∫

B(y,d( ŷ)/c∗)
u|∇u|2k

n∑

i, j=1

u2
xix jdx

≤ c(β,γ,k,ǫ)

∫

Γ

u|∇u|2k
n∑

i, j=1

u2
xix jdx.

(3.14)

Since r ≤ c(β,γ,k,ǫ)a, we conclude the validity of (3.9) from (3.14).

Let diamD denote the diameter ofD. We use (3.9) to show for ẑ ∈ ∂D, 0 < ρ≤ 2diamD

and K̂ = K ∩ [B(ẑ,ρ)× (0,ρ)] that

∫

K̂
dHn−1 dt

t
=

∫
Hn−1

[
K̂ ∩

(
R

n×{t}
)]dt

t
≤ c(β,γ,k,ǫ)ρn−1. (3.15)

To do this if 0 < ρ≤ r1(ǫ)2, we first use a well-known covering lemma to get {B(xml,rml)×

(0,2rml)}, (xml,rml)∈ K̂ , 2−m−1ρ≤ rml < 2−mρ, a covering of

K̂m = K̂ ∩
[
R

n×
(
2−m−1ρ,2−mρ

)]
(3.16)
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with the balls, {B(xml,rml/100)}, pairwise disjoint. Second from (3.9) with (z,r) replaced

by (xml,rml) and (3.3), we obtain

∫

K̂m

dHn−1 dt

t
≤ c

∑

l

rn−1
ml ≤ c(β,γ,ǫ)

∑

l

∫

Γ(xml ,rml)
u|∇u|2k

n∑

i, j=1

u2
xix jdx. (3.17)

From pairwise disjointness of {B(xml,rml/100)} for fixedm, the usual “volume argument,”

and the definition of Γ(xml,rml) we see for fixed (m′, l′) that the set of all (m, l) such that

Γ(xm′l′ ,rm′l′)∩Γ(xml,rml) �= ∅ has cardinality at most N(ǫ). Using this fact and summing

over m we see from (3.1), (3.17) that

∫

K̂
dHn−1 dt

t
≤ c

∑

m,l

rn−1
ml ≤ c(β,γ,k,ǫ)

∑

m,l

∫

Γ(xml ,rml)
u|∇u|2k

n∑

i, j=1

u2
xix jdx

≤ c(β,γ,k,ǫ)

∫

D∩B(ẑ,2ρ)
u|∇u|2k

n∑

i, j=1

u2
xix jdx ≤ c(β,γ,k,ǫ)ρn−1

(3.18)

for 0 < ρ ≤ r1(ǫ)2. From (3.3) we see that this inequality remains valid for 0 < ρ ≤ 2

diamD, provided c(β,γ,k,ǫ) is large enough. Thus (3.15) is true. We conclude from (3.15)

(in the language of [2]) that if χ denotes the characteristic function of K , then χKdxdt/t
is a Carleson measure on ∂D× (0,2diamD).

Next suppose that (z,r), z ∈ ∂D, 0 < r ≤ r1(ǫ)2, is not in K . Then if w ∈ ∂D∩B(z,r/2)

and r′ ≥ cǫ3r, we see that

B(w,r′) contains a good tangent ball of radius
r′

c
, (3.19)

thanks to (3.4)–(3.6) with r, z replaced by r′, w. We will show for (z,r) �∈ K that the

following weak exterior convexity condition holds:

if x̂, ẑ can be joined by a curve σ ⊂ B(z,r) \ ∂D, with d(σ ,∂D)≥ ǫr,

then the line segment, l, from x̂ to ẑ lies in B(z,r) \ ∂D.
(3.20)

We remark that (3.3), (3.15),(3.20) are shown in [2, Part II, 3.3] to be equivalent to uni-

form rectifiability. To prove (3.20) let y ∈ B(z,r/2) be as in (3.5), (3.6), and suppose

0∈ B(y,d(y))∩ ∂D. From (3.19) and the definition of a good tangent ball we see that

∣∣|∇u|k+1(w)−|∇u|k+1(y)
∣∣≤ c(β,γ,k)ǫ10 when w ∈ B

(
y,
(
1− ǫ10

)
d(y)

)
. (3.21)

Thus

∣∣|∇u|(w)−|∇u|(y)
∣∣≤ c(β,γ,k)ǫ10. (3.22)

Using once again the definition of a good tangent ball and (3.22) we get

∣∣∇u(w)−∇u(y)
∣∣≤ c(β,γ,k)ǫ10 for w ∈ B

(
y,
(
1− ǫ10

)
d(y)

)
(3.23)
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and 0 < ǫ ≤ ǫ0. Using (2.12), (3.23), and the mean value theorem from differential calcu-

lus, we see that

∣∣u(w)−u(y)−
〈
∇u(y),w− y

〉∣∣≤ c(β,γ,k)ǫ10d(y) (3.24)

whenever w ∈ B(y,d(y)). To simplify matters suppose that y = d(y)en where en = (0, . . . ,
0,1). Then (3.24) implies that in B(y,d(y)), u is within c(β,γ,k)ǫ10d(y) of a linear func-

tion. Since u > 0 in B(y,d(y)) and u(0)= 0, it follows that

∣∣〈∇u(y),en
〉
−
∣∣∇u(y)

∣∣∣∣≤ c(β,γ,k)ǫ10 (3.25)

which implies

∣∣∣∣∇u(y)
∣∣en−∇u(y)

∣∣≤ c(β,γ,k)ǫ5. (3.26)

Next suppose x̂ is as in (3.7). Then from (3.7), (3.26), and the triangle inequality we see

as in (3.21)–(3.23) that

∣∣∇u(w)−
∣∣∇u(y)

∣∣en
∣∣≤ c(β,γ,k)ǫ5 (3.27)

whenever w ∈ B(x̂, (1− ǫ10)d(x̂)). Now (3.27) holds whenever x̂ can be connected to y
by a chain of at most ǫ−1 balls as in (3.7). Therefore (3.27) holds with x̂ replaced by a

center of a ball in the chain. Using this fact and choosing a curve γ contained in the chain

connecting w to 0 we deduce from (2.12), (3.27) that

∣∣u(w)−
∣∣∇u(y)

∣∣wn

∣∣≤ c(β,γ,k)H1(γ)ǫ5 for w ∈ B
(
x̂,d(x̂)

)
. (3.28)

Note from (3.28) that if u(w)= 0, then

∣∣wn

∣∣≤ c(β,γ,k)H1(γ)ǫ5. (3.29)

We claim for c(β,γ,k) large enough that every point in O = B(z,2r/ǫ2)∩{w : wn ≥ c(β,γ,

k)ǫ2r} can be joined by a chain of at most 1/ǫ balls as in (3.7). In fact if t ∈ (ǫ3d(y),(2ǫ)−3

d(y)), then from (3.29) and an iterative-type argument we see that (0, . . . , t) can be joined

to (0, . . . ,d(y)) by a chain of at most c log(1/ǫ) balls as in (3.7). Moreover (3.29) holds

with H1(γ) replaced by cǫ−3d(y). We can then join (0, . . . , (2ǫ)−3d(y)) to (w′, (2ǫ)−3d(y))

whenever |w′| ≤ ǫ−3d(y) by a chain of at most 100 balls and then join this point to

(w′,ǫ3d(y)) by a chain with the desired properties. Thus our claim is true. From our

claim we deduce first that

∂D∩O=∅ (3.30)

and second for c∗ = c∗(β,γ,k) large enough, that if wn = 0, |w− z| ≤ r/ǫ2, then

B
(
w,c∗ǫ2r

)
∩ ∂D �= ∅. (3.31)
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In fact if (3.31) is false, then for c∗ large enough, we have O∩B(w,c∗ǫ2r/8) �= ∅. Using

our claim, (3.27), and arguing as in (3.28) we see that

∣∣u(ζ)−
∣∣∇u(y)

∣∣ζn
∣∣≤ c(β,γ,k)ǫ2r (3.32)

for all ζ in B(w,c∗ǫ2r/4). This inequality is impossible for c∗ large enough since u > 0.

Thus (3.31) is valid. From (3.31) we see for 0 < ǫ ≤ ǫ0(β,γ,k) that if ∂D∩B(z,r) ⊂ S =
{w : |wn| ≤ ǫr/2}, then every curve σ as in (3.20) must satisfy σ ∩ S=∅. From connec-

tivity of σ , it then follows that l∩ ∂D =∅.

If ∂D∩B(z,r) is not contained in S we deduce from (3.30) that there exists v ∈ ∂D∩
B(z,r) with vn ≤ −ǫr/2. Then from (3.19) we see that B(v,ǫr/4)∩D contains a good

tangent ball B(v̂,d(v̂)) with d(v̂) ≥ rǫ/c. Let v∗ ∈ ∂B(v̂,d(v̂))∩ ∂D. We can repeat the

above argument leading to (3.30). We get for some η with |η| = 1 that if O1 = {w :

〈(w − v∗),η〉 ≥ crǫ3} ∩ B(z,r/(cǫ)), then ∂D ∩O1 = ∅ provided c = c(β,γ,k) is large

enough. Also, as in (3.31) we find that each point of ∂O1∩B(z,r/(cǫ)) lies within crǫ3 of a

point of ∂D. Moreover O1∩O∩B(z,10r)=∅, since otherwise we could easily get a con-

tradiction to (3.28) and/or (3.29). Finally we claim that every point of ∂D∩B(z,10r) lies

within c(β,γ,k)−1
ǫr of a point in ∂O∪ ∂O1. Indeed otherwise we could repeat the above

argument getting an open set O2 with the same properties as O, O1. These three open sets

could then not intersect in B(z,r/ǫ1/2) for sufficiently small ǫ which is clearly impossible.

Finally we conclude from this discussion that σ as in (3.20) must lie at least ǫr/2 away

from ∂O1∪ ∂O2 and so by convexity of B(z,r) \ (O1∪O2), we have l ⊂ B(z,r) \ ∂D.

Let H be the set of all (z,r) for which (3.20) is false and put H1 =H ∪ [∂D× (r1(ǫ)2,

2diamD)]. Then we have just shown that H ⊂ K , where K is defined above (3.15). Using

this fact and (3.15), it is easily seen that dν = χH1 t
−1dHn−1dt is a Carleson measure on

∂D× (0,2diamD) in the sense that

ν

(
B(z,ρ)∩ ∂D× (0,ρ)

)
≤ c
(
β,γ,k,r0,ǫ,D

)
ρn−1 (3.33)

whenever 0 < ρ ≤ 2diamD and z ∈ ∂D. Finally if P denotes any n− 1-dimensional plane

whose distance from ∂D is≈ diamD, then it is easily checked that ∂D∪P satisfies a global

weak exterior convexity condition and thus in view of the remark after (3.20) is uniformly

rectifiable. The proof of Theorem 1.2 is now complete.

4. Proof of Theorem 1.6 in a special case

We continue with the same notation as in Sections 2 and 3. In this section we prove

Theorem 1.6 under the assumption that D satisfies a Carleson measure chain condition.

More specifically let T ⊂Rn+1 be the set of all (z,r), z ∈ ∂D, 0 < r ≤ r0, for which the chain

condition stated above (1.28) is false. We assume for some 1 ≤ c3 <∞ as in (1.28) that

χTdHn−1dt/t is a Carleson measure on ∂D× (0,r0) defined as in (3.15) with K replaced

by T . That is, for each z ∈ ∂D, 0 < ρ ≤ r0, and T̂ = T ∩ [B(z,ρ)× (0,ρ)], we have

∫

T̂
dHn−1 dt

t
=

∫
Hn−1

[
T̂ ∩

(
R

n×{t}
)]dt

t
≤ c6ρ

n−1. (4.1)
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In this section we again let c be a positive constant depending on the data but with the

understanding that the data is now interpreted as n, p, c1–c6, β, γ, D, r0, as well as the C2

sup norm of A, C1 sup norm of C on [0,2cβ1/(p−1)]× [δ1/2,2cβ1/(p−1)] where δ1 is as in

(3.5) and c is chosen so large that u+ |∇u| ≤ cβ1/(p−1) in N1 ∩D (see (2.9), (2.12)). We

first prove the following.

Lemma 4.1. Let D be as in Theorem 1.2 and (4.1). Fix z′ ∈ ∂D and suppose that z ∈
B(z′,r0/8)∩ ∂D. If 0 < r ≤ r0/8, then there exists c ≥ 1000 and points ỹ, y in B(z,r) with

min{d( ỹ),d(y)} ≥ r/c and the property that ỹ, y are in different components of B(z′,r0/2) \

∂D.

Proof. Let K be as defined above (3.8). For z′, r, z as above and small ǫ > 0 (to be fixed at

the end of the proof), we claim there exists y′ ∈ B(z,r/2)∩ ∂D, c(ǫ)≥ 1, and ρ,r/c(ǫ)≤

ρ ≤ r/4, such that

(y′,ρ) is not in T ∪K. (4.2)

Indeed, otherwise it would follow for some c = c(n)≥ 1 and M as in (3.3) that

c(n)M
∫ r/2

ρ
t−1Hn−1

[
(T ∪K)∩

(
B
(
z,
r

2

)
×{t}

)]
dt ≥ rn−1 ln

[
r

2ρ

]
(4.3)

and this inequality contradicts either (3.15) or (4.1) for ρ = r/c(ǫ) small enough. Using

(4.2), we can now argue as in the discussion leading to (3.30)–(3.33) to get Lemma 4.1.

In fact in this discussion we showed that only two possible alignments of ∂D are possible

when (y′,ρ) �∈ K . The first possible alignment is that every point in B(y′,ρ)∩ ∂D lies

within ǫρ of a point of some plane P while every point in P∩B(y′,ρ/ǫ) lies within ǫρ of

a point of ∂D. Also all the points in one component of B(y′,ρ) \ P are contained in D.

The second possible alignment of ∂D is that every point in B(y′,ρ)∩ ∂D lies within ǫρ of

two planes P, P1 and every point in (P∪P1)∩B(y′,ρ/ǫ1/2) lies within ǫρ of a point of ∂D.

Moreover P1∩P∩B(y′,ρ/ǫ1/2)=∅. Again the points in one component of B(y′,ρ) \P
are contained in D and y′ lies within ǫρ of P. In either alignment it is easily seen for ǫ > 0

small enough, that we can choose y, ỹ such that y ∈ D∩B(y′,ρ/2), ỹ ∈ B(y′,ρ/2), and

y, ỹ are symmetric with respect to P. Moreover, min{d( ỹ),d(y)} ≥ ρ/100. Using (1.28)

we see for ǫ small enough that ỹ, y cannot lie in the same component of B(y′,r0)∩D
since any chain connecting y′ to ỹ has ≈ ln(1/ǫ) members. Thus y, y′ lie in different

components of B(y′,r0) \ ∂D and so in different components of B(z′,r0/2) \ ∂D. Fix ǫ

subject to the above requirements. Then ǫ depends only on the data and the proof of

Lemma 4.1 is complete. �

Next we will say ∂D contains big pieces of Lipschitz graphs provided there exists c7,c8 ≥

1 such that whenever z ∈ ∂D and x ∈ D∩ B(z,r0/16), with d(x) ≤ r0/c7, we can find a
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domain Ω with

(α) Ω⊂ B
(
x,20d(x)

)
∩D,

(β) after a rotation of coordinates if necessary,

Ω=

{
w =

(
w′,wn

)
: ψ(w′) < wn < xn +

d(x)

2
, |x′−w′| <

d(x)

c7

}
,

(γ) ‖ψ‖∞ = sup
z′∈Rn−1

∣∣ψ(z′)
∣∣≤ xn−

d(x)

c7

(4.4)

for some ψ :Rn−1 →R with

∣∣ψ(y′)−ψ(z′)
∣∣≤ c7|y

′− z′| ∀y′,z′ ∈Rn−1. (4.5)

Moreover,

Hn−1

({(
w′,ψ(w′)

)
: |x′−w′| ≤

d(x)

c7

}
∩ ∂D

)
≥

d(x)n−1

c8
. (4.6)

With this notation we prove the following.

Lemma 4.2. ∂D contains big pieces of Lipschitz graphs. c7, c8 depend only on the data.

Proof. If z ∈ ∂D and x ∈ B(z,r0/16)∩D we choose z∗ ∈ B(x,d(x))∩ ∂D. Let � = [B(z∗,

100d(x))∩ ∂D]∪ ∂B(z∗,100d(x)). Then using (3.3), Lemma 4.1, it is easily checked that

� is Ahlfors regular (for radii ≤ 100d(x)), and in the language of [14, 27], satisfies a

two-balls condition. That is, given w ∈�, 0 < r ≤ 100d(x), there exists two balls of radii

approximately equal to r which lie in different components of Rn \� and whose cen-

ters are in B(w,r). Therefore B(x,d(x)) and some ball of approximately the same size are

contained in B(z∗,10d(x)) and lie in different components of Rn \�. Lemma 4.2 now

follows for c7, c8 suitably large, depending only on the data, from a clever geometric ar-

gument of David and Jerison (see the remark following [14, equation (10)]). We omit the

details. �

Next we note from (1.4)(c) that A extends continuously to [0,∞)× (0,∞) and second

from (1.4)(b) that t → tA(0, t2) is increasing on (0,∞). Thus to prove Theorem 1.6 it

suffices to show that if

limsup
x→∂D

∣∣∇u(x)
∣∣= b, (4.7)

then

bA
(
0,b2

)
≤ β1. (4.8)

Note from (3.5) that b ≥ δ1. To prove (4.8) let τ, 0 < τ < 10−4 min{δ1,1}, be a small posi-

tive number and put

v(x)=max
[
|∇u|2(x)− (b− τ)2,0], for x ∈D∩N. (4.9)
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We will need to find a suitable partial differential equation for which v is a subsolution.

To this end, observe from the assumptions on A, C in Theorem 1.6, a linear theory for

weak solutions to divergence form partial differential equations, (2.3), and (2.12) that if

x ∈ N1 ∩D and |∇u(x)| ≥ δ1/4, then there exists 1 ≤ c9 <∞ such that |∇u| ≥ δ1/8 on

B(x,4d(x)/c9). Moreover,

d(x)n+1 max
y∈B(x,d(x)/c9)

n∑

i, j=1

u2
yi,y j (y)≤ c9

[∫

B(x,2d(x)/c9)
u

n∑

i, j=1

u2
yi,y j (y)dy + rn−1

]
(4.10)

when x ∈D∩N1, as follows (at least in spirit) from differentiating the partial differential

equation that u satisfies twice and making estimates similar to those in Lemma 2.1 for

p = 2 (with u replaced by uyi y j , 1≤ i, j ≤ n). As usual, c9 depends only on the data. Also

from straightforward differentiation and (1.8) we see that w = uxl , 1 ≤ l ≤ n, is a weak

solution for y ∈ B(x,d(x)/c9) to the partial differential equation

n∑

i, j=1

∂

∂yi

(
b̂i jwy j

)
+ 〈d̂,∇w〉+ êw = 0, (4.11)

where

b̂i j(x)= 2At
(
u(x),|∇u|2(x)

)
uyi(x)uy j (x) + δi jA

(
u(x),|∇u|2(x)

)
, 1≤ i, j ≤ n,

d̂(x)= As
(
u(x),|∇u|2(x)

)
∇u(x) + 2Ct

(
u(x),|∇u|2(x)

)
∇u(x),

ê(x)=∇·
(
As
(
u(x),|∇u|2(x)

)
∇u(x)

)
+Cs

(
u(x),|∇u|2(x)

)
.

(4.12)

In (4.12), δi j is the Kronecker δ. Let φ∈ C∞0 (R), 0≤ φ ≤ 1, with φ≡ 1 on [δ1/2,2cβ1/(p−1)]

and φ≡ 0 on (−∞,δ1/4] where c was chosen above Lemma 4.1 so that u+ |∇u| ≤ cβ1/(p−1)

in N1∩D. For each x ∈N1∩D put

bi j(x)= δi j +φ
(∣∣∇u(x)

∣∣)(b̂i j(x)− δi j
)
, 1≤ i, j ≤ n. (4.13)

Using (1.4), (4.10)–(4.12) and arguing as in the proof of Lemma 2.3 we deduce for ζ ∈
C∞0 (N1∩D), ζ ≥ 0, that

∫

N1∩D

[
−

n∑

i, j=1

(
bi jvy j ζyi

)
+
(
〈d̂,∇v〉+ 2ê

(
v+ [b− τ]2

))
ζ

]
dy ≥ 0. (4.14)

Put bi j = δi j for 1≤ i, j ≤ n when y ∈D \N1. Then v is a weak subsolution on N1∩D to

Lw = f , where

Lw =
n∑

i, j=1

∂

∂yi

(
bi jwy j

)
,

f =−〈d̂,∇v〉− 2ê
[
v− (b− τ)2

]
.

(4.15)
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Using (1.4) it is easily shown that L is uniformly elliptic on D. From Theorem 1.1 with

δ0 = δ1/4, (4.10), and the fact that A has continuous second partials which extend con-

tinuously to [0,∞)× (0,∞) we get for B(z,r)⊂N1∩D,

∫

B(z,r)
d(x) max

y∈B(x,d(x)/2)

[ n∑

i, j=1

∣∣∇bi j
∣∣2

(y)

]
dx ≤ crn−1. (4.16)

Here we have also used the fact that B(x,d(x)/2) can be covered by at most c balls of

radius d(x)/c9.

Let g(·, y) denote Green’s function for D with pole at y corresponding to L in (4.15)

and let ω(·, y) be the corresponding elliptic measure. That is, g(·, y) is continuous on

R
n \D with g ≡ 0 on this set. Moreover g(·, y) has locally square integrable distributional

first partials in D \ {y} and if θ ∈ C∞0 (Rn), we have

θ(y)=

∫

Rn

n∑

i, j=1

bi jθxigx j (·, y)dx+

∫

∂D
θdω(·, y). (4.17)

We will need some basic facts and estimates for g, ω (see [28]). First, g is symmetric (i.e.,

g(·, y) = g(y,·)) since L is self adjoint. Moreover from (4.17), classical theory, and our

smoothness assumptions on A, C, we see that g(·, y), g(y,·) are weak solutions to Lw = 0

in D \ {y} and strong solutions to this equation in N1∩D. Thus as in Lemma 2.1 we have

r2−n

∫

B(z,r/2)
|∇g|2(x, y)dy ≤ cmax

B(z,r)
g(x,·)2 ≤ c2r−n

∫

B(z,2r)
g(x, y)2dy (4.18)

provided x �∈ B(z,4r). Also, if E is a Borel subset of ∂D, then x→ ω(E,x) is a weak solution

to L in D and in fact is the bounded solution to the Dirichlet problem for L with boundary

value 1 on E and 0 on ∂D \E in the sense of Perron-Wiener-Brelot. Consequently from

the weak maximum principle, 0 ≤ ω(E,·) ≤ 1. If r0 is so small that
⋃

z∈∂DB(z,r0) ⊂ N1,

then for some c ≥ 1, 0 < σ ≤ 1, all z ∈ ∂D, and 0 < r ≤ r0

(i) cω
(
B(z,r)∩ ∂D,x

)
≥ 1 whenever x ∈ B

(
z,
r

2

)
∩D,

(ii) 1−ω
(
B(z,r)∩ ∂D,x

)
≤ c
(
d(x)

r

)σ
whenever x ∈ B

(
z,
r

2

)
.

(4.19)

(i) follows from the fact that B(z,r)∩ ∂D and B(z,r) have comparable Newtonian capac-

ities (logarithmic capacities when n= 2) and estimates for subsolutions to linear second-

order divergence form partial differential equations (see, e.g., [29]). (ii) follows from

the same argument as in (i) and iteration. From (i), the fact that g(·, y) ≤ cd(y)2−n in

R
n \B(y,d(y)/8), and the maximum principle for weak solutions to L we get

g(x, y)≤ cd(y)2−nω
(
B
(
y,4d(y)

)
∩ ∂D,x

)
for x �∈ B

(
y,
d(y)

2

)
. (4.20)
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Also, if x, y ∈D, x �= y, then

g(x, y)≤

⎧⎪⎪⎨
⎪⎪⎩

c|x− y|2−n for n > 2,

c log

(
diamD

|x− y|

)
when n= 2.

(4.21)

We use (4.19), (4.20) to show that if w ∈ ∂D, x ∈ B(w,ρ)∩D, and B(w,104ρ)⊂N1, then

∫

B(w,100ρ)∩D\B(w,4ρ)
d(y)−1g(x, y)dy ≤ cρ

(
d(x)

ρ

)σ
, (4.22)

where c depends only on the data. To prove (4.22) we let

Ik =
{
y ∈D∩B(w,100ρ) \B(w,4ρ) : 103−kρ < d(y)≤ 104−kρ

}
for k = 1,2, . . . .

(4.23)

For fixed k, let {B(y j ,100d(y j)), y j ∈ Ik} be a covering of O=
⋃

y∈Ik B(y,4d(y)) with the

balls in {B(yi,d(yi)/4)} pairwise disjoint. We note that each y ∈O lies in at most c = c(n)

balls in {B(yi,1000d(yi)), yi ∈ Ik}, as follows from the usual volume argument using

disjointness of the smaller balls and the fact that all balls in the covering have proportional

radii. Using this note and (4.19), (4.20) we deduce for k ≥ 10 that

∫

Ik
d(y)−1g(x, y)dy ≤

∫

Ik
d(y)1−nω

[
B
(
y,4d(y)

)
,x
]
dy

≤ c10−kρ

{∑

i

ω
[
B
(
yi,1000d

(
yi
))
∩ ∂D,x

]}

≤ c10−kρω
[
B(w,200ρ)∩ ∂D \B(w,2ρ),x

]
≤ c10−kρ

(
d(x)

ρ

)σ
,

(4.24)

where the last inequality follows from (4.19)(ii) and the fact that

ω
[
B(w,200ρ)∩ ∂D \B(w,2ρ),x

]
≤ 1−ω

[
B(w,2ρ)∩ ∂D,x

]
. (4.25)

Equation (4.24) is also true if 1≤ k < 10 as follows easily from (4.19)(ii), (4.20). Summing

(4.24) we get (4.22).

Next we state the theorem of [15] mentioned after (1.29) and tailored for our situation.

A somewhat different proof of this theorem is given in [30, Chapter 10]. Finally we remark

that a nontrivial generalization of the following theorem for the heat equation in a time

varying domain appears in [31].

Theorem 4.3. Let Ω be as in (4.4)-(4.5) and let ω∗ = ω∗(·,x) denote elliptic measure

defined with respect to (bi j) satisfying (4.16) and uniform ellipticity conditions. Then ω∗ is

a doubling measure and ω∗ ∈ A∞(Hn−1|∂Ω). Equivalently, ω∗ is a doubling measure and

given, l1, 0 < l1 < 1, there exists l2, depending on l1, the constant c in (4.16), and the uniform

ellipticity constants, such that if w ∈ ∂Ω, 0 < ρ ≤ diamΩ, and F ⊂ ∂Ω∩ B(w,ρ) is Borel
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with Hn−1(F)≥ (1− l1)Hn−1(∂Ω∩B(w,ρ)), then

ω∗(F,x)≥ l2ω∗
(
∂Ω∩B(w,ρ),x

)
. (4.26)

The following lemma is the cornerstone for our proof of Theorem 1.6.

Lemma 4.4. If z ∈ ∂D, B(z,10r)⊂N1 and ǫ̂ > 0 is given, then there exists ξ = ξ(ǫ̂), 0 < ξ ≤
10−9, such that if E ⊂ ∂D∩ B(z,2r) is Borel and Hn−1(E) ≥ (1− ξ)Hn−1(∂D∩ B(z,2r)),

then for w ∈D \B(z,4r),

ω
(
∂D∩B(z,r),w

)
≤ ǫ̂ω

(
∂D∩B(z,2r),w

)
+ c(ǫ̂)ω(E,w). (4.27)

Proof. The proof of Lemma 4.4 for harmonic measure can be found in [32, Lemma 2.2].

For completeness we give the rather short proof. Clearly it suffices to prove Lemma 4.4

for ǫ̂ > 0 small, say 0 < ǫ̂ ≤ ǫ0. Let c∗(1 ≤ c∗ ≤ ǫ−1/2
0 ) be a large positive constant to be

chosen later and let j be the greatest integer ≤ c∗/ǫ̂. Put

Uk =

{
y :

(
5

4
+

k

4 j

)
r < |y− z| <

(
5

4
+
k+ 1

4 j

)
r
}

,

Sk =
{
y ∈D : |y− z| =

(
5

4
+
k+ 1/2

4 j

)
r
} (4.28)

for 1 ≤ k ≤ j − 1. Let ǫ′ = ǫ̂/c∗ and first suppose that there exists x ∈ Sk with d(x) =

(ǫ′/100)r. In this case we see from Lemma 4.2 for ǫ̂ small enough that there exists a

Lipschitz domain Ω satisfying (4.4)–(4.6) with

B
(
x,
d(x)

c

)
⊂Ω⊂ B

(
x,20d(x)

)
∩D ⊂ B(z,2r)∩D. (4.29)

Let ω∗(·,x) be elliptic measure for Ω with respect to x and L. From (4.16) and the ob-

servation, d(w,∂Ω) ≤ d(w) when w ∈ Ω, we deduce that L restricted to Ω satisfies the

hypotheses of Theorem 4.3. Applying this theorem we see that if ĉ is large enough (de-

pending only on the data) and E ⊂ B(z,2r)∩ ∂D is Borel with

Hn−1(E)

Hn−1
[
B(z,2r)∩ ∂D

] ≥ 1−
ǫ̂
n−1

ĉ
, (4.30)

then

Hn−1
(
E∩ ∂Ω

)
≥

d(x)n−1

2c8
(4.31)

and for some c+ ≥ 1,

c−1
+ ≤ ω∗(E∩ ∂Ω,x)≤ ω(E,x), (4.32)

where the last inequality is a consequence of the weak maximum principle for L. Using

Harnack’s inequality for positive weak solutions to L we conclude that

c(ǫ̂)−1 ≤ ω(E,·) on Sk ∩
{
w : d(w)≥

ǫ
′r

100

}
. (4.33)
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Now if x ∈ Sk ∩{w : d(w) < ǫ′r/100}, then from (4.19)(i) we get

ω
(
Uk ∩ ∂D,x

)
≥ c−1. (4.34)

Combining (4.33) and (4.34) we conclude that

1≤ cω
(
Uk ∩ ∂D,·

)
+ c(ǫ̂)ω(E,·) on Sk. (4.35)

If Sk ∩ {w : d(w) = ǫ′r/100} = ∅, then by continuity of d, either Sk ⊂ {w : d(w) < ǫ′r/
100} or Sk ⊂ {w : d(w) > ǫ′r/100}. In the first case (4.34) holds on Sk so (4.35) remains

valid. Actually this case cannot occur as we see from (2.9), (3.4), and the weak maximum

principle for L but for future applications we include it in our considerations. Otherwise

using continuity of d it follows that there exists ρ > 0 with

{
y : ρ≤ |y− z| ≤

(
5

4
+
k+ 1/2

4 j

)
r
}
⊂

{
w : d(w)≥

ǫ
′r

100

}
(4.36)

and d(x) = ǫ′r/100 for some x ∈ ∂B(z,ρ). Applying the same analysis as previously we

find first that if (4.30) is valid, then ω(E,·) ≥ c(ǫ̂)−1 on ∂B(z,ρ) and thereupon from

Harnack’s inequality that (4.35) is still valid for suitably large c(ǫ̂). Thus (4.35) is true in

all cases.

From (4.35) and the maximum principle for weak solutions to L we find for 1 ≤ k ≤
j− 1 and w ∈D \B(z,4r) that

ω
(
B(z,r)∩ ∂D,w

)
≤ cω

(
Uk ∩ ∂D,w

)
+ c(ǫ̂)ω(E,w). (4.37)

Summing (4.37) over 1≤ k ≤ j− 1 we get

( j− 1)ω
(
B(z,r)∩ ∂D,w

)
≤ cω

(
B(z,2r)∩ ∂D,w

)
+ ( j− 1)c(ǫ̂)ω(E,w). (4.38)

Dividing (4.38) by j − 1 and choosing c∗ large enough we conclude that Lemma 4.4 is

true. �

Next we state the following.

Lemma 4.5. Let D∗ be an Ahlfors regular domain with constants M∗, r∗ (i.e., (3.3) holds

with M replaced by M∗ for all z ∈ ∂D∗ and 0 < r ≤ r∗). Let z∗ ∈ ∂D∗, 0 < ρ ≤ r∗/4, and

suppose that ν is a positive Borel measure on ∂D∗ with ν(∂D∗)= 1. Assume for 0 < ǫ̂ ≤ 1/2,

that there exists κ= κ(ǫ̂), 0 < κ < 1, c(ǫ̂) <∞, for which the following statement is true. If E
is a Borel set, ẑ ∈ ∂D∗, r̂ > 0, and E ⊂ B(ẑ,2r̂)∩ ∂D∗ ⊂ B(z∗,2ρ)∩ ∂D∗ with

Hn−1(E)

Hn−1
(
B(ẑ,2r̂)∩ ∂D∗

) ≥ 1− κ(ǫ̂), (4.39)

one has

ν

(
B(ẑ, r̂)∩ ∂D∗

)
≤ ǫ̂ν

(
B(ẑ,2r̂)∩ ∂D∗

)
+ c(ǫ̂)ν(E). (4.40)
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Then ν restricted to ∂D∗∩B(z∗,2ρ) is absolutely continuous with respect to Hn−1 measure

on ∂D∗∩B(z∗,2ρ). Moreover if dν(·)/dHn−1 = h on ∂D∗∩B(z∗,2ρ), then for some λ > 0,

depending on M∗, κ, c, and n,

∫

∂D∩B(z∗,ρ)
h1+λdHn−1 ≤ c

(
ν

(
B
(
z∗,4ρ

)
∩ ∂D∗

)

ν

(
B
(
z∗,ρ

)
∩ ∂D∗

)
∫

∂D∩B(z∗,2ρ)
hdHn−1

)1+λ

ρ−nλ. (4.41)

Proof. Lemma 4.5 follows from arguments originally used in [33], although the modifi-

cations needed for an Ahlfors regular domain are somewhat tricky. A complete proof of

Lemma 4.5 for harmonic measure can be deduced from [32, Theorem 1]. However, our

proof of Theorem 1.6 only uses absolute continuity of ν in Lemma 4.5 and this statement

follows easily from the assumptions in Lemma 4.5. To outline the proof of absolute con-

tinuity, we first note for K > 0, sufficiently large, that for ν almost every y ∈ ∂D∗, we have

ν[B(y,s)] > 0 when s > 0 and

liminf
t→0

ν

[
B(y,2t)∩ ∂D∗

]

ν

[
B(y, t)∩ ∂D∗

] < K , (4.42)

since otherwise we could iterate this inequality to deduce that t1−n
ν[B(y, t)∩ ∂D∗]→ 0

as t → 0 for y ∈ G Borel ⊂ ∂D∗ with ν(G) > 0. Using a covering lemma it would then

follow from Ahlfors regularity of ∂D∗ that ν(G) = 0, which is a contradiction. Fix K so

that (4.42) is true. Next from a standard argument using the Besicovitch covering lemma

(see [26, Corollary 2.14]) we deduce for ν almost every y ∈ F Borel ⊂ B(z∗,2ρ)∩ ∂D∗

that

lim
t→0

ν

(
B(y, t)∩ ∂D∗ \F

)

ν

(
B(y, t)∩ ∂D∗

) = 0. (4.43)

Now if ν were not absolutely continuous with respect to Hn−1 measure on B(z∗,2ρ)∩

∂D∗, then for some F Borel ⊂ B(z∗,2ρ)∩ ∂D∗ we would have Hn−1(F)= 0 and ν(F) > 0.

Choose y ∈ F so that (4.42) and the above limit hold. To get a contradiction we use the

middle display in Lemma 4.5 with ẑ, r̂, replaced by y, t and E = B(y,2t)∩ ∂D∗ \ F. We

obtain for some arbitrarily small t > 0 that

ν

[
B(y, t)∩ ∂D∗

]
≤ ǫ̂ν

[
B(y,2t)∩ ∂D∗

]
+ c(ǫ̂)ν

[
B(y,2t)∩ ∂D∗ \F

]

≤ ǫ̂Kν

[
B(y, t)∩ ∂D∗

]
+ c(ǫ̂)ν

[
B(y,2t)∩ ∂D∗ \F

]
.

(4.44)

Dividing this inequality by ν[B(y,2t)∩ ∂D∗] we get a contradiction for some small t > 0

provided ǫ̂K < 1/2. Thus ν is absolutely continuous with respect to Hn−1 on ∂D∗. �

To complete the proof of Theorem 1.6 under assumption (4.1) we modify an argument

in [6, Section 3]. Choose r > 0, 0 < r ≤ (1/4)min(diamD,1), z ∈ ∂D, c = c(n)≥ 1 (to be

chosen later), x ∈ B(z,r/100)∩D with B(z,cr)⊂N1 and

∣∣∇u(x)
∣∣≥ b−

τ

2
. (4.45)
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We can also assume |∇u| ≤ b+ τ on B(z,cr)∩D which for v (defined after (4.8)) implies

0≤ v ≤ (b+ τ)2− (b− τ)2 = 4bτ (4.46)

on B(z,cr)∩D. Eventually we will let x→ ∂D keeping z, r fixed which is permissible as

follows from the definition of b in (4.7). Let {Q j}, (ηm), ξ be defined as in Section 2 fol-

lowing (2.15) with ξ≪ d(x)/r. Given r′ ∈ (r,2r), let Λ= { j : Q j ∩B(z,2r′) �= ∅ and r j ≥
ξr}. Define Λ1 relative to Λ exactly as in Section 2 following (2.16). Next let Λ11 ⊂Λ1 be

as defined below (2.17) with r replaced by r′ and set Λ12 = Λ1 \Λ11. We also choose ηm
so that |∂2ηm/∂yi∂y j| ≤ cr−2

m for 1 ≤ i, j ≤ n. Finally we write g for g(x,·). We note that

(4.17) remains valid with θ = v
∑

m∈Ληm. Integrating (4.17) by parts for this θ and using

(4.15), (4.45), we find that

(
τ

4

)
(4b− 3τ)≤ v(x)

=
∑

m∈Λ

∫

D

[ n∑

i, j=1

bi j
(
ηmv

)
yi
gy j

]
dy =−2

∑

m∈Λ

∫

D

[ n∑

i, j=1

bi j
(
ηm
)
yi
vy j g

]
dy

−
∑

m∈Λ

∫

D

[ n∑

i, j=1

{
bi j
(
ηm
)
yi

}
y j
vg

]
dy−

∑

m∈Λ

∫

D
f ηmg dy = P1 +P2 +P3.

(4.47)

From (2.3), (2.4), (4.16) we get as in (2.17) that

∣∣P1

∣∣+
∣∣P2

∣∣≤ c
∑

m∈Λ1

∫

Qm

[
r−1
m |∇v|+ r−2

m v
]
g dy. (4.48)

Recall that Λ1 = Λ11 ∪Λ12 where Λ11 consists of cubes which intersect ∂B(z,2r′) while

the cubes in Λ12 have sidelength ≈ ξr. We claim for some r′ ∈ (r,2r) that

∑

m∈Λ11

∫

Qm

[
r−1
m |∇v|+ r−2

m v
]
g dy ≤ c

(
d(x)

r

)σ
. (4.49)

Indeed, writing Λ11 =Λ11(r′), integrating with respect to r′ and interchanging the order

of integration we get using (2.3), (2.4), (4.10), and (4.22) with w = z, ρ = r/10,

∫ 2r

r

( ∑

m∈Λ11(r′)

∫

Qm

[
r−1
m |∇v|+ r−2

m v
]
g dy

)
dr′

≤ c
∫

B(z,6r)∩D\B(z,r)
d(y)−1g(x, y)dy ≤ cr

(
d(x)

r

)σ
.

(4.50)

This inequality and weak-type estimates imply that (4.49) holds for some r′ ∈ (r,2r).

With r′ now fixed let Λ′ be the subfamily of cubes Qm =Qm(ym,rm)∈ Λ12 for which

v �≡ 0 on Qm and let F =
⋃

m∈Λ′ B(ym,crm)∩ ∂D. Next using ζ = vηm as a test function
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in (4.14), we find in view of (2.4), (2.9), (2.12), (4.10), (4.12), (4.15), (4.46) for c = c(n)

large enough and ξr ≤ τb that

∫

Qm

|∇v|2dy ≤ cr−2
m

∫

B(ym,crm)∩D

(
v+ rm

)2
dy ≤ crn−2

m (τb)2 (4.51)

whenever Qm ∈ Λ′. Here we have also used the fact that |∆u(x)| ≤ c(|∇v(x)| + 1) for

x ∈ suppv to estimate the term in (4.14) involving ê. This fact follows for example from

(2.29). Using the above inequality, Hölder’s inequality, (4.20), (4.46), and arguing as in

(2.20), we deduce for c = c(n) large enough and ξr ≤ τb that

∑

m∈Λ12

∫

Qm

[
r−1
m |∇v|+ r−2

m v
]
g dy

≤ c
∑

m∈Λ′
r−2
m

(∫

B(ym,crm)∩D

(
v+ rm

)2
dy
)1/2

·

(∫

B(ym,crm)∩D
g2dy

)1/2

≤ cτb
∑

m∈Λ′
ω
(
B
(
ym,crm

)
∩ ∂D,x

)
≤ cτbω(F,x).

(4.52)

With c = c(n) now fixed so that (4.52) holds, we can use (4.52), (4.53) in (4.48) to con-

clude that

∣∣P1

∣∣+
∣∣P2

∣∣≤ c
(
d(x)

r

)σ
+ cτbω(F,x) (4.53)

provided ξr ≤ τb. To estimate P3 we again use (2.3), (2.4), (4.10), and (4.12) to write

∣∣P3

∣∣=
∣∣∣∣∣
∑

m∈Λ

∫

D
f ηmg dy

∣∣∣∣∣≤ c
∫

D∩B(z,4r)
d(y)−1g(x, y)dy

=

∫

[B(x,10d(x))\B(x,d(x)/2)]∩D
···dy +

∫

B(x,d(x)/2)
···dy +

∫

[B(z,4r)∩D]\B(x,10d(x))
···dy

= J1 + J2 + J3.
(4.54)

We will show that

J1 ≤ cd(x). (4.55)

In fact if

I∗k =
{
y ∈ B

(
x,10d(x)

)
\B
(
x,
d(x)

2

)
: 101−kd(x) < d(y)≤ 102−kd(x)

}
for k = 1,2, . . . ,

(4.56)

then as in (4.24) we deduce using (4.20),

∫

I∗k

d(y)−1g(x, y)dy ≤ c
∫

I∗k

d(y)1−nω
[
B
(
y,4d(y)

)
∩ ∂D,x

]
dy ≤ c10−kd(x). (4.57)
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Summing this inequality over k = 1,2, . . . , we obtain (4.55). Next if 100r > 10qd(x)≥ 10r,

we can use (4.22) with ρ= 10kd(x) for k = 0,1,2, . . . ,q to estimate J3. That is,

J3 ≤ c
q∑

ν=1

∫

{10νd(x)<|x−y|≤10ν+1d(x)}∩D
d(y)−1g(x, y)dy

≤ c
q∑

ν=1

10ν(1−σ)d(x)≤ cr1−σd(x)σ .

(4.58)

Finally from (4.21) we deduce

J2 ≤ c log

(
diamD

d(x)

)
d(x). (4.59)

Combining this estimate with (4.55), (4.58) we find in view of (4.54) that

∣∣P3

∣∣≤ cd(x) log

(
diamD

d(x)

)
+ cr1−σd(x)σ . (4.60)

Using (4.53), (4.60) in (4.47) we see for ξr ≤ τb that

(
τ

4

)
(4b− 3τ)≤ cd(x) log

(
diamD

d(x)

)
+ cr−σd(x)σ + cτbω(F,x). (4.61)

With r fixed we now suppose that ξr ≤ τb and d(x) is so small that the first two terms on

the right-hand side of the above display are ≤ 1/2, the left-hand side of this display. Then

1≤ cω(F,x). (4.62)

To avoid confusion, we write F = F(ξr) to indicate the dependence of F on ξ and put

ξ = 2−k for k = 1, . . . . Next we observe for any w ∈D that

ω(·,x)≤ c(D,x,w)ω(·,w) (4.63)

thanks to Harnack’s inequality and connectivity of D. From this observation, Lemmas

4.4 and 4.5 with r replaced by cr/4, ν = ω(·,w), and w a point in D \B(z,cr), as well as

(4.62), we see there exists a > 0 small and k0 large so that

2a≤Hn−1
[
F
(
2−kr

)]
(4.64)

for k ≥ k0 where a is independent of k and k0 depends on various quantities including τ,

d(x), w, x, r, D and the data. Also (4.64) only requires absolute continuity of ω(·,w) with

respect to Hn−1 measure on ∂D.

To continue our proof we need the fact that for Hn−1 almost every y ∈ ∂D∩B(z,cr),

we have

limsup
ρ→0

α(n− 1)−1ρ−(n−1)Hn−1
[
B(y,ρ)∩ ∂D

]
≤ 1 (4.65)
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which follows from basic measure theory-type arguments (see [26, Theorm 6.6]). Using

this fact, (4.64), and once again basic measure theory we see that if k1 ≥ k0 is large enough

and

Gk = F
(
2−kr

)
∩
{
y ∈ ∂D∩B(z,cr) : Hn−1

(
B(y,ρ)∩ ∂D

)

≤
(
α(n− 1) + τ

)
ρn−1 for 0 < ρ≤ 2−k1r

}
,

(4.66)

then for k ≥ k1 we have

Hn−1
(
Gk
)
≥ a. (4.67)

Recall the definition of a good tangent ball in (3.7). Given δ, 0 < δ ≤ δ1, we replace δ1

by δ in (3.7)(α). That is B(x,d(x)) ⊂ D is a good (δ) tangent ball provided |∇u(x)| ≥ δ
and the chain condition (3.7)(β) holds for ǫ sufficiently small, say 0 < ǫ ≤ ǫ0 = ǫ0(δ)

where ǫ0 ≤ δ100. With this change one easily checks that the argument after (3.8) can be

repeated verbatim except that now constants can also depend on δ. We claim there exists

k2 = k2(k1,ǫ,δ)≥ k1 such that if k ≥ k2, then for some ẑ ∈Gk it is not true that

there is a bad tangent ball B
(
y,d(y)

)
⊂ B

(
ẑ,2−kcr

)
∩D

with d(y)≥ 2−kǫ2r,
∣∣∇u(y)

∣∣≥ δ.
(4.68)

Indeed, let K be defined as in Section 3 to be the set of all (w,s) ∈ B(z,2cr)× (0,r) for

which (4.68) holds with ẑ, 2−kr, c replaced by w, s/10, 10c. If (4.68) is true for all ẑ ∈Gk,

observe that

∫ 21−kr

2−kr
Hn−1

(
K ∩

[
R

n×{t}
])
t−1dt ≥ a. (4.69)

On the other hand, summing this inequality over all positive integers k we see as in (3.18)

that the resulting sum is finite. Thus there are only a finite number of positive integers k
for which (4.68) holds for all ẑ ∈Gk.

Fix k ≥ k2 and let ẑ ∈ Gk be the guaranteed point where (4.68) is false. If r∗ = 2−kcr,

then from the definition of v, Gk, Λ′, and a good (δ) tangent ball, we see as in Section 3

that there exists B(y,d(y))⊂ B(ẑ,r∗) with

|∇u|(y)≥ b− τ (4.70)

and d(y) ≥ r∗/c. We assume as in Section 3 that 0 ∈ B(y,d(y))∩ ∂D and y = d(y)en.

Using the argument following (3.18), as well as, (4.46) and (4.70) we get that

∣∣∇u(w)− ben
∣∣≤

∣∣∇u(w)−
∣∣∇u(y)

∣∣en
∣∣+ τ ≤ c(δ)ǫ5 + τ (4.71)

whenever w ∈ O = B(ẑ,2r∗/ǫ2)∩ {ŵ : ŵn ≥ c(δ)ǫ2r∗}. More specifically, (4.71) is just

(3.27) together with the claim after (3.29).

We now proceed as in [6] (see the argument after (3.34) of this paper). As in the dis-

cussion following (3.31) we can suppose ǫ is small enough, say 0 < ǫ ≤ ǫ0(δ), so that one
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of the following two possibilities occurs. First suppose that

∂D∩B
(
ẑ,r∗

)
⊂ S=

{
w :
∣∣wn

∣∣≤ ǫr
∗

4

}
. (4.72)

Given η, 0 < η ≤ 1/2, let ψ ∈ C∞0 [(−1,1)] be an even function with ψ = 1 on (η− 1, 1−η)

and |ψ′| ≤ c/η. Put

φ
(
x′,xn

)
= ψ

[
2|x′− ẑ′|

r∗

]
ψ
[
xn
ǫr∗

]
whenever x′ ∈Rn−1, xn ∈R,

H =
{(

x′,xn
)

: |x′− ẑ′| <
r∗

2
,
∣∣xn

∣∣ < ǫr∗
}

,

T1 = ∂H ∩
{
x : xn = ǫr

∗
}

,

T2 = ∂H ∩
{
x : xn =−ǫr

∗
}

,

T3 = ∂H ∩
{
x : |x′− ẑ′| =

r∗

2

}
.

(4.73)

Note that suppφ ⊂H and 0≤ φ ≤ 1. Also T1 ⊂O for ǫ0 = ǫ0(δ) sufficiently small. Using

these notes, (1.10), ẑ ∈Gk, and (1.29) we obtain

M1 =

∣∣∣∣
∫

H

[
A
(
u,|∇u|2

)
〈∇u,∇φ〉−C

(
u,|∇u|2

)
φ
]
dy
∣∣∣∣

=

∫
φdµ≤ µ

[
B
(
ẑ, (1 + 4ǫ)

r∗

2

)]
≤ β1

(
α(n− 1) + τ

)[(1

2
+ 2ǫ

)
r∗
]n−1

.

(4.74)

From boundedness of C we deduce that

M2 =

∣∣∣∣
∫

H
A
(
u,|∇u|2

)
〈∇u,∇φ〉dy

∣∣∣∣≤M1 + cǫ
(
r∗
)n
. (4.75)

Moreover,

∣∣∣∣
∫

H
A
(
u,|∇u|2

)
uynφyndy

∣∣∣∣−
∣∣∣∣
∫

H
A
(
u,|∇u|2

)
〈∇′u,∇′φ〉dy

∣∣∣∣=M3−M4 ≤M2,

(4.76)

where ∇′ denotes the gradient in x′ = (x1, . . . ,xn−1) only. From (4.72) we see that either

(a) Ô = {w : wn <−ǫr∗/2}∩B(ẑ,r∗)⊂Rn \D or (b) Ô ⊂D. In either case letting η→ 0

we find

M3 −→

∣∣∣∣
∫

T1

A
(
u,|∇u|2

)
uyndH

n−1y−
∫

T2

A
(
u,|∇u|2

)
uyndH

n−1y
∣∣∣∣=M5, (4.77)

where the integral involving T2 is zero in case (a). In case (b) we see from our choice of ẑ

that either (+) |∇u(y)| ≤ δ for all y ∈ Ô with d(y)≥ ǫ2r∗ or (−) Ô contains a good (δ)

tangent ball of radius ≥ r∗ǫ2. If (+) occurs, then from (1.4)(a) we deduce that

∣∣∣∣
∫

T2

A
(
u,|∇u|2

)
uyndH

n−1y
∣∣∣∣≤ cδ p−1

(
r∗
)n−1

. (4.78)
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If (−) occurs, then from basic geometry and the argument after (3.22), it follows that

uyn < 0 on T2. Since uyn ≥ 0 on T1 we conclude that in either scenario,

M6 =

∣∣∣∣
∫

T1

A
(
u,|∇u|2

)
uyndH

n−1

∣∣∣∣≤M5 + cδ p−1
(
r∗
)n−1

. (4.79)

Using our smoothness assumptions on A and (4.71) we deduce from (4.79) that

bA
(
0,b2

)
α(n− 1)

(
r∗

2

)n−1

≤M6 + c
(
τ + ǫ+ δ p−1

)(
r∗
)n−1

. (4.80)

Finally,

limsup
η→0

M4 ≤ cǫ
(
r∗
)n−1

(4.81)

as we see from boundedness of |∇u| and simple estimates. Combining (4.74)–(4.81) we

get after dividing by α(n− 1)(r∗/2)n−1

bA
(
0,b2

)
≤ β1 + c

(
1 +β1

)(
τ + δ p−1 + ǫ

)
. (4.82)

for given δ > 0, 0 < ǫ ≤ ǫ0(δ), and c depending only on the data. Since ǫ, τ, δ can be

arbitrarily small we conclude that (4.8) is true when (4.72) is valid. If (4.72) does not hold,

we can use the argument in the last paragraph of Section 3 to get that if r′ = r/ǫ1/2, then

∂D∩B(ẑ,r′)⊂ S′ = {w : |wn| ≤ ǫ
1/4r′/4} for 0 < ǫ ≤ ǫ0. We can now repeat the argument

after (4.72) with r∗ replaced by r′ and ǫ by ǫ1/4. In this case we do not need to introduce

δ. Also case (a) and (+) of case (b) can be omitted as they cannot occur. Once again we

obtain (4.82). Thus Theorem 1.6 is true when (4.1) holds.

5. Preliminary reductions for Theorem 1.6

In this section we let c, depending on the data, have the same meaning as in Section 4.

We also use the same notation as in Section 4. Our goal is to show that Theorem 1.6 is

valid without the Carleson measure chain assumption, (4.1). The strategy for obtaining

this goal is contained in the following two propositions.

Proposition 5.1. There exists D1 ⊂D such that ∂D1 is locally uniformly rectifiable and

(α) D∩ ∂D1 =
⋃

∂B
(
w j ,

d
(
w j
)

c

)
for some c ≥ 105 depending only

on the data and for i �= j, B
(
w j ,

10d
(
w j
)

c

)
∩B

(
wi,

10d
(
wi
)

c

)
=∅,

(β) if τ0 > 0 is small enough (depending only on the data),

then v ≡ 0 on D∩ ∂D1 for 0 < τ ≤ τ0.

(5.1)

Proposition 5.2. Let ω1 be elliptic measure corresponding to L in (4.15) and D1. Then

Lemma 4.5 is true for D∗ =D1, r∗ = τ2
0 , and ν= ω1(·,w) provided w ∈D1 \B(z∗,4ρ).
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Remark 5.3. Armed with Propositions 5.1 and 5.2 we get Theorem 1.6 in the following

way. First, D1 has the same properties as D thanks to Proposition 5.1, so (4.17)–(4.24)

are valid for ω1 and g1, Green’s function corresponding to L and D1. Second, we choose

cr ≤ τ4
0 and x so that (4.45), (4.46) hold. Third, we replace g, ω by g1, ω1 in (4.17) and

again use θ = v
∑

m∈Ληm as a test function. Integrating by parts as in (4.47) we get P1,

P2, P3, with g replaced by g1. The additional term involving ω1 arising in the integration

by parts is equal to 0 (so can be omitted), since v ≡ 0 on ∂D1 ∩D for 0 < τ ≤ τ0. We

can now repeat verbatim the argument after (4.48) with g, ω replaced by g1, ω1. We get

(4.67) (thanks to Proposition 5.2) and finally Theorem 1.6. Thus to complete the proof

of Theorem 1.6 we need only prove Propositions 5.1 and 5.2.

Proof of Proposition 5.1. Let δ1, v, b, τ be as in (3.5), (4.7), and the display below (4.8).

Also assume that (4.46) holds in D∩N1. We first allow ǫ, 0 < ǫ ≤ 10−10n, to vary, put

τ̂(ǫ)= exp(−1/ǫ2) and construct D1(ǫ). Eventually we will fix ǫ = ǫ1, τ0 = τ̂(ǫ1)3, satis-

fying several conditions, to get D1 = D1(ǫ1) as in Propositions 5.1 and 5.2. We assume,

as we may, that max{δ1,ǫ} < b/100 (otherwise redefine δ1). To begin the proof observe

from (4.46) that if η = (η1, . . . ,ηn) with |η| = 1, then w = b+ τ −〈∇u,η〉 ≥ 0 in D∩N1.

Moreover if |∇u| ≥ δ1 on B(x,r)⊂D, then from (4.11), (4.12), we see that

Lw+ 〈d̂,∇w〉+ êw = ê(b+ τ) on B(x,r). (5.2)

Using this fact we deduce

max
B(x,r/2)

w ≤ c min
B(x,r/2)

w+ cbr. (5.3)

To sketch the proof of (5.3), write w = λ + q where Lλ = 0 in B(x,3r/4), λ = w on

∂B(x,3r/4). We note that q can be written as Green’s potential in B(x,3r/4). Using Har-

nack’s inequality for λ, our note, and making estimates on q using (4.19)–(4.21), as in the

estimates for J1, J2 following (4.54), we get (5.3). We write D1 for D1(ǫ). To construct D1

we examine again the argument leading to (3.8)–(3.14). Suppose ŷ ∈ D, d( ŷ) ≤ τ̂1/2(ǫ),

and for k a fixed positive integer that

max
z1,z2∈B( ŷ,(1−ǫ100)d( ŷ))

∣∣|∇u|k∇u(z1

)
−|∇u|k∇u

(
z2

)∣∣≥ ǫ100. (5.4)

In this case we claim for ǫ > 0 small enough that there exists c∗ ≥ 1 (depending only on

the data) and w such that

B
(
w,

d(w)

c∗

)
⊂ B

(
ŷ,

(
1−

ǫ
100

4

)
d( ŷ)

)
, v ≡ 0 on B

(
w,

d(w)

c∗

)
. (5.5)

To prove this claim we consider two cases. First if |∇u(w)| ≤ 4δ1 (δ1 as in (3.5)) at some

point in B( ŷ, (1− ǫ100/2)d( ŷ)), then from (2.3), we see that (5.5) is valid. Otherwise,

|∇u| > 4δ1 on this ball and we will show that v ≡ 0 on B( ŷ,d( ŷ)/4). Thus in this case

(5.5) is true with w = ŷ. The proof is by contradiction. Assume v(y) > 0 or equivalently

|∇u(y)| > b− τ for some y ∈ B( ŷ,d( ŷ)/4). Rotating coordinate systems if necessary we

may also suppose that uyn = |∇u(y)| > b− τ. Thus if w = b+ τ −uyn , then 0≤w(y)≤ 2τ
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and we can apply the weak Harnack inequality in (5.3) to w. If τ ≤ τ̂(ǫ), d( ŷ)≤ τ̂1/2(ǫ),

we get after applying this inequality about log(1/ǫ) times that

uyn ≥ b− exp

(
−

1

ǫ

)
on B

(
ŷ,
(
1− ǫ100

)
d( ŷ)

)
. (5.6)

Since |∇u| ≤ b+ τ in this ball, it follows that

|∇u|2−u2
yn ≤ 8bexp

(
−

1

ǫ

)
in B

(
ŷ,
(
1− ǫ100

)
d( ŷ)

)
. (5.7)

From (5.4)–(5.7) and a ball park estimate we see for some z1,z2 ∈ B( ŷ, (1− ǫ100)d( ŷ))

that

ǫ
100 ≤

∣∣|∇u|k∇u(z1

)
−|∇u|k∇u

(
z2

)∣∣

≤ c
∣∣uk+1

yn

(
z1

)
−uk+1

yn

(
z2

)∣∣+ cexp

[
−

1

(2ǫ)

]

≤ c
∣∣uyn

(
z2

)
−uyn

(
z1

)∣∣+ cexp

[
−

1

(2ǫ)

]
,

(5.8)

where c depends on the data (including k). We conclude from this inequality that

min
(
uyn

(
z1

)
,uyn

(
z2

))
≤ b+ τ −

ǫ
100

c
, (5.9)

which contradicts (5.6) for ǫ sufficiently small. Thus in this case v ≡ 0 on B( ŷ,d( ŷ)/4).

In either case claim (5.5) is true. Next let Θ1 = { ŷ ∈ D ∩N1 : (5.4) holds and d( ŷ) ≤

τ̂1/2(ǫ)}. Set

Θ=

{
ŵ ∈N1∩D : v ≡ 0 on B

(
ŵ,

1000d(ŵ)

c̃

)
and for some ŷ ∈Θ1,

|ŵ− ŷ| ≤ ǫ−100d( ŷ) while ǫ200d(ŵ)≤ d( ŷ)≤ ǫ−200d(ŵ)

}
.

(5.10)

Here c̃ ≥ 2000c∗ (c∗ as in (5.5)) is chosen so large that if |∇u(w)| ≤ 4δ1, then v ≡ 0

on B(w,1000d(w)/c̃). Thus w ∈ Θ when either (5.5) holds or |∇u(w)| ≤ 4δ1 and there

exists ŷ ∈Θ1 with |w− ŷ| ≤ ǫ−100d( ŷ) while ǫ200d(ŵ)≤ d( ŷ)≤ ǫ−200d(ŵ). From a well-

known covering lemma we see there exists {B(yi,d(yi)/c̃)}, with yi ∈Θ, such that

(a) Θ⊂
⋃

B
(
yi,

1000d
(
yi
)

c̃

)
,

(b) B
(
yi,

10d
(
yi
)

c̃

)
∩B

(
y j ,

10d
(
y j
)

c̃

)
=∅,

(c) v ≡ 0 on
⋃

B
(
yi,

1000d
(
yi
)

c̃

)
.

(5.11)

Put D1 = D \ [∪B(yi,d(yi)/c̃)]. Clearly D1 has properties (α), (β) in Proposition 5.1. To

prove Ahlfors regularity of ∂D1 first suppose z ∈ ∂D. Then

Hn−1
(
D∩ ∂D1∩B

(
z,r)

)
≤ c(ǫ)rn−1, (5.12)
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as we see from the argument after (3.8) leading to (3.15). Indeed, if B(yi,d(yi)/c̃)∩
B(z,r) �= ∅, then there exists ŷ ∈Θ1 corresponding to yi as in the definition of Θ. From

a Poincáre-type argument (see (3.14)) and the fact that

1

2
ǫ

100/(k+1) ≤max
{∣∣∇u(z1

)∣∣,
∣∣∇u(z2

)∣∣}≤ cmax
{
d
(
z1

)−1
u
(
z1

)
,d
(
z2

)−1
u
(
z2

)}

(5.13)

for d( ŷ)≤ τ̂(ǫ)1/2, we obtain

d
(
yi
)n−1

≤ c(ǫ)

∫

B( ŷ,(1−ǫ100)d( ŷ))
u

n∑

i, j=1

(
uwiw j

)2
dw. (5.14)

Summing and using Theorem 1.2 we get (5.12). If z ∈ D∩ ∂D1, then z ∈ ∂B(yi,d(yi)/c̃)
for some i and for 0 ≤ r ≤ 4d(yi), it follows from (5.11) as well as the above-mentioned

argument that (5.12) is true. If r > 4d(yi), then there exists ẑ ∈ ∂D with B(z,r)⊂ B(ẑ,2r),

so we can use (5.12) again with z, r replaced by ẑ, 2r. We conclude in all cases from (3.3)

and (5.12) that for some M′ =M′(ǫ) <∞,

Hn−1
(
B(z,r)∩ ∂D1

)
≤M′rn−1 <∞ (5.15)

whenever z ∈ ∂D and 0 < r ≤ diamD. The lower bound in the definition of Ahlfors reg-

ularity for ∂D1∩ ∂B(z,r), z ∈ ∂D1, is essentially trivial as we see from dividing the proof

into two cases and using the corresponding lower bound for ∂D∩B(z,r) when z ∈ ∂D.

Given Ahlfors regularity, local uniform rectifiability of ∂D1 follows from the so-called big

pieces functor in [2]. That is, given 0 < r ≤ diamD, z ∈ ∂D, we show the existence of a

uniformly rectifiable set U with “bounded constants” and

cHn−1
[
U ∩ ∂D1∩B(z,r)

]
≥ rn−1, (5.16)

where c is independent of r, z ∈ ∂D. By “bounded constants” we mean the Ahlfors reg-

ularity constant (see (3.3)) and the norm of the Carleson measure associated with the

exceptional set in one of the definitions of uniform rectifiability are bounded indepen-

dently of r, z. Equation (5.16) implies local uniform rectifiability of ∂D1 (see [2, Part

IV]). To prove (5.16) for z ∈ ∂D, we can simply take U = D∪ P (P is the plane whose

distance from D ≈ diamD). If z ∈ ∂B(yi,d(yi)/c̃) for some i and 0≤ r ≤ 4d(yi), we take

U = ∂B(yi,d(yi)/c̃)∪Pi where Pi is a plane whose distance from B(yi,d(yi)/c̃) is equal to

100 d(yi). If r > 4d(yi), we can again take U = ∂D∪ P. Since ǫ eventually will be fixed,

the proof of Proposition 5.1 is now complete. �

Proof of Proposition 5.2. Again we allow ǫ to vary but at the end of the proof of this

proposition we will fix ǫ = ǫ1. To prove Proposition 5.2 we claim it suffices to show for

given x ∈D1 =D1(ǫ) with d1(x)= d(x,∂D1)≤ τ̂(ǫ)3/2 that there exists positive numbers

ξ1 = ξ1(ǫ), ξ2 = ξ2(ǫ), such that whenever E ⊂ ∂D1∩B(x,d1(x)/ǫ40) is Borel with

Hn−1(E)

Hn−1
[
B
(
x,d1(x)/ǫ40

)
∩ ∂D1

] ≥ 1− ξ1(ǫ), (5.17)
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then

ω1(E,x)≥ ξ2(ǫ). (5.18)

Indeed once (5.18) is proved we can repeat the argument in Lemma 4.4 for given ǫ̂ > 0

and r ≤ τ̂(ǫ)2 with j replaced by the largest integer≤ (ǫ̂ǫ100)−1, ǫ′ = ǫ̂ǫ100 and Uk, Sk un-

changed. We get Lemma 4.4 for ω1 and 0 < ǫ̂ ≤ 1/2, provided c(ǫ̂,ǫ) is sufficiently large.

We then take ǫ = ǫ1 and conclude Proposition 5.2. Thus we prove only (5.18). A key in-

gredient in the proof will be to develop an algorithm which produces a Lipschitz domain.

We then start a process in which we either stop or apply the algorithm once again. In

all cases we show, using Theorem 1.1, and a corona decomposition-type argument as in

[1, 2, 27], that after at most

N = c#
ǫ
−3/4 (5.19)

times (where c# depends only on the data for D) our process must stop with an end result

that produces at the Nth step a family of Lipschitz domains, {Ω j}, for which the members

of a subsequence, say {Ω′
k}, contain big pieces of ∂D1 in the sense of (4.4)–(4.6). Using the

theorem of Kenig and Pipher mentioned earlier it will then follow that ω1(E,w′k)≥ ξ3 > 0

for some ξ3 andw′k ∈Ω
′
k. Next we consider the Lipschitz domains produced in theN − 1st

step and estimate in a quantitative way the number of domains whose boundaries contain

big pieces on which ω1(E,·)≥ ξ3/c. For these domains we can apply the above-mentioned

theorem and get that ω1(E,·) ≥ ξ4 > 0 at a certain distinguished point in each domain.

Because the process is finite and we are essentially at liberty to choose ξ1 our argument

will ultimately arrive at the first step and x, yielding (5.18).

To begin the development of the algorithm recall the definition of a good ǫ2 tan-

gent ball in Section 3 (i.e., replace ǫ by ǫ2 in (3.7)). As usual d(x) = d(x,∂D), d1(x) =

d(x,∂D1), and tangent balls will always mean with respect to D. We consider the follow-

ing possibilities when x̂ ∈D1 and 0 < d1(x̂)≤ τ̂(ǫ)3/2,

(a)
∣∣∇u(x̂)

∣∣≥ δ1, B
(
x̂,d(x̂)

)
is a good ǫ2 tangent ball,

(b)
∣∣∇u(x̂)

∣∣≥ δ1, B
(
x̂,d(x̂)

)
is a bad ǫ2 tangent ball,

(c)
∣∣∇u(x̂)

∣∣ < δ1, every tangent ball B
(
y,d(y)

)
⊂ B

(
x̂,10d(x̂)

)
∩D

with d(y)≥ ǫd(x̂),
∣∣∇u(y)

∣∣≥ δ1 is a good ǫ2 tangent ball,

(d)
∣∣∇u(x̂)

∣∣ < δ1, some tangent ball B
(
y,d(y)

)
⊂ B

(
x̂,10d(x̂)

)
∩D

with d(y)≥ ǫd(x̂),
∣∣∇u(y)

∣∣≥ δ1 is a bad ǫ2 tangent ball.

(5.20)

We claim that (5.17) implies (5.18) whenever (b), (d) are valid. To prove this claim first

suppose (b) holds. If d1(x̂)≤ d(x̂)/c̃, where c̃ is as in (5.11), then for some y ∈D we have

x̂ ∈ B(y,5d(y)/c̃) and ∂B(y,d(y)/c̃) ⊂ ∂D1. If d1(x̂) ≥ d(x̂)/c̃, then from (3.7)(β), (5.5),

and the definition of D1 in (5.11) we see for ǫ small enough that there exists

B
(
y,
d(y)

c̃

)
⊂ B

(
x̂,ǫ−20d1(x̂)

)
∩D with d(y)≥ ǫ200d(x̂), ∂B

(
y,
d(y)

c̃

)
⊂ ∂D1.

(5.21)
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If ξ1(ǫ) is small enough, then clearly we can guarantee that

Hn−1(E∩A)≥

(
1

2

)
Hn−1(A), (5.22)

where A = B(x̂,2d1(x̂))∩ ∂B(y,d(y)/c̃) when d1(x̂) ≤ d(x̂)/c̃ while A = ∂B(y,d(y)/c̃),

otherwise. Using (5.11)(b), (5.22), Theorem 4.3, and Harnack’s inequality we deduce that

if d1(x̂)≥ d(x̂)/c̃, then

ω1

(
E∩ ∂B

(
y,
d(y)

c̃

)
,·

)
≥ c(ǫ)−1 on B

(
y,

5d(y)

c̃

)
. (5.23)

Using the chain condition in (3.7)(β) and Harnack’s inequality we now obtain (5.18)

for ξ2 small enough. A similar argument applies if d1(x̂) ≤ d(x̂)/c̃. Thus (5.18) is valid

when (b) of (5.20) occurs. If (d) of (5.20) holds, then from (3.7)(β), our choice of c̃, and

(5.11)(a) we deduce that x̂ ∈ B(y,1000d(y)/c̃) ⊂ B(y,d(y)/2) for some y ∈ D satisfying

(5.21). We can then choose ξ1 so that (5.22) holds and after that argue as below (5.22) to

get (5.18) for ξ2 > 0 suitably small.

We note as in the argument after (3.29) that if (a) or (c) in (5.20) are valid, then there

exists σ ∈Rn with |σ| = 1 such that x̂−d(x̂)σ ∈ ∂B(x̂,d(x̂))∩ ∂D and

O =O
(
x̂,
ǫ

2
,σ
)
=

{
w :
〈
w− x̂+d(x̂)σ ,σ

〉
≥
ǫ

2d(x̂)

4

}
∩B

(
x̂,

2d(x̂)

ǫ

)
⊂D. (5.24)

From (5.24) we see that if

∂D1∩O(x̂,ǫ,σ) �= ∅, (5.25)

then either d1(x̂) ≤ d(x̂)/c̃ or (5.21) holds for ǫ sufficiently small, so once again we can

argue as below this inequality to get that (5.17) implies (5.18). In view of the above dis-

cussion we will say that B(x̂,d(x̂)) is a fine tangent ball if either (a) or (c) of (5.20) is

valid and (5.25) is false. Otherwise B(x̂,d(x̂)) is a not so fine tangent ball. Observe from

our discussion that (5.17) implies (5.18) for a not so fine tangent ball and 0 < ξ1(ǫ),ξ2(ǫ)

suitably small. Also if B(x̂,d(x̂)) is a fine tangent ball, then from (3.31) with ǫ replaced by

ǫ
2 we deduce for some σ ∈ Rn (as in (5.24)) with |σ| = 1, x̂− d(x̂)σ ∈ ∂B(x̂,d(x̂))∩ ∂D

that

(+) O(x̂,ǫ,σ)⊂D1,

(++) if P(x̂,σ)=
{
w :

〈
w− x̂+d(x̂)σ ,σ

〉
= 2ǫ2d(x̂)

}
, w ∈ P(x̂,σ)∩B

(
x̂,
d(x̂)

ǫ

)
,

then B
(
w,4ǫ2d(x̂)

)
∩ ∂D �= ∅.

(5.26)

We continue under the assumption that B(x̂,d(x̂)) is a fine tangent ball and assume, as

we may, that σ = en in (5.26) while x̂ = d(x̂)en (so 0 ∈ ∂B(x̂,d(x̂))∩ ∂D). Let Q be an

n− 1-dimensional Lipschitz domain with connected boundary and

{
w : wn =

3d(x̂)

2

}
∩B

(
ŵ,

d(x̂)

c+

)
⊂Q ⊂

{
w : wn =

3d(x̂)

2

}
∩B

(
ŵ,10d(x̂)

)
(5.27)
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for some ŵ,c+ = c+(n)≥ 1, with |ŵ− x̂| ≤ c+d(x̂) and ŵn = 3d(x̂)/2. We also assume that

Q \Q can be covered by at most l ≤ c2
+ balls {B(zi,si)}

l
1 with zi ∈ Q \Q, si ≥ d(x̂)/c2

+,

and the property that B(zi,2si)∩ (Q \Q) coincides with the graph of a Lipschitz func-

tion φi from R
n−2 into {w : wn = (3/2)d(x̂)}. Moreover in the proper coordinate sys-

tem Q∩ B(zi,2si) lies above the graph of φi and |∇φi| ≤ c2
+ for 1 ≤ i ≤ l. In fact it will

turn out in later iterations that Q (see (6.22)) is at worst essentially the affine (nearly

conformal) image of a union of Whitney cubes and Q \Q is contained in the image of

cubes whose sidelengths are proportional (depending only on n). Let C = {x = (x′,xn)∈

R
n : (x′,3d(x̂)/2)∈Q} be the infinite cylinder containing Q. Let {B(y j ,d(y j))} be a pair-

wise disjoint collection of tangent balls with y j ∈ P(x̂,en)∩C and P(x̂,en)∩C ⊂∪B(y j ,
10d(y j)). Note from (5.26) that for each j,

ǫ
2d(x̂) < d1

(
y j
)
≤ d

(
y j
)
≤ 8ǫ2d(x̂). (5.28)

If B(y j ,d(y j)) is a not so fine tangent ball we do nothing further to this ball. Otherwise

this ball is a fine tangent ball so as above we deduce the existence of σ j ∈Rn with |σ j| = 1,

y j −d(y j)σ j ∈ ∂B(y j , d(y j))∩ ∂D and

(−) O
(
y j ,ǫ,σ j

)
⊂D1 while O

(
y j ,ǫ,σ j

)
∩O

(
x̂,ǫ,en

)
�= ∅,

(−−) if w ∈ P
(
y j ,σ j

)
∩C∩B

(
y j ,

d
(
y j
)

ǫ

)
, then B

(
w,8ǫ2d

(
y j
))
∩ ∂D �= ∅.

(5.29)

If

arccos
(〈
σ j ,en

〉)
≥ ǫ1/10, (5.30)

where 0≤ arccos(·)≤ π, we do nothing further to B(y j ,d(y j)). Otherwise we put y0 = x̂,

write j1 for j in the above definitions, and use (5.26)–(5.29) to continue by induction. As-

sume after l ≥ 1 repetitions we have obtained y j1··· jl , σ j1··· jl [with y j1··· jl −d(y j1··· jl)σ j1··· jl
∈ ∂B(y j1··· jl ,d(y j1··· jl)) ∩ ∂D], O(y j1··· jl ,ǫ,σ j1··· jl), P(y j1··· jl ,σ j1··· jl) satisfying (5.28),

(5.29) and not (5.30) with j replaced by j1 ··· jl while x̂ in (5.28) is replaced by y j1··· jl−1 .

Under this inductive assumption, we choose a disjoint collection {B(y j1··· jl+1 ,d(y j1··· jl+1 ))}

of tangent balls with centers in P(y j1··· jl ,σ j1··· jl)∩C ∩ B(y j1··· jl ,20d(y j1··· jl)) and such

that {B(y j1··· jl+1 ,10d(y j1··· jl+1 ))} is a covering of P(y j1··· jl ,σ j1··· jl) ∩ C ∩ B(y j1··· jl ,20

d(y j1··· jl)). If B(y j1··· jl+1 ,d(y j1··· jl+1 )) is a not so fine tangent ball, we quit. Otherwise we

argue as below (5.26) to get (5.28), (5.29) with j replaced by j1 ··· jl+1. Thus by induc-

tion we obtain σ j1··· jl+1 with y j1··· jl+1 −d(y j1··· jl+1 )σ j1··· jl+1 ∈ ∂B(y j1··· jl+1 ,d(y j1··· jl+1 ))∩ ∂D.

Also we get O(y j1··· jl+1 ,ǫ,σ j1··· jl+1 ), P(y j1··· jl+1 ,σ j1··· jl+1 ), satisfying

ǫ
2d
(
y j1··· jl

)
< d1

(
y j1··· jl+1

)
≤ d

(
y j1··· jl+1

)
≤ 8ǫ2d

(
y j1··· jl

)
, (5.31)

(∗) O
(
y j1··· jl+1 ,ǫ,σ j1··· jl+1

)
⊂D1 while

O
(
y j1··· jl+1 ,ǫ,σ j1··· jl+1

)
∩O

(
y j1··· jl ,ǫ,σ j1··· jl

)
�= ∅,

(5.32)

(∗∗) if w ∈ P
(
y j1··· jl+1 ,σ j1··· ĵl+1

)
∩C∩B

(
y j1··· jl+1 ,

d
(
y j1··· jl+1

)

ǫ

)
,

then B
(
w,8ǫ2d

(
y j1··· jl+1

))
∩ ∂D �= ∅.

(5.33)
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If

arccos
(〈
σ j1··· jl+1 ,en

〉)
≥ ǫ1/10 (5.34)

we stop. Otherwise the inductive process continues.

To simplify our notation, if B(x̂,d(x̂)) is a fine tangent ball, and as above, y0 = x̂, σ0 =

σ , we let L = { j1 ··· jl}∪ {0} be the subscripts used in the above induction. Also if α =
j1 ··· jl or 0 let |α| = l or 0 be the length of α. If α,α′ ∈ L \ {0}, we write α < α′ provided

l = |α| < |α′| =m and if α= j1 ··· jl, α′ = j′1 ··· j
′
m, then ji = j′i for 1≤ i≤ l. We say that

α is an ancestor of α′ or that α′ is a descendant of α if |α| < |α′|. If m = l + 1, we call α
the father of α′ or refer to α′ as the child of α. Likewise by definition 0 < α and α is the

descendant of 0 or 0 is the ancestor of α whenever α∈ L \ {0}. Next suppose that α,α∗ ∈ L
and y = yα∗ ∈ B(yα,d(yα)/ǫ)∩D with

ǫ
2kd
(
yα
)
≤ d(y) < ǫ2k−2d

(
yα
)
, for k = 1,2, . . . . (5.35)

We write σ(y) for σα∗ and suppose also that B(y,d(y)), B(yα,d(yα)) are fine tangent balls.

Under these assumptions we claim there exists c = c(n)≥ 1 such that

∣∣σ(y)− σα
∣∣≤ ckǫ. (5.36)

To prove this claim, we note that if k = 1 in the above display, then (5.36) follows easily

from (5.31)–(5.32). In fact for k = 1 the worst case scenario occurs when d(y)≈ ǫ2d(yα)

and y lies within ≈ ǫ2d(yα) of P(yα,d(yα)). In this case P(y,σ(y))∩B(y,d(y)/ǫ) is of ≈

diameter ǫd(yα) and so each point of this set must stay within ≈ ǫ2d(yα) distance from

P(yα,σα)∩B(yα,2d(yα)/ǫ)(⊂ D) in order to avoid ∂D, thanks to (5.32). Using this fact

and some high school trigonometry, we get (5.36) for k = 1. Equation (5.36) for k = 2

follows from applying the same argument as in the k = 1 case to yα and the father of y,

then after that to y and the father of y.

Continuing in this fashion we obtain claim (5.36).

Next if x = (x′,xn), let π(x)= x′ = (x1, . . . ,xn−1) be the projection of Rn ontoRn−1 and

put Q′ ⊂Rn−1 = {x′ : (x′,3d(x̂)/2)∈Q}. Set

�=
{
w : w ∈ B

(
yα,20d

(
yα
))

for some α,

B
(
yα,d

(
yα
))

is a not so fine tangent ball
}

,

� =
{
w : w ∈ B

(
yα,20d

(
yα
))

for an infinite number of α

with B
(
yα,d

(
yα
))

a fine tangent ball
}

,

λ(w)= sup
{
|α| : w ∈ B

(
yα,20d

(
yα
))

,

B
(
yα,d

(
yα
))

is a fine tangent ball,

σα satisfies (5.34)
}

,

�l =
{
w : λ(w)= l

}
for l = 0,1, . . . .

(5.37)
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From our construction we note for ǫ > 0 small enough that

Q
′
⊂ π

[
�∪�∪

(
∞⋃

l=0

�l

)]
. (5.38)

With this notation we prove the following.

Lemma 5.4. If

Hn−1
(
Q′∩

[
π(�∪�)

])
≥ 2ǫnHn−1(Q′), (5.39)

then there exists ψ : Q
′
→R and c = c(n) with ‖ψ‖∞ ≤ cǫ2d(x̂) while

∣∣ψ(x′)−ψ(y′)
∣∣≤ c|x′− y′| whenever x′, y′ ∈Q

′
. (5.40)

Moreover if Ω1 = {(x′, t) : ψ(x′) < t < 3d(x̂)/2 for x′ ∈Q′}, then Ω1 ⊂D1 and either (a) or

(b) holds for ǫ > 0 small enough:

(a) Hn−1(∂Ω1∩C∩ ∂D)≥ ǫnHn−1(Q′),

(b)

there exists L1 ⊂ L such that if α∈ L1, then B
(
yα,d

(
yα
))

is a not so fine

tangent ball, d1

(
yα
)
≥

d
(
yα
)

8
,
{
B
(
yα,5d

(
yα
))}

are pairwise disjoint.

Also if �1 =
⋃

α∈L1

P
(
yα̃,σα̃

)
∩B

(
yα,

d
(
yα
)

16

)
where α̃ is the father of α,

then
{
x ∈�1 : π(x)∈Q

′}
⊂
{(
x′,ψ(x′)

)
: x′ ∈Q

′}
∩D1

while for some c∗ = c∗(n)≥ 1,

Hn−1
(
π
(
�1

)
∩Q

′)
≥ ǫnHn−1 (Q′)

c∗
.

(5.41)

Proof. We consider two cases. First, suppose

Hn−1[π(�)∩Q′]≥ ǫnHn−1(Q′). (5.42)

In this case we use a well-known covering lemma to get L̃1 ⊂ L such that for each α∈ L̃1,

B(yα,d(yα)) is a not so fine tangent ball while π(�)∩Q
′
⊂
⋃

α∈L̃1
π[B(yα,100d(yα))] and

{π[B(yα,5d(yα))] : α ∈ L̃1} are pairwise disjoint. Using (5.42) we see there exists L1 a

finite subset of L̃1 with

Hn−1

{
Q
′
∩π

[
�∩

⋃

α∈L1

B
(
yα,100d

(
yα
))]}

≥

(
1

2

)
ǫ
nHn−1(Q′). (5.43)

For α ∈ L with B(yα,d(yα)) a fine tangent ball we write Pα for P(yα,σα) and define fα :

R
n−1 → Pα by fα(x′)= (x′,xn)∈ Pα. Let {Q′i =Q(w′i ,ri)} be a Whitney cube decomposi-

tion of Rn−1 \ {π(yα) : α∈ L1} and {η′j} a partition of unity adapted to this decomposi-

tion defined as in (2.14) with yi, Qi, ηi, ∂D, n, replaced by w′i , Q
′
i , η

′
i , {π(yα) : α ∈ L1},
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n− 1. To define ψ let W be the set of all i such that

suppη′i ∩

[ ⋃

α∈L1

π
(
B
(
yα,d

(
yα
)))]

=∅ (5.44)

and suppη′i ∩Q
′
�= ∅. If i∈W , choose π(yβ̂)∈ {π(yα) : α∈ L1} with

d
(
π
(
yβ̂
)
,Q

′

i

)
= d

({
π
(
yα
)

: α∈ L1

}
,Q

′

i

)
. (5.45)

We note that d(Q
′

i ,π(yβ̂)) > d(yβ̂) since Q
′

i ⊂ suppη′i . From this note, (5.31), (5.32) we

see that if d(Q
′

i ,π(yβ̂)) < d(x̂), then there exists at least one ancestor β′ of β̂ (and at most

two ancestors) with

ǫ
2d
(
yβ′
)
< d
(
Q
′

i ,π
(
yβ̂
))
≤ d

(
yβ′
)
. (5.46)

Then from our construction, B(yβ′ ,d(yβ′)) is a fine tangent ball and

Q
′

i ⊂ π
[
B
(
yβ′ ,40d

(
yβ′
))]

. (5.47)

In this case we let f ′i = fβ′ while if d(Qi,π(yβ̂)) > d(x̂), we put f ′i = f0( f0(x′)= (x′,2ǫ2d

(x̂))). Finally if α̃ is the father of α∈ L1 we set

f ′i = fα̃ whenever suppη′i ∩π
[
B
(
yα,d

(
yα
))]

�= ∅, α∈ L1. (5.48)

To define ψ first let ψ(π(yα))= fα̃(π(yα)) for α∈ L1 and put

(
x′,ψ(x′)

)
=
∑

i

f ′i (x′)ηi(x
′) otherwise in Q

′
. (5.49)

It is easily checked that ψ is infinitely differentiable on Q
′
. Next we note again from (5.31),

(5.32) and (5.46), (5.47) that for some c = c(n) and x′ ∈ suppη′i , i∈W , that

c−1
ǫ

2d
(
Q
′

i ,π
(
yβ̂
))
≤ d

(
f ′i (x′),∂D

)
≤ cd

(
Q
′

i ,π
(
yβ̂
))

(5.50)

which implies in view of (5.32), (5.36) that if i, j ∈W , and suppη′i ∩ suppη′j �= ∅, then

for x′ ∈ suppη′i ∪ suppη′j

∣∣ f ′i (x′)− f ′j (x′)
∣∣≤ cri. (5.51)

This inequality also remains valid if either i or j is not in W as is readily checked us-

ing once again (5.31), (5.32) as well as disjointness of {π(B(yα,5d(yα))) : α∈ L1}. Using

(5.51) it is easily shown that (5.40) of Lemma 5.4 is valid. In fact if x′ ∈Q
′
∩ suppη′i , then

|∇ψ|(x′)≤
∑

{ j:x′∈suppη′j}

[∣∣∇ f j
∣∣(x′) +

∣∣ fi− f j
∣∣(x′)

∣∣∇η′j
∣∣(x′)

]
≤ c. (5.52)



44 Boundary Value Problems

Hence (5.40) is true. Next we note that Ω1 ⊂ D1. Indeed if B(yα,d(yα)), α ∈ L, is a fine

tangent ball, x ∈ B(yα,80d(yα)), and x′ = π(x)∈Q
′
, then it follows from (5.32)(∗) that

the closed vertical line segment joining (x′, (3/2)d(x̂)) to fα(x′) is contained in D1. Since

(x′,ψ(x′)) is a convex sum of such segments, we conclude that the closed vertical line

segment joining (x′, (3/2)d(x̂)) to (x′,ψ(x′)) is contained in D1. Thus Ω1 ⊂ D1. Finally,

from our choice of L1, the fact that yα ∈ C, and basic geometry we see that

Hn−1

{
π

[ ⋃

α∈L1

B
(
yα,

d
(
yα
)

16

)]
∩Q

′

}
≥ ǫn

Hn−1(Q
′
)

c
(5.53)

for some c = c(n). (b) follows easily from this inequality and the definition of ψ, �. Thus

Lemma 5.4 is valid when (5.42) holds.

Now suppose that (5.42) is false. In this case we note from (5.31), (5.32) and a continui-

ty-type argument that if y ∈�, then y ∈ ∂D and the open line segment from (π(y),3d(x̂)

/2) to y is contained in D1. Clearly this statement remains valid when y ∈ �. Thus if

x′ ∈ π[�]∩Q
′
, then (x′,ψ(x′)) ∈ � is well defined. We claim that (5.40) is valid for

x′, y′ ∈ π(�)∩Q
′
. If |x′ − y′| ≥ d(x̂)/100, then (5.40) follows directly from (5.31) and

the fact that diamQ
′
≤ 20d(x̂). Otherwise, let L2 denote the set of all α ∈ L such that

B(yα,d(yα)) is a fine tangent ball. Choose α,β ∈ L2 so that

d
(
yα
)

+d
(
yβ
)

+
∣∣x′−π

(
yα
)∣∣+

∣∣y′−π
(
yβ
)∣∣ < |x

′− y′|

2
. (5.54)

We can then choose ancestors α′, β′ of α, β, such that if ỹ ∈ {yα′ , yβ′}, then

ǫ
2d( ỹ) < |x′− y′| ≤ d( ỹ). (5.55)

Using (5.54), (5.55) we deduce first as in (5.50) that

∣∣ fα′(x′)−
(
x′,ψ(x′)

)∣∣+
∣∣ fβ′(y′)−

(
y′,ψ(y′)

)∣∣≤ c|x′− y′| (5.56)

and second as in (5.51) that

∣∣ fα′(x′)− fβ′(x
′)
∣∣+

∣∣ fα′(y′)− fβ′(y
′)
∣∣≤ c|x′− y′|. (5.57)

From (5.56), (5.57) and the triangle inequality we get (5.40) when x′, y′ ∈ π(�). Clearly

(a) of Lemma 5.4 will be valid once we extend the definition of ψ to all of Q
′
. To complete

the proof of Lemma 5.4(a) we argue as in the proof of Lemma 5.4(b). That is, let {Q′i =
Q(w′i ,ri)} be a Whitney cube decomposition of Rn−1 \π(�) and {η′j} a partition of unity

adapted to this decomposition. To define ψ on Q
′
\π(�) suppose suppη′i ∩Q

′
�= ∅ and

choose α∈ L2 with

2d
(
yα
)
< d
(
π
(
yα
)
,Q

′

i

)
≤ 2d

(
π
(
�
)
,Q

′

i

)
. (5.58)

If d(Q
′

i ,π(�)) < d(x̂), let α̂ be an ancestor of α with

ǫ
2d
(
yα̂
)
< d
[
Q
′

i ,π(�)
]
≤ d

(
yα̂
)

(5.59)
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and put f ′i = fα̂. If d(Q
′

i ,π(�)) > d(x̂), set f ′i = f0. Finally let

ψ =
∑

i

f ′i η
′
i on Q

′
\π(�). (5.60)

From (5.59), (5.60) we obtain as in (5.50)–(5.52) that

|∇ψ| ≤ c on Q
′
\π(�). (5.61)

Using (5.40), and (5.61) for points in π(�), it is easily checked that (5.40) is valid. Also

from our construction and (5.32)(∗) we conclude first that Ω1 ⊂ D1 and second that

Lemma 5.4(a) is valid. The proof of Lemma 5.4 is now complete. �

To continue our proof of (5.18) we prove the following.

Lemma 5.5. Under the hypotheses of Lemma 5.4, (5.17) implies (5.18) for ξ1(ǫ),ξ2(ǫ) > 0

sufficiently small with x replaced by x̂.

Proof. If (a) of Lemma 5.4 is valid, then Lemma 5.5 can be deduced from a more general

version of Theorem 4.3, Harnack’s inequality and the fact that B(x̂,d(x̂)) is a fine tangent

ball. Another way is to observe that there exists z′ ∈Q′ such that if B = {w′ : |w′− z′| <
ǫ

2nd(x̂)}, then

B ⊂Q
′
, Hn−1

[
B∩π(�)

]
≥ ǫ5n3

d(x̂)n−1. (5.62)

Indeed from our assumptions on Q
′

we deduce that

Hn−1
[{
w′ ∈Q

′
: d(w′,Q

′
\Q′) < 100ǫ2nd(x̂)

}]
≤ cǫ2nHn−1(Q

′
). (5.63)

Using this fact and covering Q
′

by a union of balls {B(zi,ǫ2nd(x̂))} with {B(zi,ǫ2nd(x̂)/
10)} pairwise disjoint we find from the usual volume argument that if (5.62) were false,

then for ǫ > 0 small enough we would have a contradiction to

Hn−1
[
π(�)∩Q

′]
≥ ǫnHn−1[Q′]. (5.64)

Thus (5.62) is true. Let Γ = {(x′,ψ(x′)) : x′ ∈ B} and choose a so that d(B × {a},Γ) =

2ǫ2nd(x̂) and B × {a} ⊂ Ω1. Let Ω′ be the domain obtained by drawing line segments

parallel to the en axis from points in B×{a} to points in Γ. Extend ψ to be Lipschitz on

R
n−1 with Lipschitz constant as in (5.40). We can now apply Theorem 4.3 in Ω′ and use

the maximum principle to conclude first that

ω1

[
Γ∩ ∂D, (z′, t)

]
≥ c(ǫ)−1 (5.65)

for some (z′, t) in D1 lying ǫ2nd(x̂) from Γ. Using Harnack’s inequality we then get Lemma

5.5 when (a) of Lemma 5.4 is valid.

If (b) of Lemma 5.4 holds, let E be as in (5.17) and let L3 be the set of all α∈ L1 such

that

Hn−1
[
B
(
yα,ǫ−40d1

(
yα
))
∩E

]
≥
(
1− ξ̂(ǫ)

)
Hn−1

[
B
(
yα,ǫ−40d1

(
yα
))
∩ ∂D1

]
. (5.66)



46 Boundary Value Problems

As in (5.22) we deduce from (5.66) (using Lemma 5.4(b)) that for some small ξ̃(ǫ) > 0,

ω1

[
B
(
yα,ǫ−20d

(
yα
))
∩E, yα

]
≥ ξ̃(ǫ) (5.67)

whenever α∈ L3. It follows from Harnack’s inequality and our construction that if

�2 =
⋃

α∈L3

P
(
yα̃,σα̃

)
∩B

(
yα,

d
(
yα
)

16

)
, (5.68)

then

ω1(E,·)≥
ξ̂(ǫ)

c
on �2. (5.69)

We claim that if ξ1(ǫ) is small enough then there exists ξ′(ǫ) > 0 such that

Hn−1
[
π
(
�2

)
∩Q

′]
≥ ξ′(ǫ)Hn−1(Q′). (5.70)

Once (5.70) is proved we can use this inequality, (5.41)(b), (5.69), the boundary maxi-

mum principle for weak solutions to the pde in (4.15) and Theorem 4.3 as in case (a) to

conclude that Lemma 5.5 is valid. Thus we only prove (5.70). To prove (5.70) first note

from (5.28), (5.31) that B(yα,ǫ−40d(yα))⊂ B(x̂,ǫ−40d1(x̂)) whenever α∈ L1. Second ob-

serve from disjointness of {B(yα,5d(yα)) : α∈ L1}, Ahlfors regularity of ∂D1, and a Vitali

type covering argument that there exists L4 ⊂ L1 such that {B(yα,ǫ−40d(yα)) : α∈ L4} are

disjoint and for some large ĉ(ǫ)≥ 1,

ĉ(ǫ)
∑

α∈L4

d
(
yα
)n−1

≥
∑

α∈L1

d
(
yα
)n−1

≥ ĉ(ǫ)−1Hn−1(Q′), (5.71)

where the last inequality follows from Lemma 5.4(b). Let

F =

[ ⋃

α∈L4\L3

B
(
yα,ǫ−40d1

(
yα
))
∩ ∂D1

]∖
E. (5.72)

Using the above note, the definition of L3, L4, (5.17) and Ahlfors regularity of ∂D we see

for some c− ≥ 1, depending only on the data, that

ξ1(ǫ)Hn−1

[
B
(
x̂,
d1(x̂)

ǫ
40

)
∩ ∂D1

]
≥Hn−1(F)≥ c−1

− ξ̂(ǫ)
∑

α∈L4\L3

d1

(
yα
)n−1

. (5.73)

From (5.71), (5.73), the fact that

d(x̂)n−1 ≤ cHn−1(Q′),

d
(
yα
)
≤ 8d1

(
yα
)
, α∈ L1,

(5.74)

we conclude for ξ1(ǫ) > 0, small enough

∑

α∈L4\L3

d
(
yα
)n−1

≤

(
1

2

) ∑

α∈L4

d
(
yα
)n−1

, (5.75)
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which implies that

2
∑

α∈L3∩L4

d
(
yα
)n−1

≥
∑

α∈L4

d
(
yα
)n−1

. (5.76)

Finally observe that

Hn−1

[
π
{
P
(
yα̃,σα̃

)
∩B

(
yα,

d
(
yα
)

16

)}
∩Q

′
]
≥

d
(
yα
)n−1

c
(5.77)

for some c = c(n) as follows from Lipschitzness of Q′, falseness of (5.34) for σα, and

π(yα)∈Q
′
. From (5.71), (5.76), and (5.77), we conclude that (5.70) is true. The proof of

Lemma 5.5 is now complete. �

6. Proof of Theorem 1.6

In this section we complete the description of our algorithm and use it to show that (5.17)

implies (5.18). We then get Proposition 5.2. Using this proposition we obtain Theorem

1.6 as in the remark after Proposition 5.2. To complete the construction of our algorithm

it remains to consider the situation when

A′ = π

(
∞⋃

l=0

�l

)∖
π
(
�∪�

)
(6.1)

(see the display above (5.38)) has large measure. More specifically, if Lemma 5.4 is false,

we can choose a finite subset L̂ of L such that for each α ∈ L̂, B(yα,d(yα)) is a fine tan-

gent ball and {π[B(yα,5d(yα))] : α∈ L̂} are disjoint. Also, if A= A′∩π[
⋃

α∈L̂B(yα,100d
(yα))], then

Hn−1(Q′∩A)≥Hn−1(Q′∩A′)− ǫnHn−1(Q′)≥
(
1− 3ǫn

)
Hn−1(Q′). (6.2)

Moreover from (5.34), (5.36), we have

ǫ
1/10 ≤ arccos

(〈
σα,en

〉)
≤ ǫ1/10 + c(n)ǫ (6.3)

whenever α ∈ L̂. Again we essentially repeat the argument after (5.42). To this end let

{Q′i =Q(w′i ,ri)} be a Whitney cube decomposition of Rn−1 \ {π(yα) : α∈ L̂} and {η′j} a

partition of unity adapted to this decomposition. Let Ŵ be the set of all i such that

suppη′i ∩

[⋃

α∈L̂

π
(
B
(
yα,d

(
yα
)))]

=∅ (6.4)

and suppη′i ∩Q
′
�= ∅. If i∈ Ŵ , choose π(yβ̂)∈ {π(yα) : α∈ L̂} with

d
(
π
(
yβ̂
)
,Q

′

i

)
= d

(
Q
′

i ,
{
π
(
yα
)

: α∈ L̂
})
. (6.5)
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Then, d(π(yβ̂),Q
′

i ) < d(x̂) for ǫ sufficiently small so there exists β′ an ancestor of β̂ with

ǫ
2d
(
yβ′
)
< d
(
Q
′

i ,π
(
yβ̂
))
≤ d(yβ′

)
. (6.6)

Also, B(yβ′ ,d(yβ′)) is a fine tangent ball and

Q
′

i ⊂ π
[
B
(
yβ′ ,40d

(
yβ′
))]

. (6.7)

Let f ′i = fβ′ in this case and set

f ′i = fα whenever suppη′i ∩π
[
B
(
yα,d

(
yα
))]

�= ∅, α∈ L̂. (6.8)

Next let ψ(π(yα))= fα(π(yα)) for α∈ L̂ and put

(
x′,ψ(x′)

)
=
∑

i

f ′i (x′)ηi(x
′) otherwise in Q

′
. (6.9)

As in (5.50), (5.51) we deduce for some c = c(n) and x′ ∈ suppη′i , i∈ Ŵ , that

c−1
ǫ

2d
(
Q
′

i ,π
(
yβ̂
))
≤ d

(
f ′i (x′),∂D1

)
≤ d

(
f ′i (x′),∂D

)
≤ cd

(
Q
′

i ,π
(
yβ̂
))
. (6.10)

Also if suppη′i ∩ suppη′j ∩Q
′
�= ∅, then for x′ ∈ suppη′i ∪ suppη′j
∣∣ f ′i (x′)− f ′j (x′)

∣∣≤ cri. (6.11)

Using (6.6)–(6.11) it follows that ‖ψ‖∞ ≤ cǫ2d(x̂) and

∣∣ψ(x′)−ψ(y′)
∣∣≤ c|x′− y′| when x′, y′ ∈Q

′
. (6.12)

Moreover, if x′ ∈ suppηi∩Q
′

and i∈ Ŵ , then for some c = c(n),

c−1
ǫ

2ri ≤ d
({(

x′,ψ(x′)
)}

,∂D1

)
≤ d

({(
x′,ψ(x′)

)}
,∂D

)
≤ cri (6.13)

while if x′ ∈ suppEα for some α∈ L̂, where

Eα =
⋃{

Q
′

j : suppη′j ∩π
(
B
(
yα,d

(
yα
)))

�= ∅
}

, (6.14)

then

1

2
ǫ

2 diamEα ≤ d
({(

x′,ψ(x′)
)}

,∂D1

)
≤ d

({(
x′,ψ(x′)

)}
,∂D

)
≤ 16ǫ2 diamEα. (6.15)

Thus if Ω1 is defined as in Lemma 5.4, then Ω1 ⊂D1.

Let Q′′ = {x′ ∈Q
′

: d(x′,Q
′
\Q′) > 2ǫdiamQ′}. We note from (5.36), (6.3), and (6.6)

that if either M =Q
′

i with Q
′

i ∩Q′′∩A �= ∅ or M = π[B(yα,100d(yα))], α∈ L̂, and M∩

Q′′ �= ∅, then for ǫ > 0, small enough

diamM ≤ exp

[
−

1

ǫ
1/2

]
diamQ′, so M ⊂

{
x′ ∈Q′ : d(x′,Q

′
\Q′) > ǫdiamQ′

}
.

(6.16)
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Set

W ′ =

{
i : Q

′

i ∩A∩Q′′ �= ∅, Q
′

i ∩

[⋃

α∈L̂

π
(
B
(
yα,d

(
yα
)))]

=∅

}
. (6.17)

If i ∈W ′, choose wi with π(wi) = w′i and d(wi) = cd(w′i ,{π(yα) : α ∈ L̂}) where c =
c(n) ≥ 1 is chosen large enough so that wi ∈ Ω1 and d(wi,∂Ω1) ≥ d(wi)/c. This choice

is possible as we see from (6.13). Let W ′′ be the set of i∈W ′ such that B(wi,d(wi)) is a

not so fine tangent ball. We consider two cases. If

Hn−1

[ ⋃

i∈W ′′

π
{
B
(
wi,d

(
wi
))}]

≥ ǫnHn−1(Q′), (6.18)

we can repeat the argument in case (b) of Lemma 5.5 with L1 replaced byW1 ⊂W ′′ where

{π[B(wi,5d(wi))] : i∈W1} are pairwise disjoint and

π

[ ⋃

i∈W ′′

B
(
wi,20d

(
wi
))]

⊂ π

[ ⋃

i∈W1

B
(
wi,100d

(
wi
))]

. (6.19)

Define W3 relative to W1 as in (5.66) with yα replaced by wi. Using (6.13) and arguing as

in (5.66), (5.67), we get (5.69) with �2 replaced by

{(
x′,ψ(x′)

)
: x′ ∈

⋃

i∈W3

Q′i

}
. (6.20)

The rest of the argument is unchanged. Thus (5.17) implies (5.18) when (6.18) holds.

To complete the description of our algorithm it remains to consider the case when

(6.18) is false. Let W∗ =W ′ \W ′′ be the subset of W ′ with B(wi,d(wi)) a fine tangent

ball when i∈W∗. If i∈W∗, let σi, P(wi,σi) be defined as in (5.29) with y j replaced by wi.

We note from (6.3), (6.6) and the same argument as in (5.36) that arccos(〈σi,en〉)≤ cǫ1/10

for some c = c(n). Given α∈ L̂, let

E′α =
{
π
(
yα
)}
∪
{
Q′i : Q′i ∩π

(
B
(
yα,d

(
yα
)))

�= ∅
}
. (6.21)

Next let L∗ =W∗ ∪ {α ∈ L̂ : E′α ∩Q
′′
�= ∅} and Q′′i = Q′i (w

′
i , (1− ǫ)ri). If m ∈W∗,

define fm :Rn−1 → P(wm,σm) by fm(w′)= (w′,wn)∈ P(wm,σm) while if m∈ L̂, let fm be

as defined earlier. Put Tm = fm(Q′′m) for m∈W∗ and set Tm = fm(E′m), when m∈ L̂. Then

from our construction and the definition of Ω1 we see for some c = c(n)≥ 1,

(a)
d
(
vm
)

c
≤ d

(
vm,∂Ω1

)
≤ cd

(
vm
)
,

(b) ǫ2d
(
vm
)
≤ d

(
Tm,∂D1

)
≤ 8ǫ2d

(
vm
)
,

(c) ǫ2 d
(
vm
)

c
≤ d

[
π−1

(
π
(
Tm
))
∩ ∂Ω1,∂D1

]
≤ cd

(
vm
)
,

(6.22)
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where vm =wm when m∈W∗ while vm = ym when m∈ L̂. From (6.3) we see for ǫ small

enough that

(
1

2

)
Hn−1

[
Tm
]
≤Hn−1

[
π
(
Tm
)]
≤
(
1 + ǫ1/4

)
Hn−1

[
Tm
]

whenever m∈ L̂∩L∗.

(6.23)

If m∈ L∗, let Cm be the closed cylinder with height 16ǫ2d(vm), base Tm, axis parallel to

σm, and Cm∩ ∂D �= ∅. Let T∗m = {y + (−ǫ2 + 3/2)d(vm)σm : y ∈ Tm}. We note that

Cm∩Cl =∅, Cm∪Cl ⊂ C whenever m, l ∈ L∗. (6.24)

Indeed from our construction we have π(Cm) contained in the interior of Q′m(w′m, (1−

(1/2)ǫ)rm) when Tm = fm(Q′′m). Using this fact and basic geometry one sees that π(Cm)∩

π(Cl)=∅ whenever m, l ∈ L∗ and that all projections are contained in Q′ provided ǫ > 0

is small enough. Thus (6.24) is valid.

Next from the definition of L̂, Q′′, E′α, the fact that (6.18) is false, and (6.23) we deduce

2Hn−1(Q
′
)≥Hn−1

[ ⋃

m∈L∗
Tm

]
≥
(
1 + ǫ1/3

)
Hn−1(Q

′
) (6.25)

for ǫ sufficiently small. This completes the description of our algorithm.

Let Q = T∗0 and L′0 = {0}, L
∗ = L∗1 . For each m1 ∈ L∗1 we can repeat our algorithm

with Q replaced by T∗m1
and x̂, en replaced by vm1 , σm1 defined as in (6.22). Let E be as in

(5.17). If m1 ∈ L∗1 and

Hn−1
[
B
(
vm1 ,ǫ−40d1

(
vm1

))
∩E

]
≥
(
1− ξ̂(ǫ)

)
Hn−1

[
B
(
vm1 ,ǫ−40d1

(
vm1

))
∩ ∂D1

]
, (6.26)

then for ξ̂(ǫ) > 0 and sufficiently small it follows from our algorithm (see Lemma 5.5 and

the discussion following (5.20)) that either

ω1

[
B
(
vm1 ,ǫ−20d1

(
vm1

))
∩E,vm1

]
≥ ξ̃(ǫ) (6.27)

or there is a projection πm1 onto a plane through the origin with normal, σm1 (which we

now regard asRn−1), a Lipschitz domain Ω1(m1), and (x′,ψm1 (x′)) : πm1 (T∗m1
)→ ∂Ω1(m1)

satisfying (6.12) with Q′ replaced by πm1 (T∗m1
). We also get indices {m1m2}, centers

{vm1m2}, linear mappings { fm1m2} of certain skeletal complexes in πm1 (T∗m1
) onto {Tm1m2},

cylinders {Cm1m2} satisfying (6.22)–(6.24), with m replaced by m1m2 and Ω1 by Ω1(m1)

(replace C = C0 in (6.24) by Cm1 ). Moreover we define {T∗m1m2
} and

(
1

2

)
Hn−1

[ ⋃

m1∈L
∗
1

Tm1m2

]
≤Hn−1

[
πm1

(
Tm1

)]
≤
(
1 + ǫ1/3

)
Hn−1

[ ⋃

m1∈L
∗
1

Tm1m2

]
. (6.28)

Let L+
1 be the subset of L∗1 for which (6.26) is false. We note that if ξ1(ǫ) > 0 is small

enough, then we can repeat the argument following (5.69) to get (see (6.38) for a more
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general argument)

∑

m1∈L
+
1

Hn−1
(
Tm1

)
≤ ǫnHn−1(Q′). (6.29)

Let L−1 be the subset of L∗1 for which (6.27) is true. If

∑

m1∈L
−
1

Hn−1
(
Tm1

)
≥ 2ǫnHn−1(Q′), (6.30)

we stop and note from (6.29), (6.30) that

∑

m1∈L
−
1 \L

+
1

Hn−1
(
Tm1

)
≥ ǫnHn−1(Q′). (6.31)

Using Harnack’s inequality, (6.22), and (6.27) we see first that

ω1(E,·)≥ ξ̃(ǫ) on
⋃

m∈L−1 \L
+
1

π−1
(
π
(
T∗m
))
∩ ∂Ω1 (6.32)

for some small ξ̃(ǫ) > 0. Second from (6.31) and a use of Theorem 4.3 as in the proof of

Lemma 5.5 we conclude that (5.18) is valid. If (6.21) is false we let L′1 = L∗1 \ (L+
1 ∪ L−1 )

and observe from (6.25), (6.29) that

2Hn−1(Q
′
)≥Hn−1

[ ⋃

m∈L′1

Tm

]
=
⋃

m∈L′1

Hn−1
(
Tm
)

≥
(
1 + ǫ1/3− 3ǫn

)
Hn−1(Q

′
)≥

(
1 + ǫ1/2

)
Hn−1(Q′)

(6.33)

for ǫ > 0 sufficiently small. To continue we use an inductive argument and ancestor no-

tation. Recall that α < β if α is a descendant of β. Suppose after k ≥ 1 times that we have

obtained indices L′k = {m1m2 ···mk}, centers {vθ : θ ∈ L′k}, as well as {Tθ ,T∗θ : θ ∈ L′k}
and corresponding cylinders {Cθ : θ ∈ L′k}. Assume that

(i)
{
B
(
vθ ,d

(
vθ
))

: θ ∈ L′k
}

consists of fine tangent balls satisfying(6.26)
but not (6.27) with m1 replaced by θ,

(ii) Equation (6.22) holds with m replaced by θ ∈ L′k, Ω1 by Ω1(γ)
where γ is the father of θ,

(iii) Equation (6.24) is valid with m, l replaced by θ, φ ∈ L′k, C by Cγ

where γ ∈ L′k−1 is the father of θ,φ,

(iv)
⋃

{θ∈L′k :θ<γ}

B
(
vθ ,ǫ−40d

(
vθ
))
⊂ B

(
vγ,ǫ−40d1

(
vγ
))

for each γ ∈ L′k−1.

(6.34)

We also assume that

cǫ2−2nd(x̂)n−1 ≥Hn−1

[ ⋃

θ∈L′k

Tθ

]
≥
(
1 + ǫ1/2

)k
Hn−1(Q

′
), (6.35)
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where c depends only on the data for D so is independent of ǫ and k. Under these as-

sumptions we apply our algorithm to each T∗θ with θ ∈ L′k. Let σθ be the normal to the

plane containing Tθ and let πθ be the projection of T∗θ onto a plane through the origin

with normal σθ (which we now regard as Rn−1). As in the discussion following (6.27)

there exists a Lipschitz domain Ω1(θ),(x′,ψθ(x′)) : π(T∗θ )→ ∂Ω1(θ), where ψθ satisfies

(6.12) on πθ(T∗θ ) with ψ replaced by ψθ . We also get indices L∗k+1 = {m1 ···mkmk+1},

centers {vδ : δ ∈ L∗k+1}, linear mappings { fδ : δ ∈ L∗k+1} of certain skeletal complexes in

πθ(T∗θ ) onto {Tδ : δ < θ, δ ∈ L∗k+1}, as well as cylinders {Cδ} and {T∗δ : δ < θ, δ ∈ L∗k+1}.

Moreover (6.34)(iii), (iv) hold with L′k replaced by L∗k+1 and L′k−1 replaced by L′k. Given

θ ∈ L′k let Z(θ)= {δ ∈ L∗k+1 : δ < θ}. Then as in (6.25) we see for θ ∈ L′k that

2Hn−1
(
Tθ
)
≥Hn−1

( ⋃

δ∈Z(θ)

Tδ

)
≥
(
1 + ǫ1/3

)
Hn−1

(
Tθ
)
. (6.36)

Given θ ∈ L′k, let Z1(θ) be the subset of Z(θ) for which (6.26) is false with m1 replaced by

δ. Let L̃k be the subset of L′k with the property that for θ ∈ L̃k

∑

δ∈Z1(θ)

Hn−1
(
Tδ
)
≤ ǫnHn−1

(
Tθ
)
. (6.37)

We claim as in (6.29) that we can choose ξ1(ǫ) so small that

∑

θ∈L̃k

Hn−1
(
Tθ
)
≥
(
1− ǫn

) ∑

θ∈L′k

Hn−1
(
Tθ
)
. (6.38)

To verify this claim we essentially repeat the argument following (5.70). In fact suppose

θ ∈ L′k \ L̃k. We note from the definition of {Cδ : δ ∈ L∗k+1} and disjointness of these sets as

well as fineness of {B(vδ ,d(vδ)) : δ ∈ L∗k+1} that for some qδ ∈ Cδ ∩ ∂D and c depending

only on the data for D, we have

B
(
qδ ,
ǫ

2d
(
vδ
)

c

)
⊂ Cδ . (6.39)

Using (6.39), Ahlfors regularity of ∂D, and (6.34)(iii) we find Z2(θ)⊂ Z1(θ) such that

∑

δ∈Z1(θ)

d
(
vδ
)n−1

≤ c(ǫ)
∑

δ∈Z2(θ)

d
(
vδ
)n−1

(6.40)

and so that {B(vδ ,ǫ−40d(vδ)) : δ ∈ Z2(θ)} are disjoint. Then

Hn−1
[
B
(
vθ ,ǫ−40d1

(
vθ
))
∩ ∂D1 \E

]

≥ α(n− 1)ξ̂(ǫ)
∑

δ∈Z2(θ)

d1

(
vδ
)n−1

≥ ξ̂(ǫ)c̃(ǫ)−1Hn−1
(
Tθ
) (6.41)
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as we see from (6.40) and the fact that θ ∈ L′k \ L̃k. Next we use the same reasoning to

choose L̂k ⊂ L′k \ L̃k with

∑

θ∈L′k\L̃k

Hn−1
(
Tθ
)
≤ c(ǫ)

∑

θ∈L̂k

Hn−1
(
Tθ
)

(6.42)

and so that {B(vθ ,ǫ−40d(vθ)) : θ ∈ L̂k} are disjoint. Summing (6.41) over θ ∈ L̂k and using

(5.17), (6.34)(iv), (6.42) we obtain

ξ1(ǫ)Hn−1

[
B
(
x̂,
d1(x̂)

ǫ
40

)
∩ ∂D1

]
≥Hn−1

[
B
(
x̂,ǫ−40d1(x̂)

)
∩ (∂D \E)

]

≥
∑

θ∈L̂k

Hn−1
[
B
(
vθ ,ǫ−40d1

(
vθ
))
∩ ∂D1 \E

]

≥ ξ̂(ǫ)c̃(ǫ)−1
∑

θ∈L̂k

Hn−1
(
Tθ
)

≥ c(ǫ)−1
∑

θ∈L′k\L̃k

Hn−1
(
Tθ
)
.

(6.43)

Equation (6.43), Ahlfors regularity of ∂D1 and (6.35) imply claim (6.38) for ξ1(ǫ) > 0,

sufficiently small.

Next given θ ∈ L̃k, let Z3(θ) be the set of all δ ∈ Z(θ) \Z1(θ) such that (6.27) is valid

with vm replaced by vδ . Let L#
k be the subset of θ ∈ L̃k for which

∑

δ∈Z3(θ)

Hn−1
(
Tδ
)
≥ ǫnHn−1

(
Tθ
)
. (6.44)

If

∑

θ∈L#
k

Hn−1
(
Tθ
)
≥ ǫn

∑

θ∈L̃k

Hn−1
(
Tθ
)
, (6.45)

we stop. Otherwise, set

L′k+1 =
⋃

θ∈L̃k\L
#
k

Z(θ) \
[
Z1(θ)∪Z3(θ)

]
. (6.46)

Then from (6.36)–(6.38) as well as falsity of (6.44), (6.45), we see that

∑

δ∈L′k+1

Hn−1
(
Tδ
)
=

∑

θ∈L̃k\L
#
k

( ∑

δ∈Z(θ)\[Z1(θ)∪Z3(θ)]

Hn−1
(
Tδ
))

≥
(
1 + ǫ1/3− 2ǫn

) ∑

θ∈L̃k\L
#
k

Hn−1
(
Tθ
)

≥
(
1− ǫn

)2(
1 + ǫ1/3− 2ǫn

) ∑

θ∈L′k

Hn−1
(
Tθ
)
.

(6.47)
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Using (6.35), (6.47) it follows that

Hn−1

( ⋃

δ∈L′k+1

Tδ

)
=

∑

δ∈L′k+1

Hn−1
(
Tδ
)
≥
(
1 + ǫ1/2

)k+1
Hn−1(Q

′
). (6.48)

Also from disjointness of {B(qδ ,ǫ2d(vδ)/c) : δ ∈ L′k+1} and Ahlfors regularity of ∂D we

see that

∑

δ∈L′k+1

Hn−1
(
Tδ
)
≤ cǫ2−2n

∑

δ∈L′k+1

d
(
vδ
)n−1

≤ cǫ2−2nd(x̂)n−1. (6.49)

Combining (6.48), (6.49) we get (6.35) with k replaced by k + 1. From (6.35) and induc-

tion we see for c# large enough that our process must stop after at most N ≤ c#
ǫ
−3/4 times.

Thus (5.19) is true. Finally we show by a backward iteration process that (5.17) implies

(5.18) with x replaced by x̂. Indeed, from our induction assumption and the fact that

the algorithm is now stopped we deduce the validity of (6.44), (6.45) with k = N . Using

(6.34)(ii) and (6.44) we deduce for some c̃, depending only on the data, that

ω1(E,·)≥
ξ̃(ǫ)

c̃
on X(θ)= ∂Ω1(θ)∩

( ⋃

δ∈Z3(θ)

π−1
θ

[
πθ
(
T∗δ
)])

,

Hn−1
(
X(θ)

)
≥
ǫ
n

c̃
Hn−1

(
Tθ
)
.

(6.50)

Using (6.50), Theorem 4.3 as in the proof of Lemma 5.5, and fineness of B(vθ ,d(vθ)) we

conclude that

ω1(E,·)≥ ξ+(ǫ) on T∗θ (6.51)

provided ξ+(ǫ) > 0 is small enough. If N = 2, we can use (6.35), (6.45), (6.51) and once

again Theorem 4.3 to conclude that (5.17) implies (5.18) for x̂. Otherwise we proceed by

induction. Suppose for some k ≥ 1 that we have obtained (6.51) with ξ+ replaced by ξ−
for some subset Yk with θ ∈ Yk ⊂ L′N−k and N − k > 2. Moreover, assume for some large

c∗ depending only on the data that

∑

θ∈Yk

Hn−1
(
Tθ
)
≥
ǫ
n

ck∗

∑

θ∈L′N−k

Hn−1
(
Tθ
)
. (6.52)

Let Yk+1 be the set of all γ ∈ L′N−k−1 for which

∑

θ∈Yk ,θ<γ

Hn−1
(
Tθ
)
≥
ǫ
n

ck+1
∗

Hn−1
(
Tγ
)
. (6.53)

We claim for c∗ large enough that

equation (6.52) is valid with k replaced by k+ 1. (6.54)
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Indeed, otherwise from (6.36) (see also (6.47)), we have

∑

γ∈Yk+1

( ∑

θ∈Yk ,θ<γ

Hn−1
(
Tθ
))

≤ 2
∑

γ∈Yk+1

Hn−1
(
Tγ
)
≤ 2

ǫ
n

ck+1
∗

∑

γ∈L′N−k−1

Hn−1
(
Tγ
)
≤ 2

ǫ
n

ck+1
∗

∑

θ∈L′N−k

Hn−1
(
Tθ
)
,

(6.55)

where c depends only on the data. Moreover from the definition of Yk+1, we see that

∑

γ∈L′N−k−1\Yk+1

( ∑

θ∈Yk ,θ<γ

Hn−1
(
Tθ
))
≤
ǫ
n

ck+1
∗

∑

γ∈L′N−k−1

Hn−1
(
Tγ
)
≤
ǫ
n

ck+1
∗

∑

θ∈L′N−k

Hn−1
(
Tθ
)
.

(6.56)

Combining (6.55), (6.56) we get

∑

θ∈Yk

Hn−1
(
Tθ
)
≤

3ǫn

ck+1
∗

∑

θ∈L′N−k

Hn−1
(
Tθ
)
, (6.57)

which is a contradiction to (6.52) for c∗ large enough. Thus claim (6.54) is true. Using

(6.51), (6.54), we see first from (6.34)(ii) that

ω1(E,·)≥
ξ−ǫ

c
on ∂Ω1(γ)∩

( ⋃

θ∈Yk ,θ<γ

π−1
θ

[
πθ
(
T∗θ
)])

. (6.58)

Second from (6.58), (6.52), and Theorem 4.3 we conclude for γ ∈ Yk+1 that (6.51) holds

for k + 1, θ replaced by γ and suitably small ξ+(ǫ). Continuing this argument k = N − 2

times we obtain that (5.17) implies (5.18). We now fix ǫ = ǫ1 > 0 small enough so that

(5.17) implies (5.18) and then conclude from the remark after (5.18) that Proposition 5.2

is valid. Finally from the remark after Proposition 5.2 we get Theorem 1.6. The proof of

Theorem 1.6 is now complete.

7. Proof of Theorem 1.7 and concluding remarks

Let u, A, D be as in Theorem 1.7. From (1.4)(b) we see there exists exactly one posi-

tive number a with aA(0,a2) = β1 where β1 is as in (1.29). Then from Theorem 1.6 and

(1.4)(b), we deduce that

limsup
x→∂D

|∇u|(x)≤ a. (7.1)

Next we note that if D is δ Reifenberg flat (δ small), then it follows as in (3.4), (3.13) that

near ∂D,

c−1d(x)≤ u(x)≤ cd(x). (7.2)

Moreover by assumption we have

µ
(
B(z,r)∩ ∂D

)
= β1H

n−1
(
B(z,r)∩ ∂D

)
for 0 < r ≤ r0. (7.3)
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Using (7.1)–(7.3) it can be shown that the machine developed in [16, Section 5] can be

applied to the situation when D is δ > 0 Reifenberg flat and δ is small enough. In fact these

authors consider slightly less general A and assume that u is a local minimizer for a certain

variational problem. However a careful reading of [16] shows that these assumptions are

essentially to guarantee that (7.1)–(7.3) and slightly weaker assumptions on D are all

valid. Also one has to be careful when A has degenerate ellipticity (see, e.g., [34] for the p-

Laplacian) but this obstacle can be overcome by considering a related partial differential

equation as in (4.13) and using estimates for subsolutions. We omit the details. Applying

this machine we deduce first as in [7, Section 6] that ∂Ω is C2,α and thereupon from the

moving plane argument (see [7, Section 7]) that D is a ball.

Remark 7.1. Here we make some remarks concerning possible generalizations of Theo-

rems 1.1, 1.2, 1.6, and 1.7.

(1) As regards Theorem 1.2, we would like to know if u= 0 (i.e., (1.9)) can be replaced

by a weaker condition. For example, assume that C ≡ 0 and A(s, t) = tp/2−1, t ∈ (0,∞).

Suppose D is a bounded domain and that u is a weak solution to the p-Laplacian partial

differential equation inRn \ ∂D while u is a bounded Lipschitz supersolution to this equa-

tion in Rn. Then there exists a positive Borel measure µ corresponding to u as in (1.10)

with suppµ⊂ ∂D. Under these assumptions, (1.11), (1.13), we would like to know if ∂D is

still locally uniformly rectifiable. As an evidence for this query we note that if p = 2, then

one can use the Riesz representation formula for superharmonic functions to get that

certain truncated Riesz transforms of µ are bounded on the space of square integrable

functions defined on ∂D and taken with respect to µ(L2
µ(∂D)). In case n= 2 it is shown in

[35] that boundedness of the Riesz transforms on L2
µ(∂D) for an Ahlfors regular domain

D implies uniform rectifiability. Thus our query is true when n= 2, p = 2. The difficulty

one encounters in trying to prove this query in general is in finding a meaningful square

function estimate similar to (1.12).

(2) One could also attempt to prove generalizations of Theorem 1.2 for higher-order

partial differential equations and lower dimensional Ahlfors regular sets. For example

suppose that

P(x)=

∫

E
K(x− y)dµ(y), x ∈Rn (7.4)

is the capacitary potential for a compact set E ⊂Rn, n≥ 4, corresponding to the kernel

K(x)= |x|4−n when n > 4, K(x)= log
1

|x|
for n= 4 (7.5)

(see, e.g., [36] for definitions). Assume that

c−1rn−3 ≤ µ
(
B(x,r)

)
≤ crn−3 (7.6)

whenever x ∈ E and 0 < r ≤ r0. It is easily seen from (7.4) that E is n− 3 Ahlfors regular

and a solution to the biharmonic equation in Rn \E. We would like to know if E is locally

n− 3 dimensional uniformly rectifiable (in the language of [1]). This query is true when

n= 4 as follows once again from [35]. Somewhat similar problems occur in [2, Part III,

3.8].
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(3) Another question is whether Theorem 1.6 remains valid when hypothesis (1.13) is

removed. In order to do away with this assumption it appears that one should somehow

make estimates more in terms of µ and probably also generalize Theorem 4.3. We note

that somewhat similar questions for nondoubling measures have recently been studied in

[37–40].

(4) Does Theorem 1.7 remain valid without the Reifenberg flatness assumption? It

appears likely from [41, 42] (or perhaps is even implied in [16]) that this theorem remains

valid for Lipschitz domains. We did not pursue the proof of Theorem 1.7 for Lipschitz

domains as we feel strongly that at least in two dimensions the above question is not

beyond our reach.

(5) A theorem in [13] states that if a set, say F, is added to a locally uniformly rectifiable

set E in such a way that E∪ F = ∂D ⊂ R2, where D is a simply connected domain, then

ω|E is absolutely continuous with respect to H1|E where ω denotes harmonic measure in

D taken with respect to a fixed point. What is the analogue of this result inRn, n≥ 3? That

is, what is the most general class of domains in Rn (e.g., NTA) for which this conclusion

is valid. On a related note we believe that the technique in Sections 5 and 6 can be used

to show that if F is taken to be a certain union of balls, then the above conclusion is valid.

Moreover, ∂D is locally uniformly rectifiable.
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