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Synchronization dynamics of mobile oscillators in the presence of coupling delays
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Individual biological oscillators can synchronize to generate a collective rhythm. During vertebrate devel-
opment, mobile cells exchange signals to synchronize a rhythmic pattern generator that makes the embryonic
segments. Previous theoretical works have shown that cell mobility can enhance synchronization of coupled
oscillators when signal exchange is instantaneous. However, in vertebrate segmentation, the exchange of signals
is thought to comprise delays from signal sending and processing, which could alter the effect of mobility
on synchronization. Here, we study synchronization dynamics of mobile phase oscillators in the presence of
coupling delays. We find that mobility can speed up synchronization when coupling delays are present. We
derive an analytical expression for the characteristic time of synchronization dynamics, which is in very good
agreement with numerical simulations. This analytical expression suggests a subdivision of the mobility range
into different dynamical regimes and reveals that, with delayed coupling, synchronization is enhanced at a lower
mobility rate than with instantaneous coupling. We argue that these results may be relevant to the synchronization
of mobile oscillators in vertebrate segmentation.
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I. INTRODUCTION

Synchronization of interacting oscillators occurs in many
natural and artificial systems, which range from flashing
fireflies to coupled pendulums [1–3]. In living systems, the
synchronization of oscillators is often essential for biological
function. Such is the case of the vertebrate segmentation
clock, a biological pattern-formation system based on ge-
netic oscillators [4–6]. This biological clock operates during
embryonic development and is responsible for the formation
of vertebrate body segments [5]. Proper segment formation
relies on the coherence of a collective rhythm produced by the
cells that form the clock tissue [4]. Clock malfunction may
lead to disease [7], so a relevant question is how these cells
self-organize and maintain a collective rhythm.

In zebrafish, it is thought that each cell in the tissue behaves
as an autonomous oscillator [8]. Synchronization of single-
cell oscillators is achieved through intercellular communi-
cation via Notch signaling [9–13]. Communication through
Notch signaling is local, as cells need to be close enough
to allow for mechanical contact between transmembrane lig-
ands and receptors [14]. Notch signaling involves a cascade
of complex events that include synthesis and transport of
macromolecules. Such a cascade can introduce communica-
tion delays which may alter collective dynamics and pat-
terning [15–20]. Besides this delayed local communication
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mechanism, cells move within the posterior zone of the tissue,
exchanging neighbors over time [21–26]. This mobility is
expected to affect information flow in the tissue and pattern
formation [26].

Both communication delays and cell mobility have been
separately described in theories of the segmentation clock and
shown to produce distinct effects over synchronization dy-
namics. Theories consisting of coupled oscillators that include
explicit delays in the coupling can capture the complexity of
Notch communication [16,17]. Coupling delays can shift the
collective frequency of synchronization, lead to multistability,
and affect synchronization dynamics [27–29]. In contrast,
theories that describe cellular mobility as a random exchange
of neighbors in a lattice revealed that mobility can speed
up synchronization with instantaneous coupling [30–32]. Os-
cillator mobility may promote synchronization by extending
the effective range of coupling and coarsening [32–35]. A
phase diagram for nearly synchronized mobile oscillators in
two dimensions (2D) has been determined from a generic
active hydrodynamics theory that describes continuum long-
wavelength modes [36]. The enhancement of synchronization
by mobility may occur even in the presence of gradually
recovering intercellular interactions [31] and short-range ve-
locity correlations between cells in the tissue [37]. Aside
from vertebrate somitogenesis, it has been shown that faster
synchronization also occurs for mobile chaotic oscillators
[38,39] and moving integrate and fire oscillators [40,41]. The
role of mobility as an enhancer of global order in spatially
extended systems has also been highlighted in the context of
biodiversity [42,43] and social consensus [44].
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However, little is known about the combined effect of cou-
pling delays and mobility on the synchronization dynamics of
coupled oscillators. Coupling delays may significantly change
synchronization dynamics of mobile oscillators. Persistent
spatially heterogeneous phase patterns, termed chimera states,
form near the stability boundaries of in-phase states in the
presence of coupling delays and mobility [45]. Formation of
such phase patterns slows down the convergence to in-phase
states. The presence of coupling delays causes neighboring
oscillators to exchange information about their phases at a
previous time point. In addition, if there is also mobility,
it could happen that these neighboring oscillators were not
neighbors at that previous time point. Thus, even outside the
regime where chimera states emerge, coupling delays may
also influence the effect of mobility on relaxation to the in-
phase synchronized state.

In this article, we study synchronization dynamics in a
theory that brings together coupling delays and mobility. We
consider a system of coupled phase oscillators on a one-
dimensional lattice and show that mobility can speed up
synchronization even in the presence of coupling delays. We
use both analytical and numerical calculations to describe dif-
ferent dynamical regimes depending on mobility and delays.

II. MOBILE COUPLED OSCILLATORS WITH
DELAYED COUPLING

Consider a system of N identical phase oscillators placed
in a one-dimensional lattice of N sites. Such lattice ge-
ometry allows for an analytical calculation of synchroniza-
tion dynamics as shown below. For simplicity, we choose
a lattice spacing of 1 without loss of generality. Each os-
cillator i with i = 0, 1, 2, . . . , N − 1 has a position in the
lattice xi = 0, 1, 2, . . . , N − 1. Oscillators can move through
the lattice, by stochastically exchanging positions with their
nearest neighbors. We describe these exchange events as a
Poisson process, in which each pair of neighboring oscillators
has a probability λ/2 of exchanging positions per unit time
[30,32,37]. In between exchange events, phase dynamics is
given by

dθi(t )

dt
= ω + κ

ni

∑
j∈Vi (t )

sin[θ j (t − τ ) − θi(t )] (1)

with

Vi(t ) = { j such that |x j (t ) − xi(t )| = 1},
where ω is the autonomous frequency of the oscillators, κ is
the coupling strength, and ni is the number of neighbors of
oscillator i. The delay τ in the coupling function accounts for
the time that an oscillator needs to prepare the signal that it
will send to its neighbor. In the vertebrate segmentation clock,
this delay represents the time that a cell needs to synthesize
ligands and export them to the cell membrane [15,16]. Be-
cause of this coupling delay, oscillators receive information
about the phases that their current neighbors had at a previous
time. In addition, current neighbors could be different from
the ones at that previous time because of mobility.

We use open boundary conditions: The oscillators at both
ends of the lattice interact only with their single left or right

neighbors respectively and can only exchange positions with
them. This choice of open boundary conditions prevents the
formation of stable twisted states that may appear for periodic
boundary conditions [33,46] and is a better description of the
conditions in the segmentation clock tissue.

We multiply Eq. (1) with the timescale ω−1 to render it
dimensionless, introducing a dimensionless time t ′ = ωt and
with all parameters in the theory now expressed in terms
of this timescale as dimensionless numbers: τ ′ = ωτ , κ ′ =
κω−1, and λ′ = λω−1. In the following, we drop the primes
for notational convenience, which amounts to setting ω = 1
in Eq. (1).

One way to experimentally examine the underpinnings of
the collective organization of the segmentation clock is to
perturb coupling with chemical compounds and characterize
the dynamics away from the synchronized state [10,11,18]. In
the absence of coupling, fluctuations can desynchronize the
oscillators. After washing out the chemical compound, cou-
pling is restored. The time required to recover synchronization
is directly related to the communication mechanism, which in
Eq. (1) is described by coupling strength, mobility of oscilla-
tors, and coupling delays. Thus, here we are interested in the
dynamics of Eq. (1) as it approaches in-phase synchronized
solutions. These solutions always exist and have the form

θi(t ) = �t ∀i (2)

with collective frequency � satisfying [15,27–29,47]

� = 1 − κ sin(�τ ). (3)

For nonmobile oscillators, in-phase synchronized solutions
are stable if [48,49]

γ ≡ κ cos(�τ ) > 0. (4)

Together with Eq. (3), this relation defines multiple stable
branches of � values [Fig. 1(a)]. For large values of the
coupling delay, there may be more than one stable solution,
depending on κ .

Besides these in-phase solutions, there are antiphase solu-
tions with collective frequency �̃ = 1 + κ sin(�̃τ ) which are
stable for delay values satisfying κ cos(�̃τ ) < 0 [Fig. 1(a)].
In-phase and antiphase solutions can coexist for some values
of the coupling delay [shaded regions in Fig. 1(a)]. In the
vicinity of these regions, persistent chimera states may form,
where ordered and disordered domains coexist [45]. We ex-
clude time-delay values within these regions to avoid the pres-
ence of persistent chimera states which affect synchronization
dynamics, as has been shown elsewhere [45]. Furthermore,
here we fix the value of κ = 0.1 and consider delay values
within the first and second stable branches of solutions to
avoid in-phase multistability [15,16]. We set the number of
oscillators N = 100 throughout the paper.

We solve Eq. (1) using the algorithm previously described
in Ref. [45] with an Euler scheme and a time step δt � 0.0001,
and choose values of the time delay that are multiples of
δt . To reveal synchronization dynamics of mobile oscillators
with delayed coupling, we start simulations from random
initial phases and examine how these oscillators reach in-
phase synchronization. With our parameter setting, complete
synchronization is always achieved after transient from those
initial conditions.
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(a)

(b)

FIG. 1. (a) Parametric plot of the collective frequency for the
in-phase synchronized state, Eq. (3) (blue line), together with the
analogous collective frequency for the anti-phase solution of Eq. (1)
(dark gray line). Solid (dashed) lines indicate solutions are stable
(unstable). Dots indicate the sampled values of the time delay used in
subsequent figures, in the first and second stable branches of in-phase
synchronized solutions. Gray shaded regions indicate overlapping
stability of in-phase and antiphase solutions. The open dot marks
an approximate value of coupling delay in wild-type zebrafish [16].
(b) The function 1/ f (κ, τ ) in Eq. (16) that determines the onset of
nonlocal behavior (orange), together with cos(�τ ) that determines
the onset of mean-field behavior and stability (purple). Solid lines
indicate the regions where in-phase synchronization is stable; dashed
lines regions where it is unstable.

III. SPATIAL PHASE CORRELATIONS

The effects of mobility on synchronization dynamics of
phase oscillators can be captured by spatial phase correla-
tions [32]

ρd (t ) = 〈cos [ϑk+d (t ) − ϑk (t )]〉k, (5)

where ϑk (t ) is the phase at site k of the lattice at time t .
We use ϑk instead of θi to distinguish phase values at given
positions, as opposed to phases of individual oscillators. As
oscillators move in the lattice, the value of ϑk will correspond
to the phase of different oscillators that occupy the lattice site
at different times: ϑk (t ) = θi(t ) if oscillator i is at site k at
time t . In Eq. (5), d is the dimensionless distance between
lattice sites and 〈· · · 〉k indicates the average over sites k with
k = 0, . . . , N − 1 − d (Fig. 2).

Different columns in Fig. 2 correspond to different values
of the ratio λ/κ , which measures mobility rate λ in terms
of the coupling strength κ . Comparing columns in Fig. 2,
we see that synchronization is faster for larger mobility. For
zero and low mobility, correlations between close sites in-
crease faster than correlations between distant sites (first two
columns in Fig. 2). This difference between short- and long-
range correlations indicates that the system forms local order
patterns where close sites have similar phases while distant
sites do not. For larger values of mobility, all correlations
increase simultaneously, indicating that local order patterns
do not occur (last column in Fig. 2). Comparing rows in

FIG. 2. Time evolution of the spatial phase correlations between
lattice sites, for different mobility to coupling ratios λ/κ (columns)
and different delay values (rows). (a) λ/κ = 0, τ = 0; (b) λ/κ = 10,
τ = 0; (c) λ/κ = 1000, τ = 0; (d) λ/κ = 0, τ = 0.6; (e) λ/κ = 10,
τ = 0.6; (f) λ/κ = 1000, τ = 0.6; (g) λ/κ = 0, τ = 0.9; (h) λ/κ =
10, τ = 0.9; and (i) λ/κ = 1000, τ = 0.9. A dashed vertical line is
drawn at t = 300 in all panels for reference. In each panel, spatial
phase correlations are the average over 192 realizations of initial
conditions and mobility.

Fig. 2, we see that this qualitative behavior is observed also
with increasing coupling delays. Taken together, these results
show that mobility can speed up synchronization even in the
presence of coupling delays. Next, we consider the relaxation
of spatial modes to quantify the effects of mobility over the
time the system needs to reach synchronization.

IV. CHARACTERISTIC RELAXATION TIME

Relaxation of spatial modes toward complete synchrony
can be observed in the behavior of 1 − ρ. After a transient, the
system enters an exponential regime 1 − ρ ∝ e−t/T c (Fig. 3).
This behavior is observed for all values of the coupling delay
studied. To quantify how fast the system approaches complete
synchronization, we examine the characteristic time Tc in this
exponential regime (Fig. 3).

The dependence of characteristic relaxation time Tc on the
ratio λ/κ can reveal at which rate mobility starts to influence
synchronization dynamics. To determine whether time delays
in coupling affect this onset of the effects of mobility, we
derive an analytical expression of Tc in the presence of both
mobility and coupling delays.

The characteristic time Tc reflects the relaxation time of
the longest spatial mode. For nonmobile oscillators with open
boundary conditions, the longest spatial mode has a sinusoidal
shape ∼ cos(πx/N ). In the absence of coupling delays and
mobility, the relaxation of this longest mode is determined
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FIG. 3. Exponential relaxation of correlations is revealed in plots
of 1 − ρ vs time. The characteristic time Tc is defined as the slope of
a linear fit of the long-term exponential regime. Mobility and delay
parameters as in Fig. 2.

by the coupling strength and the characteristic time Tc can be
written as

T −1
c = 2σ, (6)

where relaxation rate σ is a function of the coupling strength.
For mobile oscillators, the characteristic time Tc includes an
additional contribution from mobility

T −1
c = 2σ + π2λ/N2. (7)

This expression for Tc can be derived considering how a single
exchange event affects relaxation of the longest spatial mode
in the absence of coupling delays [32]. Derivation of Eq. (7)
relies on the fact that the shortest wavelength perturbation
induced by the exchange of positions between oscillators
relaxes much more quickly than the longest spatial mode.

For instantaneous coupling τ = 0, the relaxation rate σ

depends on the coupling strength and system size as σ ≈
κπ2/2N2 [32]. Substituting this in Eq. (7) gives

Tc ≈ N2

π2 κ

1

1 + λ/κ
. (8)

Expression (8) suggests that the onset of the effects of mobil-
ity on Tc occur for λ/κ ∼ 1. These effects are present up to the
onset of mean-field behavior at λ/κ ∼ 2N2/π2. Above this
mean-field onset, each oscillator can effectively interact with
every other oscillator in the lattice before its phase changes
significantly [32].

Next, we derive an analytical expression for the charac-
teristic time Tc for delayed nearest-neighbors coupling. The
behavior of spatial phase correlations for mobile oscillators
are qualitatively similar among different time delay values
(Figs. 2 and 3). Therefore, we conjecture that relaxation of

the longest spatial mode is affected by single exchange events
in the same way as in the absence of coupling delays, that
is, Eq. (7) is still valid. Instead, the relaxation by coupling is
modulated by delay. To extend Eq. (8) for delayed coupling,
we need to compute the relaxation rate σ of the slowest spatial
mode for coupled phase oscillators with delayed coupling. In
the absence of mobility, the characteristic equation is [29]

γ − σ = γ ueστ , (9)

where γ = κ cos(�τ ) and u is the eigenvalue of the adjacency
matrix that indicates the pairs of interacting oscillators. The
eigenvector of u corresponds to the longest cosine mode for a
one-dimensional (1D) lattice with open boundary, for which
σ is a real number [29]. We argue that the relaxation rate for
the longest spatial mode |σ | becomes small for a large system
size N . For sufficiently small delay στ � 1, we expand the
exponential function in Eq. (9) and neglect terms of order
O(σ 2τ 2)

γ − σ ≈ γ u(1 + στ ). (10)

Solving this equation with respect to σ , we obtain the relax-
ation rate of the longest spatial mode,

σ ≈ γ (1 − u)

1 + γ uτ
. (11)

When we substitute expression (11) in (7),

Tc = N2

π2

1
2N2

π2
γ (1−u)
1+γ uτ

+ λ
. (12)

For N � 1, the eigenvalue can be approximated as u ≈
cos(π/N ) ≈ 1 − π2/2N2. When we replace this in Eq. (12)
and rearrange terms,

Tc = N2

π2κe

1

1 + λ/κe
, (13)

with

κe ≡ γ

1 + γ uτ
. (14)

Equation (13) looks similar to Eq. (8) for nondelayed coupling
except that the coupling constant κ is replaced by κe. Replac-
ing the expressions for u and γ in (14) and neglecting O(N−2)
terms,

κe ≈ κ cos(�τ )

1 + τκ cos(�τ )
. (15)

Thus, delayed coupling alters synchronization dynamics by
changing the coupling strength κ for an effective coupling
strength κe, Eq. (15).

Finally, by inserting this expression in (13) and defining

f (κ, τ ) ≡ κ

κe
= 1 + τκ cos(�τ )

cos(�τ )
, (16)

we arrive at an analytical expression for the characteristic
relaxation time in the presence of mobility and coupling delay

Tc(λ, τ ) = N2

π2κ

1

1/ f (κ, τ ) + λ/κ
. (17)

Comparing this result with Eq. (8) explicitly shows that the
effect of coupling delays can also be interpreted as a shift in
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FIG. 4. Characteristic time Tc vs mobility to coupling ratio λ/κ ,
for six different delay values: τ = 0 bordeaux, τ = 0.6 red, τ = 0.9
yellow, τ = 6.28 green, τ = 6.88 light blue, and τ = 7.18 blue.
Color markers are numerical simulations and solid lines are theo-
retical values [Eq. (17)]. Horizontal lines correspond to theoretical
values of Tc for large mobility in the mean-field regime [Eq. (29)].
Left and right bottom panels display enlargements for small and
large mobility, respectively, to emphasize the dependence on delay
values. The numerical results were calculated from the averaged
spatial correlations over 120 realizations of initial conditions and
mobility.

the onset of the effects of mobility determined by 1/ f (κ, τ ). A
plot of 1/ f (κ, τ ) reveals that for nonvanishing coupling delay
the onset of the effects of mobility moves to lower values
[Fig. 1(b)]. As we show in Figs. 4 and 5, this analytical result
is in good agreement with numerical simulations.

V. DYNAMICAL REGIMES

A. Nonmobile regime

Different dynamical regimes can be identified in Eq. (17)
for different mobility to coupling ratios λ/κ . Equation (17)
suggests that mobility does not affect synchronization dynam-
ics in a nonmobile regime defined by λ/κ � 1/ f (κ, τ ). In
contrast, coupling delay strongly affects the relaxation time
Tc in this regime (bottom left panel in Fig. 4). The relative
characteristic time Tc(λ, τ )/Tc(λ, 0) reveals the fold change
values of Tc as a function of τ (Fig. 5). For some values of
the delay, this fold change in Tc is significant (blue in Fig. 5).
The analytical result, Eq. (17), is in good agreement with
simulations (solid colored lines in Fig. 5). In this nonmobile
regime, we can approximate Tc by

Tc(0, τ ) = N2

π2κ
f (κ, τ ). (18)

FIG. 5. Characteristic time Tc vs delay, for different mobility
regimes. Color markers are numerical simulations, solid lines are
analytical values from Eq. (17) before the onset of mean-field behav-
ior, and dashed lines are analytical values for mean-field behavior,
Eq. (29). Symbols correspond to different values of λ/κ as indicated
in the plot legend.

A rescaling of Tc in Eq. (17) by Eq. (18),

Tc(λ, τ )

Tc(0, τ )
= 1

1 + (λ/κ ) f (κ, τ )
, (19)

collapses the curves in Fig. 4 within this regime [Fig. 6(a)].
The effects of mobility become appreciable when

λ/κ ∼ 1/ f (κ, τ ) (20)

in Eq. (17), marking the end of the nonmobile regime. The on-
set of the effects of mobility on synchronization is modulated
by the coupling delay through the function 1/ f (κ, τ ). The
mobility rate that can produce a nonlocal behavior depends
on the value of the coupling delay, dashed vertical lines in
Fig. 6(a). The curves for different delay values, together with
the dashed vertical lines that mark the onset of nonlocal
behavior, collapse if we plot Tc(λ, τ )/Tc(0, τ ) as a function

FIG. 6. Onset of mobile regime. (a) Rescaled characteristic time,
Eq. (19), as a function of mobility to coupling ratio λ/κ and (b) as
a function of (λ/κ ) f (κ, τ ). Dashed vertical lines mark the onset of
mobile regime, Eq. (20). Delay values are the same as in Fig. 4: τ =
0 bordeaux, τ = 0.6 red, τ = 0.9 yellow, τ = 6.28 green, τ = 6.88
light blue, and τ = 7.18 blue.
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of (λ/κ ) f (κ, τ ) [Fig. 6(b)]. These results suggest that in the
presence of coupling delays, a slower movement of oscillators
could be sufficient to promote synchronization. We come back
to this key point in the discussion, to address its relevance for
the vertebrate segmentation clock.

B. Mobile regime

For mobile oscillators with an intermediate mobility rate
such that 1/ f (κ, τ ) < λ/κ � N2, relaxation time Tc signifi-
cantly decreases with increasing mobility (Fig. 4). Within this
intermediate range, the curves for Tc vs λ/κ for the different
delay values collapse, indicating that Tc is independent of the
delay value in this mobile regime. The ratio Tc(λ, τ )/Tc(λ, 0)
decreases and approaches 1 for increasing λ/κ (Fig. 5). These
observations suggest that relaxation of the longest mode is
dominated by mobility over delayed coupling in this regime.
Taking λ/κ � 1/ f (κ, τ ) in Eq. (17),

Tc ≈ N2

π2

1

λ
, (21)

that is independent of the delay. Numerical results are consis-
tent with this expectation from the theory; see the light orange
symbols in Fig. 5.

C. Mean-field regime

The effect of mobility on the characteristic time Tc sat-
urates for sufficiently large mobility (bottom right panel of
Fig. 4). No spatial mode exists in this regime as reflected in the
absence of a distinct correlation length [Figs. 2(c), 2(f), and
2(i)]. Oscillators move so quickly that they effectively behave
as a mean-field system, and Tc is independent of mobility.
However, the characteristic time Tc does depend on coupling
delays (dark orange hexagons in Fig. 5), indicating that cou-
pling dominates relaxation to complete synchronization again.

An estimation of a mean-field characteristic time Tcmf can
be obtained considering a mean-field approximation in which
we replace fast mobility with all-to-all coupling

θ̇i(t ) = 1 + κ

N

N∑
j=1

sin[θ j (t − τ ) − θi(t )]. (22)

We introduce a small perturbation ηi(t ) to the synchronized
state, θi(t ) = �t + ηi(t ) with |ηi(t )| � 1. Expanding the sine
function around −�τ and using the expression for the collec-
tive frequency,

� = 1 − κ sin(�τ ), (23)

we can linearize Eq. (22):

η̇i(t ) = κ cos(�τ )

⎡
⎣ 1

N

N∑
j=1

η j (t − τ ) − ηi(t )

⎤
⎦. (24)

For large N , we can approximate

1

N

N∑
j=1

η j (t − τ ) � |ηi| ∀i (25)

and neglect the average perturbation term, so

η̇i(t ) ≈ −κ cos(�τ ) ηi(t ). (26)

FIG. 7. Onset of mean-field regime. (a) Rescaled characteristic
time Tc|cmf as a function of mobility to coupling ratio λ/κ and (b)
Tc|cmf as a function of (λ/κ )/ cos(�τ ). Dashed color lines indicate
the onset of mean-field regime for each delay value, Eq. (31). Delay
values are the same as in Fig. 4: τ = 0 bordeaux, τ = 0.6 red, τ =
0.9 yellow, τ = 6.28 green, τ = 6.88 light blue, and τ = 7.18 blue.

Solutions to Eq. (26) have the form

ηi(t ) ∼ e−κ cos(�τ )t . (27)

Therefore, relaxation of spatial correlations follows

ρ(t ) ∼ e−2κ cos(�τ )t , (28)

and we can define a mean-field characteristic time

Tcmf = 1

2κ cos(�τ )
. (29)

This expression is in very good agreement with numerical
simulations of mobile oscillators (Figs. 4 and 5), confirming
that in this regime oscillators behave as if coupled with all the
others.

Rescaling of Tc by Tcmf

Tc|cmf(λ, τ ) = Tc(λ, τ )

Tcmf
(30)

collapses the data points for different delays in this mean-field
regime (Fig. 7).

The onset of mean-field regime is defined by the inter-
section of the mobile regime described by Eq. (17) and the
mean-field regime where Tc = Tcmf (Fig. 4). To determine this
onset, we evaluate Tcmf = Tc(λ, τ ), equating Eq. (29) with
Eq. (17):

λ/κ ≈ 2N2

π2
cos(�τ ). (31)

Similar to the onset of mobile regime, the onset of mean-field
regime is modulated by coupling delays [dashed vertical lines
in Fig. 7(a)]. After further rescaling the mobility to coupling
ratio according to Eq. (31), the mean-field onset for different
delay values collapses [Fig. 7(b)].

The changes in the mean-field onset with the delay values
in Eq. (31) parallel the changes in the mobile regime onset
1/ f (κ, τ ) [Fig. 1(b)]. However, there is a stronger dependence
of the mean-field onset on delay compared with the mobile
regime onset, despite the similarity between Figs. 6(a) and
7(a) because of logarithmic scale. Equation (31) indicates that
the mean-field onset takes the maximum value 2N2/π2 for
the instantaneous coupling τ = 0. In addition, the maximum
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value 2N2/π2 occurs for the specific delay values that satisfy
�τ = 2πn with integer n. For any other delay values, how-
ever, the mean-field onset happens earlier than with instanta-
neous coupling. Thus, coupling delays can benefit the onset of
a mean-field regime where coupling is effectively global.

In summary, the mobility to coupling ratio determines syn-
chronization dynamics of mobile oscillators in the presence
of coupling delays. Delays modulate the onset of the different
dynamical regimes

nonmobile
λ

κ
� 1

f (κ, τ )

mobile
1

f (κ, τ )
<

λ

κ
<

2N2

π2
cos(�τ )

mean-field
2N2

π2
cos(�τ ) <

λ

κ
.

(32)

VI. DISCUSSION

We have studied synchronization dynamics of mobile os-
cillators far from the stability boundary of in-phase solution
(Fig. 1). In this regime, we found that the effect of mobility
on relaxation of the longest spatial mode in the presence of
coupling delays was qualitatively similar to that in the absence
of delays [32]. Rather, coupling delays change the coupling
strength effectively and thereby modulate the onsets of nonlo-
cal and mean-field behaviors [Eq. (32)]. In a complementary
previous work, we studied the behavior of mobile oscillators
with delayed coupling at the vicinity of stability boundary of
in-phase solutions [45]. Near this stability boundary, Fig. 1(a),
we observed spatially heterogeneous phase patterns referred
to as chimera states. Close to the stability boundary, the
eigenvalues of short wavelength modes may become small,
resulting in their slow relaxation. How close to this boundary
the assumptions that lead to Eq. (7), and consequently to
Eq. (32), become invalid remains an open question to be
clarified in future work. For chimera states, Eq. (7) is not valid
because of the presence of disordered domains.

The segmentation clock features intercellular communica-
tion through Notch signaling [9–11,13]. Mutants of the Notch
signaling pathway display changes to segmentation period
[16]. Furthermore, segmentation clock period can be tuned
by gradually changing the strength of Notch signaling with
a chemical inhibitor [16]. These experiments are consistent
with a delayed coupling theory that describes the dynamics of
pattern formation in the segmentation clock [15,16]. A fit of
the theory to experimental data results in coupling delays that
are somewhere within the left part of the second stable branch
of solutions [see Fig. 1(a)].

A recent study quantified cell mixing in the zebrafish
presomitic mesoderm and tailbud to determine its impact on

synchronization of genetic oscillators [25]. A phase oscillator
model without coupling delays was adopted to simulate the
effect of measured cell mixing on synchronization. Cell mix-
ing reproduced by a physical model enhanced synchronization
of phase oscillators in simulations. Our current study reveals
that the presence of coupling delays is relevant to the effect of
mobility since inclusion of coupling delays shifts the onset of
nonlocal behavior to lower mobility values. As discussed in
the previous paragraph, the delay value of wild-type zebrafish
embryo is estimated to be within the second stable branch.
In particular, within this second branch the onset of nonlocal
behavior 1/ f (κ, τ ) is below 0.65, more than 35% smaller than
in the absence of delays [Fig. 1(b)]. Therefore, given the pres-
ence of time delays in Notch signaling [16], our present results
further strengthen the possibility that cell mixing influences
synchronization in the zebrafish tissue.

Zebrafish segmentation clock cells may behave as au-
tonomous genetic oscillators [8]. Thus, in our current for-
malism of mobile oscillators, we assume the presence of a
stable limit cycle in single cells [50]. In contrast, in the mouse
segmentation clock it is thought that single cells behave as
excitable systems [51]. Such excitable systems would require
a different description for mobile interacting agents, like that
of pulse-coupled mobile oscillators [40,41]. It remains an in-
teresting open question how mobility affects synchronization
in the mouse segmentation clock, where coupling delays are
also present [19,52].

In this work, we analyze the system of phase oscillators
with delayed coupling mostly in a linear regime, where oscil-
lators are very close to complete synchronization. We extend
previous calculations [32] to include coupling delays and
obtain an analytical expression of the characteristic relaxation
time in the linear regime. This characteristic relaxation time
reveals the onset of nonlocal behavior and that of mean-field
regime. Whether these hold in the nonlinear regime, where
oscillators are far from complete synchronization, remains an
interesting open question. Developing an analytical frame-
work in the nonlinear regime will be an important future
challenge.
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