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We fully describe the mechanisms underlying synchronization in starlike networks of phase oscillators. In

particular, the routes to synchronization and the critical points for the associated phase transitions are determined

analytically. In contrast to the classical Kuramoto theory, we unveil that relaxation rates to each equilibrium

state indeed exist and remain invariant under three levels of descriptions corresponding to different geometric

implications. The special symmetry in the coupling determines a quasi-Hamiltonian property, which is further

unveiled on the basis of singular perturbation theory. Since starlike coupling configurations constitute the

building blocks of technological and biological real world networks, our paper paves the way towards the

understanding of the functioning of such real world systems in many practical situations.

DOI: 10.1103/PhysRevE.100.012212

I. INTRODUCTION

Synchronization of interacting units is a ubiquitous self-

organized collective behavior [1]. The study of synchroniza-

tion covers indeed a series of subjects from the areas of

physics, chemistry, bioecology, engineering, and social sys-

tems [2]. A few examples are power grids [3], electrochemical

[4] and spin-torque oscillators [5], neurons in the brain [6],

circadian rhythms of plants and animals [7], and pedestrians

on footbridges [8]. Kuramoto-like models have long served

as the main prototypes for the study of synchronization [9].

In its classical version [10], an ensemble of globally coupled

phase oscillators (each one rotating with a specific rhythm)

experiences a second-order phase transition at a critical point

when the coupling strength is large enough to compensate for

the heterogeneity in the natural frequencies. As Kuramoto’s

scenario is typically illustrative, an increasing number of

studies have originated from such a model in order to ad-

dress synchronization-specific problems both theoretically

and practically [11,12].

Of particular importance is the case of networked os-

cillators arranged in a starlike coupling configuration. De-

spite their topological simplicity, starlike networks (SLNs)

are extremely relevant in real world systems. For instance,

almost all biological and technological real world networks

exhibit degree-degree correlation features which are markedly

disassortative at both global and local scales [12–14], and

therefore SLNs constitute the building blocks (or the main

motifs) of such networks, where leading hubs interact with

surrounding leaves in order to facilitate transfer and feed-
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back processes of information or energy [15–21]. Moreover,

starlike coupling structures play a direct and essential role

in many other systems, including Josephson junction arrays

[22], communication and social networks, and the hierarchical

organization underlying cognitive functions in mammals [23].

It is therefore rather surprising that synchronous behavior in

SLNs has remained so far an almost open subject for studies.

In this paper, we give a full analysis of synchronization

in SLNs of phase oscillators. To this end, we will refer to

a Kuramoto-Sakaguchi model, and focus on the formation

mechanisms of (and the transition roots to) synchronization,

as well as comprehensively describe the dynamical features

of several states induced by the special coupling scheme. In

particular, we will reveal that the convergence indices charac-

terizing the relaxation times of the dynamics to each steady

state are fundamental parameters of the system and remain

invariant under three levels of descriptions corresponding to

different geometric implications. Moreover, we will show

that the phase shift is another key parameter determining

the emergence (at low values of the coupling strength) of

an in-phase and a splay state. The special star symmetry

yields a quasi-Hamiltonian property, which is, however, partly

destroyed by the phase shift that induces the formation of a

splay state in a marginal region characterized by a particular

eigenspectrum structure.

II. STATIONARY SOLUTIONS AND THEIR STABILITY

Our paper starts by considering N phase oscillators obeying

θ̇i = ωi + F (θi) +
1

N

N∑

j=1

H (θ j ), i = 1, . . . , N. (1)
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Here, the dot stands for the temporal derivative, ωi is the

natural frequency of the ith oscillator, θi is its instantaneous

phase, F (θ ) and H (θ ) are smooth 2π -periodic functions, and

the interactions are here seen as an effective external driving

force. As our major focus is to investigate synchronization

in star networks, we set (without lack of generality) ωi ≡ ω,

F (θ ) = −λ sin(θ − α), and H (θ ) = −λ sin(θ + α), where ω

is the inherent frequency of the system, λ > 0 stands for

the coupling strength, and α ∈ (−π/2, π/2) denotes a phase

shift involved in the coupling. The model becomes

θ̇i = ω − λ sin(θi − α) −
λ

N

N∑

j=1

sin(θ j + α). (2)

Equation (2) describes a set of Kuramoto-Sakaguchi oscil-

lators in a star network with the assumption of frequency-

weighted correlations [24–28]. Since the Kuramoto-like

model in the star network with frequency-degree correlation

is given by

ϕ̇h = ωh +
λ

N

N∑

i=1

sin(ϕi − ϕh − α), (3)

ϕ̇i = ωl + λ sin(ϕh − ϕi − α), (4)

where ϕh and ωh are the phase and natural frequency of the

hub node, respectively, ϕi and ωl are the phase and natural

frequency (identical) of the ith leaf node, respectively, and

N is the number of leaves. Introducing the phase difference

θi = ϕh − ϕi, and ω = ωh − ωl , Eq. (2) is recovered. Alterna-

tively, it also represents globally coupled identical Josephson

junction arrays [29,30].

The most special fixed point of Eq. (2) is θ̇i = 0, and

θi ≡ θ j, ∀i, j, which corresponds to a completely syn-

chronous manifold, termed here as a spatially homogenous

fixed point (HFP) [31]. Once the system converges to the man-

ifold, HFP satisfies sin θ0 = ω/(2λ cos α), which implies in its

turn the condition λ � ω/(2 cos α) for synchronization. Per-

forming small perturbations away from the synchronous man-

ifold [θi(t ) = θ0 + δθi(t )] and omitting higher-order terms,

the linearized equations for the evolution of δθi(t ) are

δθ̇i(t ) = J(θ0)δθi, (5)

where J is the Jacobian matrix calculated at HFP. According to

rank-1 perturbation theory [see Appendix A], the first eigen-

value [(N − 1)-fold degenerate] of J is δ1 = −λ cos(θ0 − α),

and the second (single degenerate) is δ2 = −2λ cos θ0 cos α.

As J is diagonalizable, the algebraic multiplicity must

be equal to the geometric multiplicity of each eigenvalue:

the elements of the eigenvector V1 (corresponding to δ1)

satisfy
∑N

j=1 δθ j = 0 (and such a constraint indicates that

the corresponding eigenspace has N − 1 dimensions), while

the elements of δ2’s eigenvector V2 obey δθi ≡ δθ j, ∀i, j

(i.e., the corresponding eigenspace is one dimensional). Now,

V2 corresponds to a perturbation direction along the synchro-

nization manifold, and V1 is instead contained in a space

orthogonal to V2 (i.e., in the transverse space of the synchro-

nization manifold).

When δ1 < 0 and δ2 < 0 the stable regime for HFP (see

Fig. 1) corresponds to λ > ω/(2 cos2 α) for α ∈ (−π/2, 0),

FIG. 1. Phase diagram of Eq. (2) in the space formed by the

rescaled parameters α/π and λ/ω. Curves C1,2,3 represent the exis-

tence and stability boundaries of each steady state, respectively. The

green region I denotes the area where HFP is stable, and the yellow

region II is the area where HLC is stable. Furthermore, the red region

III represents the area where the splay state is stable, and the brown

(half-moon) region IV stands for the area where there is coexistence

of both the stable HFP and stable splay state. Regions III and IV

together form what is called the marginal region.

and λ > ω/(2 cos α) for α ∈ [0, π/2). Together with HFP, we

emphasize here that other fixed points (phase-locked states)

may exist, but they can never occur spontaneously due to the

symmetry of the system. The rigorous proof of the instabil-

ity of all other phase-locked states is given in Appendix B

(for the particular case of α = 0).

The system exhibits also a periodic behavior, namely, a

homogenous limit cycle (HLC) where all oscillators are in

phase, and Eq. (2) converges to a one-dimensional invariant

torus θ̇ (t ) = ω − 2λ cos α sin θ (t ). Such a state can never

coexist with HFP. Performing perturbations to HLC, one ends

up with an orbit equation analogous to Eq. (5), with J, which

is, however, time dependent, and with J (t )i j = −λ cos[θ (t ) −
α]δi j − λ

N
cos[θ (t ) + α]. The solution for the perturbation

vector V(t ) is V(t ) = T̂ exp {
∫ t

0
dt ′J[θ (t ′)]}V0, where T̂ is

a time-order operator and V0 is the initial condition. If the

stationary state is a Tp-periodic limit cycle, two criteria for

its stability (Ik < 0, k = 1, 2) can be obtained within the

framework of the Floquet theorem (all details are contained in

Appendix C), which yield Ik =
∫ Tp

0
dtδk (t ). Now, I2 is the av-

erage convergence index of the perturbation to the limit cycle

which is equal to zero, and I1 ∝ − tan α. For α > 0 a phase

shift occurs, which can be interpreted as a dissipative factor

making HLC attractive (so that all oscillators converge to a

single cluster), while for α < 0 a repulsive effect makes HLC

unstable (in spite of the fact that the sign of α does not change

its role as a parameter in the one-dimensional invariant torus).

Now, Eq. (2) is invariant under index transformation, and

therefore all phases are dynamically equivalent. In other

words, this special symmetry ensures that the oscillators can

never pass through each other, and shows a phase order

described by θN (t ) � θN−1(t ) � · · · � θ1(t ) � θN (t ) + 2π .

Such an order defines a canonical invariant region in the phase

space [32]. In particular, the boundary of the canonical region

012212-2
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corresponds to a one-dimensional manifold (HLC) containing

a fixed point (HFP). In addition, the canonical region also in-

cludes a splay state which satisfies θi(t ) = θ (t + iT/N ), T be-

ing a common period of phases. The splay state is induced (as

a special coherent behavior) by asymmetries in the coupling

scheme that may always appear in practical implementations

of globally coupled oscillators’ systems [29,30,33–35].

To better clarify the dynamical properties of the splay state

(and elucidate its stability) we concentrate on the thermody-

namic limit N → ∞. There, the discrete index i in Eq. (2)

is replaced by a continuous variable θ , and a probability

density function ρ(θ, t ) is introduced in order to describe the

statistic features of the system. In this representation, the splay

state corresponds to a steady distribution. Obviously, ρ(θ, t )

follows a suitable normalization condition and is positive

and 2π periodic with respect to θ . Therefore, the dynamical

evolution of one body in Eq. (2) is equivalent to a continuity

equation for ρ(θ, t ), as follows:

∂

∂t
ρ(θ, t ) +

∂

∂θ
{[ω̄(t ) − λ sin(θ − α)]ρ(θ, t )} = 0, (6)

where ω̄ is the effective frequency of the system defined by

ω̄(t ) = ω − λ
∫ 2π

0
ρ(θ, t ) sin(θ + α)dθ .

Notice that when ω̄(t ) − λ sin(θ − α) = 0 the stationary

density ρ0(θ ) tends to a Dirac function ρ0(θ ) = δ[θ − α −
arcsin(ω̄/λ)]. As a result, the effective frequency ω̄ can be

obtained self-consistently. After some calculations, it can be

easily checked that ρ0(θ ) corresponds to the HFP discussed

above. For the situation of nonzero velocity at each instant of

time, the stationary distribution (splay state) becomes

ρs(θ ) = ±
√

ω̄2 − λ2/(2π )

ω̄ − λ sin(θ − α)
, (7)

where the choice of “±” is determined by the sign of ω̄ that

makes ρs(θ ) positive.

One can further investigate the stability of ρs(θ ) against

small perturbations. Letting ρ(θ, t ) = ρs(θ ) + δρ(θ, t ) and

plugging it into Eq. (6), the linearized equation for the evo-

lution of δρ(θ, t ) is obtained as

∂

∂t
δρ(θ, t ) = L̂(ρs)δρ(θ, t ), (8)

where L̂(ρs)is the operator defined by

L̂(ρs)δρ(θ, t ) =
∂

∂θ
{[ω̄ − λ sin(θ − α)]δρ(θ, t )}

+
∂ρs(θ )

∂θ

∫ 2π

0

dθ ′λ sin(θ ′ + α)δρ(θ ′, t ).

(9)

In order to diagonalize L̂, one can choose a set of orthog-

onal bases ρs(θ ) exp{2π inG(θ )}, and expand δρ(θ, t ) as

δρ(θ, t ) =
∞∑

n=−∞
an(t )ρs(θ ) exp{2π inG(θ )}, (10)

where G(θ )=
∫ θ

0
dθ ′ρs(θ

′) is an indefinite integral. If ρs(θ ) =
1/(2π ) the expansion of Eq. (10) is in fact the Fourier decom-

position, and [in consideration of the normalization condition

for ρ(θ, t )] one has a0 ≡0. The continuity equation (8)

FIG. 2. The order parameter r vs the rescaled parameters λ/ω

(first row) and α/π (second row) depicting, respectively, different

horizontal and vertical paths in Fig. 1. (a) First-order phase transition

occurring from the splay state to HFP (with hysteresis). (b) Continu-

ous phase transition taking place from the splay state to HFP. (c) Dis-

continuous synchronization transition occurring from the splay state

to HLC. (d) Tiered synchronization transition occurring from the

splay state to HLC through HFP (with hysteresis). Solid (dashed)

lines represent the theoretically predicted stable (unstable) solutions.

Red circles denote the splay state, while green triangles (yellow

diamonds) stand for HFP (HLC). All symbols refer to numerical

simulations performed with a system size N = 100 000.

turns out to be a set of infinite-dimensional ordinary differen-

tial equations (all details are discussed in Appendix D):

dan

dt
= −2π inCan + bn

∞∑

m=−∞
fmam. (11)

A careful examination of Eq. (11) suggests that the matrix

of L̂ can be written as L = L1 ⊕ L2, where L1 is an infinite-

dimensional diagonalizable matrix with pure imaginary el-

ements −2π iCl (|l| �= 1), and L2 is a 2×2 submatrix with

two eigenvalues. The eigenspectrum structure of L̂ implies

then that ρs can be stable in at most two nontrivial directions

[Tr(L2) < 0, Det(L2) > 0, Fig. 1], i.e., λ < ω/(2 cos2 α)

for α ∈ (−π/2, −π/4) and λ < ω/
√

1 + 2 cos 2α for α ∈
(−π/4, 0).

Figure 1 illustrates the full phase diagram of Eq. (2) in the

space formed by the rescaled parameters α/π and λ/ω. The

regions of existence and stability of each steady state are dif-

ferently colored (see the caption of the figure for all details).

Figure 2 reports instead several typical phase transitions along

some vertical and horizontal path of Fig. 1, with ρs(θ ), which

is neutral along most of the perturbation directions. The area

where ρs(θ ) is neutral is termed as the marginal region due to

the nontrivial dynamical properties that take place in it [31].

However, a full understanding of the geometric attributes and

of the origin of the marginal region in high-dimensional phase

spaces is yet not available [31,33].

III. GEOMETRIC IMPLICATIONS

OF THE EIGENSPECTRUM

As a next step, we then focus on the macroscopic dynamics

[order parameters zn = (
∑N

j=1 einθ j )/N] in order to capture

012212-3
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the mechanisms behind the stability of the steady states and,

in particular, to reveal the origin of the marginal region.

Equation (2) can be rewritten as

θ̇i = f eiθi + g + f ∗e−iθi , (12)

where f = iλe−iα/2, the star denotes the complex conju-

gate, and g = ω − λ Im(z1) cos α − λ Re(z1) sin α. The Ott-

Antonsen (OA) ansatz [zn = (z1)n] defines an invariable sub-

manifold in the phase space of Eq. (12). When the initial

phase distribution takes the form of a Poisson kernel [36,37],

Eq. (12) then evolves to

dz1

dt
= i

(
f z2

1 + gz1 + f ∗). (13)

The HFP is a fixed point of Eq. (13) on the unit circle

(Rez1,h = cos θ0, Imz1,h = sin θ0), and the relevant Jacobian

matrix has there the same eigenvalues δ1,2 of J in Eq. (5), with

different multiplicities. In such a representation, the eigen-

vector V′
1(δ1) = (cos α, − sin α)T is independent of HFP, and

V′
2(δ2) = (−Imz1,h, Rez1,h)T is perpendicular to its radical

vector formed by HFP. In fact, V′
1(2) can be viewed as a map of

V′
1(2) between the order parameter and the phase descriptions.

Now, a uniform perturbation V2 (δθ j = ǫ, ∀ j) lies along

the synchronization manifold: its direction is invariant (after

mapping) under a linear approximation and can be written

as δz1 = z1,h(eiǫ − 1) ≈ ǫz1,heiπ/2, which corresponds indeed

to V′
2 and is a normal vector to the unit circle at HFP. In

contrast, a nonuniform perturbation V1 (
∑N

j=1 δθ j = 0) is

perpendicular to the synchronization manifold: the linear ap-

proximation fails, however, since z1,h[(
∑N

j=1 eiδθ j )/N − 1] ≈
−(z1,h

∑N
j=1 δθ2

j )/(2N ), and the map of V1 degenerates to the

constant vector V′
1.

The splay state is another fixed point of Eq. (13) inside

the unit circle (ż1 = 0, |z1| < 1), satisfying Rez1,s/Imz1,s =
− tan α, and the solution y± = Imz1,s corresponds to

ρs(θ, ω̄∓), respectively. After careful calculations, one finds

that the eigenvalues of the Jacobian matrix at the splay state

are the same as those of L2. Therefore, one can conclude

that the two nontrivial eigenvectors in the marginal region

represent essentially the perturbation along the OA manifold,

while the presence of the other N − 2 (purely imaginary)

eigenvalues reveals that the OA manifold itself is neutral in

the marginal region.

Our analysis suggests that α = 0 is a critical scenario. First,

it makes the HFP attractive globally, when λ is large enough

(see Appendix B for the full details). Second, the orbits of the

order parameter z1(t ) are periodic in the OA manifold, and all

the perturbations to the splay state can never converge (i.e., L2

has two pure imaginary eigenvalues) in the marginal region. It

is then intriguing to study the nonlinear evolution of the order

parameter near the fixed point [0, (ω −
√

ω2 − 3λ2)/(3λ)] in

the center manifold. The orbit of the order parameter (in polar

coordinates) is given by (see Appendix E for the derivation)

dr

dϕ
= R2(ϕ)r2 + R3(ϕ)r3. (14)

A successive expansion r(ϕ, ǫ) = r1(ϕ)ǫ + r2(ϕ)ǫ2 + · · ·
is needed to describe the orbit behavior near the center point,

and one can prove that the orbits in phase space are strictly

closed regardless on the influence of the nonlinear terms.

Such closed orbits can be attributed to a quasi-Hamiltonian

property that the system features in the absence of phase

shift α [30]. One further finds that the dynamical system D

[Eq. (13)] is invariant under the transformation T̂tŴ , where T̂t

is a time-reversal operator given by T̂tD(t ) = D(−t ) and Ŵ

is a space-reversal operator given by Ŵ [Rez1(t ), Imz1(t )] =
[−Rez1(t ), Imz1(t )]. This symmetry indicates that all the

times that an attractor appears on the right half plane (Rez1 >

0) an opposite repeller must emerge in the symmetric location

(Rez1 < 0). In particular, if the fixed point locates at the y axis,

it can be only a saddle or a center. Meanwhile, the condition

ŴD = T̂tD ensures that if an orbit goes across the invariant

set (the y axis) twice at different locations then such an orbit

must be closed in the phase space.

IV. CONCLUSIONS

In summary, we considered populations of phase oscilla-

tors interacting with a starlike configuration. Several different

synchronous states (and their dynamical properties) have been

identified, and the phase transitions among such collective

states have been determined analytically. The relaxation rates,

characterizing the time scale of the decay to each stationary

state, are crucial parameters. The special eigenspectrum struc-

ture for the splay state in the marginal regime is rooted in

the characteristic of the OA manifold. Moreover, the quasi-

Hamiltonian property which is related to coupling symmetry

in the critical case (α = 0) is further clarified by considering

the nonlinear evolution of the order parameter near the center

manifold. Our results are of particular value because almost

all biological and technological networked systems in the real

world feature disassortative degree-degree correlations, and

thus their backbone is essentially made by a collection of

leading hubs which interact with surrounding leaves in starlike

configurations. Having fully described how SLNs synchro-

nize, this paper paves the way for a better understanding of

the functioning of such systems.
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APPENDIX A: EIGENVALUES OF

THE JACOBIAN MATRIX AT HFP

In this Appendix, we give a detailed analysis of the Jaco-

bian matrix J. Substituting θi(t ) = θ0 + δθi(t ) into Eq. (1) of

the main text (and preserving the leading-order term in δθi),

one obtains

δθ̇i = −λ cos(θ0 − α)δθi −
λ

N

N∑

j=1

cos(θ0 + α)δθ j . (A1)

012212-4
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In matrix form one has δθ̇i = J(θ0)δθi(t ). J is the following

N×N matrix:

J =

⎛
⎜⎜⎝

a + b b · · · b

b a + b · · · b
...

...
. . .

...

b b · · · a + b

⎞
⎟⎟⎠

N×N

, (A2)

where a=−λ cos(θ0−α), b=− λ
N

cos(θ0 + α). According to

the fundamental theorem of algebra, J has only N eigenvalues

in the complex plane, and can be further decomposed as

J =

⎛
⎜⎝

a 0

. . .

0 a

⎞
⎟⎠

N×N

+

⎛
⎜⎜⎝

b b · · · b

b b · · · b
...

...
. . .

...

b b · · · b

⎞
⎟⎟⎠

N×N

. (A3)

The first term is a diagonal matrix with equal elements a, and

the second is a rank-1 identity matrix. According to the matrix

analysis theorem for a normal matrix A of eigenspectrum

σ (A) = {δ1, . . . , δ1, δ2, . . . , δ2, . . . , δp, . . . , δp}, (A4)

assuming δ j is k j-fold degenerate, j ∈ {1, . . . , p}, the multi-

plicity k j satisfies

p∑

j=1

k j = N. (A5)

If a rank-1 matrix F is added to A, then the eigenspectrum of

A + F is

σ (A + F) = {δ1, . . . , δ1, δ2, . . . , δ2, δp, . . . , δp, other p},
(A6)

where δ j is (k j − 1)-fold degenerate, and j ∈ {1, . . . , p}.
It is clear that the first term in Eq. (A3) is a normal matrix,

and the associated eigenvalue is N-fold degenerate. Based on

the rank-1 perturbation theory, J has an eigenvalue δ1 = a

[(N − 1)-fold degenerate]. The other eigenvalue δ2 (single

degenerate) can be calculated by the property

(N − 1)δ1 + δ2 = Tr(J), (A7)

which yields δ2 = a + Nb.

APPENDIX B: THE STABILITY OF

THE PHASE-LOCKED STATES AT α = 0

In this Appendix, we will prove that all the phase-locked

states are unstable when α = 0. Let z1 = rei , then Eq. (1) of

the main text can be rewritten in its mean-field form:

θ̇i = ω − λr sin  − λ sin θi, i = 1, . . . , N. (B1)

The fixed points of Eq. (B1) correspond to θ̇i = 0, which

yields

sin θi =
ω

λ
− r sin . (B2)

Summing both sides of Eq. (B2) and using the definition of z1,

one has

r sin  =
ω

2λ
. (B3)

Then, the existence condition of phase-locked states is λ �

ω/2. Substituting Eq. (B3) into Eq. (B2), one obtains sin θi =
ω/(2λ) and

cos θi = h(i)

√
1 −

ω2

4λ2
, i = 1, . . . , N, (B4)

where h(i) = ±1 if all h(i) have the same sign (i.e., for the

state called HFP in the main text), while the other N − 1 cases

correspond to phase-locked states with |z1| < 1. Similarly, the

Jacobian matrix at these phase-locked states is

J = −
λ

N

√
1 −

ω2

4λ2

×

⎛
⎜⎜⎜⎜⎝

(N + 1)h(1) h(2) · · · h(N )

h(1) (N + 1)h(2) · · · h(N )

...
...

. . .
...

h(1) h(2) · · · (N + 1)h(N )

⎞
⎟⎟⎟⎟⎠

.

(B5)

According to rank-1 perturbation theory, if all h(i)

are the same, the (N − 1) multiple eigenvalue is δ1 =
−λh(i)

√
1 − ω2/(4λ2), and δ2 = −2λh(i)

√
1 − ω2/(4λ2).

Clearly, HFP is unstable for h(i) = −1.

Let now h(i) = 1, i = 1, . . . , m and h(i) = −1, i = m +
1, . . . , N . Then, two kinds of eigenvalues in J can be ob-

tained directly from rank-1 perturbation theory: the first one

is a (m − 1) multiple root μ1 = −λ
√

1 − ω2/(4λ2), and the

second one μ2 = λ
√

1 − ω2/(4λ2) is a (N − m − 1) multiple

root that is always positive. Therefore, all the phase-locked

states (except HFP) are unstable.

APPENDIX C: STABILITY OF

THE Nc-CLUSTER STATE

As mentioned in the main text, HFP and HLC are the

simplest solutions of the system. Actually, there may exist a

class of slightly complicated collective behaviors, namely, the

Nc-cluster state, where the system evolves to a Nc-dimensional

invariant torus:

�̇k = ω − λ sin(�k − α) − λ

Nc∑

j=1

ǫ j sin(� j + α),

k = 1, . . . , Nc. (C1)

Here ǫ j is the ratio of the jth cluster and satisfies the normal-

ization condition

Nc∑

j=1

ǫ j = 1. (C2)

Linear stability analysis of the Nc-cluster state shows that the

Jacobian matrix J is a N×N block matrix, where the kth

diagonal (M)kk is a cyclic matrix:

(M)kk =

⎛
⎜⎜⎝

ak bk · · · bk

bk ak · · · bk

...
...

. . .
...

bk bk · · · ak

⎞
⎟⎟⎠

ǫkN×ǫkN

, (C3)
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with diagonal elements ak and the off-diagonal elements bk .

The other off-diagonal block (M)kl is

(M)kl = −λ cos(�l + α)

⎛
⎜⎜⎝

1 1 · · · 1

1 1 · · · 1
...

...
. . .

...

1 1 · · · 1

⎞
⎟⎟⎠

ǫkN×ǫkN

. (C4)

The mth element of the nkth eigenvector of (M)kk is

(Vm)nk
= exp

{
2π inkm

ǫkN

}
, (C5)

where nk ∈ {0, 1, . . . , ǫkN − 1}, m ∈ {1, . . . , ǫkN}.
The eigenvalue associated to Vnk

reads

δnk
= −λ cos(�k − α), 1 � nk � ǫkN − 1, (C6)

δ0 = −2λ cos α cos �k, nk = 0. (C7)

One then constructs the eigenvector V of J as

V = (0, . . . , Vnk, 0, . . . , 0)T . (C8)

It can be easily verified that the relevant eigenvalue is δnk

(nk �= 0). Hence, the Nc necessary conditions for the stability

of the Nc-cluster state are Ik < 0, k = 1, . . . , nk , which reads

Ik = −
∫ tp

0

dtλ cos[�k (t ) − α]

= −
∫ 2π

0

d�kλ cos(�k − α)
1

�̇k

= −
∫ 2π

0

λ cos(�k − α)d�k

ω − λ sin(�k − α) − λ
∑Nc

j=1 ǫ j sin(� j + α)
.

(C9)

It is difficult to get explicit stability criteria for generic di-

rectional perturbations. However, when Nc = 1, the system

degenerates to HLC and one gets

I1 =
∫ Tp

0

dtδ1(t )

= −
∫ Tp

0

dtλ cos[θ (t ) − α]

= −
∫ 2π

0

dθλ cos(θ − α)
dt

dθ

= −
∫ 2π

0

dθ
λ cos(θ − α)

ω − 2λ cos α sin θ

= −π tan α

[
−1 +

ω√
ω2 − (2λ cos α)2

]
, (C10)

and

I2 =
∫ Tp

0

dtδ2(t )

= −2λ cos α

∫ Tp

0

dt cos[θ (t )]

= −2λ cos α

∫ 2π

0

dθ cos θ
dθ

dt

= −2λ cos α

∫ 2π

0

dθ
cos θ

ω − 2λ cos α sin θ
≡ 0. (C11)

APPENDIX D: STABILITY OF

THE STATIONARY DISTRIBUTION

According to Eq. (3) of the main text, when the velocity

ω̄ − λ sin(θ − α) = 0, the distribution ρ(θ, t ) becomes sta-

tionary. Then the effective frequency ω̄ is

ω̄ = ω − λ

∫ 2π

0

δ

(
θ − α − arcsin

ω̄

λ

)
sin(θ + α)dθ

= ω − λ sin

(
2α + arcsin

ω̄

λ

)
. (D1)

Solving it, one obtains

ω̄ =
λ

4
sec2 α

[
ω

λ
cos2 α ±

√(
4 cos2 α −

ω2

λ2

)
sin2 2α

]
.

(D2)

Substituting it into ρ0(θ ), one has

sin θ = sin

(
α + arcsin

ω̄

λ

)

=
ω

2λ cos α
, (D3)

which corresponds to HFP. When the velocity vθ �= 0, the

stationary distribution is a smooth function ρs(θ ) [Eq. (4) of

the main text], and one has

〈sin θ〉 =
∫ 2π

0

sin θρs(θ )dθ

= ±
√

ω̄2 − λ2

2π

∫ 2π

0

sin(θ + α)

ω̄ − λ sin θ
dθ

= cos α
ω̄

λ

(
1 −

√
1 −

λ2

ω̄2

)
, (D4)

and

〈cos θ〉 =
∫ 2π

0

cos θρs(θ )dθ

= ±
√

ω̄2 − λ2

2π

∫ 2π

0

cos(θ + α)

ω̄ − λ sin θ
dθ

= − sin(α)
ω̄

λ

(
1 −

√
1 −

λ2

ω̄2

)
. (D5)

Then, the effective frequency ω̄ becomes

ω̄ = ω − λ(〈sin θ〉 cos α + 〈cos θ〉 sin α)

= ω − ω̄

(
1 −

√
1 −

λ2

ω̄2

)
cos 2α. (D6)

Solving it, one obtains

ω̄± =
ω(1 + cos 2α) ± cos 2α

√
ω2 − λ2(1 + 2 cos 2α)

1 + 2 cos 2α
.

(D7)
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The existence region of ω̄ must ensure that the radical ex-

pressions in Eqs. (D6) and (D7) are real. Then, the area for

ρs(θ, ω̄ > λ) is

λ > 0, |α| ∈
(

π

3
,

π

2

)
, (D8)

λ ∈
(

0,
ω

√
1 + 2 cos 2α

)
, |α| <

π

3
, (D9)

and the area for ρs(θ, ω̄ < −λ) is

λ ∈
[

0,
ω

2 cos2 α

]
, α ∈

(
−

π

2
,
π

2

)
, (D10)

λ ∈
(

ω

2 cos2 α
,

ω
√

1 + 2 cos 2α

)
, |α| ∈

(
π

4
,
π

2

)
. (D11)

Substituting Eq. (8) into Eq. (6), one obtains

bn =
∫ 2π

0

dθ
dρs

dθ
e−2π inG(θ ), (D12)

fm =
∫ 2π

0

dθλ sin(θ + α)ρs(θ )e2π imG(θ ). (D13)

It is now convenient to change the integral variable θ into G,

and to set θ ′ = θ − α. The result is

dθ ′

dt
= ω̄ − λ sin θ ′. (D14)

The indefinite integral G(θ ′) associated with ρs(θ
′) is

G(θ ′) =
∫ θ ′

0

dθ ′′ρs(θ
′′), (D15)

and one has

dθ ′

dG
=

ω̄

C
−

λ

C
sin θ ′, (D16)

which is a typical overdamped pendulum equation, and

C =
√

ω̄2 − λ2/(2π ). If ω̄ > λ, the solution of Eq. (D16) is

θ ′(G) = 2 arctan

(
2πC

ω̄
tan π (G − G1) +

λ

ω̄

)
. (D17)

Using the initial condition θ ′(0) = 0, one gets

tan πG1 =
λ

√
ω̄2 − λ2

. (D18)

Considering that sin[θ ′(G)] = 2 tan(θ ′/2)/[1 + tan2(θ ′/2)],

and multiplying the numerator and the denominator by

cos2 π (G − G1), one has

sin[θ ′(G)] =
λ + ω̄ sin 2π (G − Ḡ)

ω̄ + λ sin 2π (G − Ḡ)
. (D19)

Similarly, taking into consideration that cos θ ′ = [1 −
tan2(θ ′/2)]/[1 + tan2(θ ′/2)], one gets

cos[θ ′(G)] =
√

ω̄2 − λ2 cos 2π (G − Ḡ)

ω̄ + λ sin 2π (G − Ḡ)
. (D20)

Substituting Eqs. (D19) and (D20) into Eq. (D12), one obtains

bn = 2π in

∫ 1

0

dG
C

ω̄ − λ sin θ ′ e
−2π inG

=
nλ

2
√

ω̄2 − λ2

(
e−2π iḠδn,1 − e2π iḠδn,−1

)
, (D21)

where Ḡ = 1
2π

arctan λ√
ω̄2−λ2

.

Next, the expansion of fm is given by

fm =
∫ 2π

0

dθ ′λ sin(θ ′ + 2α)ρs(θ
′)e2π imG

=
∫ 1

0

dG
dθ ′

dG
λ sin(θ ′ + 2α)ρs(θ

′)e2π imG

=
∫ 1

0

dGλ(sin θ ′ cos 2α + cos θ ′ sin 2α)e2π imG, (D22)

where
∫ 1

0

dG sin θ ′e2π imGw

= e2π imG

∫ 1

0

dG
λ + ω̄ sin 2πG

ω̄ + λ sin 2πG
e2π imG

=
1

2π
e2π imḠ

∫ 2π

0

dθ
λ + ω̄ sin θ

ω̄ + λ sin θ
eimθ

=
1

2π
e2π imḠ

{
λ

∫ 2π

0

dθ
eimθ

ω̄ + λ sin θ

+
ω̄

2i

∫ 2π

0

dθ
ei(m+1)θ

ω̄ + λ sin θ
−

ω̄

2i

∫ 2π

0

dθ
ei(m−1)θ

ω̄ + λ sin θ

}
.

(D23)

Based on the theorem of the residue, when ω̄ > λ one obtains

fm = λe2π imḠim−1 (ω̄ −
√

ω̄2 − λ2)m

(−λ)m+1

×
√

ω̄2 − λ2(sin 2α + i cos 2α), (D24)

while when ω̄ < λ one gets

fm = λe2π imḠim−1 (ω̄ +
√

ω̄2 − λ2)m

(−λ)m+1

×
√

ω̄2 − λ2(sin 2α − i cos 2α). (D25)

APPENDIX E: NONLINEAR EVOLUTION OF

THE SYSTEM IN THE MARGINAL REGION

When α = 0, Eq. (10) of the main text has two fixed points

(x, y±), where x = 0 and y± = (ω ±
√

ω2 − 3λ2)/(2λ). Lin-

ear stability analysis shows that (x, y+) is a saddle and (x, y−)

is a center. To study the characteristic of this fixed point,

one further considers the effects generated by nonlinear terms

near the center (x, y−). Translating the coordinate (x, y−) into

(0, 0), Eq. (10) of the main text becomes

ẋ = −a1y + a2y2 − a3x2, (E1)

ẏ = b1x − b2xy, (E2)

in the Cartesian coordinates, where a1 =
√

ω2−3λ2, a2 =3/2,

a3 = 1/2, b1 = (5ω − 2
√

ω2 − 3λ2)/3, and b2 = 2λ. Scaling

the variables x′ = x and y′ =
√

a1/b1y, one obtains the stan-

dard form

ẋ = −by + ay2 − cx2, (E3)

ẏ = bx − dxy, (E4)

012212-7



XU, GAO, BOCCALETTI, ZHENG, AND GUAN PHYSICAL REVIEW E 100, 012212 (2019)

where a = a2b1/a1, b =
√

a1b1, c = a3, and d = b2. In polar

coordinates, x = r cos ϕ and y = r sin ϕ, one gets

dr

dϕ
=

r2

b

(a − d ) cos ϕ sin2 ϕ − c cos3 ϕ

1 + r[(c − d ) cos2 ϕ sin ϕ − a sin3 ϕ]/b
. (E5)

Expanding Eq. (E5) near r = 0, one has

dr

dϕ
= R2(ϕ)r2 + R3(ϕ)r3, (E6)

where R2(ϕ) = [−c cos3 ϕ + (a − d ) cos ϕ sin2 ϕ]/b and

R3(ϕ)= [(d− c) cos2 ϕ sin ϕ + a sin3 ϕ][−c cos3 ϕ + (a − d )

cos ϕ sin2 ϕ]/b2. Choosing an orbit with initial condition

r = ǫ at ϕ = 0, and expanding it with respect to ǫ, one

obtains

r(ϕ, ǫ) = r1(ϕ)ǫ + r2(ϕ)ǫ2 + · · · . (E7)

Substituting Eq. (E7) into Eq. (E6), one finally gets the

coefficient balance equations associated with O(ǫn) as

dr1(ϕ)

dϕ
= 0, (E8)

dr2(ϕ)

dϕ
= R2(ϕ)r2

1 (ϕ), (E9)

dr3(ϕ)

dϕ
= R3(ϕ)r3

1 (ϕ) + 2R3(ϕ)r1(ϕ)r2(ϕ). (E10)

Due to the initial condition r1(0)=1, r2(0)=r3(0) = · · · = 0,

it can be seen that ri(ϕ) is a function of sin ϕ or cos ϕ, and

therefore the orbit is invariant after 2π :

r(ϕ + 2π, ǫ) = r(ϕ, ǫ). (E11)

Since ǫ is arbitrary, the conclusion is that all orbits near the

center point are closed.
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