TVLSI-00289-2003.R1 1

Synchronization Overhead in SOC Compressed Test

Paul Theo GonciariMember, IEEE Bashir Al-Hashimi,Senior Member, IEEEand Nicola Nicolici,Member, |IEEE,

Abstract— Test data compression is an enabling technology for means of an on-chip decoder. As will be seen in the following section,
low-cost test. Compression schemes however, require communicationhoth data and control communication requirements of some TDC

between the system under test and the automated test equipment. This g-pemes can be considerable (i.e., a large number of ATE channels
communication, referred to in this paper as synchronization overhead,

may hinder the effective deployment of this new test technology for @re required). Furthermore, based on the type of on-chip decoder (i.e.,
core-based systems-on-a-chip. This paper analyzes the sources of synserial or parallel) some of the TDC schemes may also incur hardware

chronization overhead and discusses the different trade-offs, such as penalties. Throughout the paper we will refer to communication
area overhead, test time and automatic test equipment extensions. A requirements and hardware penaltiessgschronization overhead

novel scalable and programmable on-chip distribution architecture is . o .
proposed, which addresses the synchronization overhead problem and This paper analyzes synchronization overhead for different TDC

facilitates the use of low cost testers for manufacturing test. The design Schemes, and provides a generic solution to reduce it. The proposed
of the proposed architecture is introduced in a generic framework, and solution does not impose changes to existing decoders and it provides

the implementation issues (including the test controller and test set easy design flow integration. The solution eases system level test as
preparation) have been considered for a particular case. it is scalable(i.e., it can be extended to as many cores as required)

Index Terms—DFT, low cost test, test data compression, core-based andprogrammable (i.e., the characteristics of each core test, such as
soc the type of test, the length of the internal scan chain can be changed

at run-time). In particular, the proposed approach is illustrated for the
I. INTRODUCTION Variable-length Input Huffman Coding (VIHC) method [6].

Driven by high transistor density the semiconductor industry is 1€ remainder of this paper is organized as follows. In the follow-
seeing an increase in transistor test cost, which as emphasized infi§eSection previous approaches to reduce synchronization overhead
international technology roadmap for semiconductors (ITRS) [1] m&f€ analyzed. In Section i, the proposed approach is presented, and
even exceed the cost of manufacturing it. The increase in test cospX@erimental results are given in Section IV. In Section V practical
attributed to mainly two factors(a) the high cost of the automatedlmplementatlon issues of the dlstrlputlon architecture introduced in
test equipment (ATE), andb) high test times. On the one hand,th's paper are discussed, and Section VI concludes the paper.

o ac_count for high pin count, for high test pin accuracy and f_or Il. THE IMPORTANCE OF SYNCHRONIZATION IN TEST DATA

the high volumes of test data (VTD), the ATE’s are equipped with COMPRESSION

cutting edge equipment, which considerable drive their cost. On the ) . . ) ] o

other hand, using existing ATE infrastructure, due to the high vqumeAS will be seen in this section, in gen_eral, synchronlzatl_on overhead
of test data and limited ATE bandwidth, the test time is becomirl cludes o.r}e or mqre of the followingi) the use of multiple ATE .
increasingly high [2]. To reduce the cost two main trends have begfannels;(ii) adapting ATEs to start and stop the data stream in
mergedi) the usage of low-cost testers to reduce the cost of the AF2! ime; iii ) on-chip serialization units; an@lv) extensions to the

[3]: and (ii) the usage of test resource partitioning schemes, whigﬁv'ce mterfe_lcg t_)oard (DIB). Ea_ch of the above mflgences the cost
by adding on-chip test resources can reduce the test application tiidest and diminishes the benefits of TDC, as explained next:

and bandwidth requirements [4, 5]. « the use of multlple ATE channelg), diminishes thg eff_ef:tlve-

Test resource partitioning has received considerable attention in N€SS of reduce pin count test (RPCT) and lead to inefficient ATE
recent years due to it's inherent property of reducing the load on F€SOurce usage; _
the tester, and hence endorsing a low-cost ATE test strategy. In thi¢ the adaption of ATEs to start and stop the data stream in real
paper we address one fundamental issue in test resource partitioning time (i) requires ATE extensions, such as source synchronous
in general, and test data compression in particular: communication Puses, which can increase cost, o
between the ATE and the on-chip test infrastructure, require@afor  * the usage of Or_l-Chlp serialization unii§i ) increases the area
transferring test data to and from the ATE, and (b} controlling overhead on-chip; o
the flow of data, e.g., to start/stop the flow of data. « the extensions to the DIBv) m{iy lead to prohlme(_e high DIB

Test data compression (TDC) is a two step process which aims COStS due to the complex designs of DIB when high frequency
at reducing the volume of test data required to test a chip [6]. In SOCs are tested [1,7,8].
the first step, the initial test sefif) is compressed by means of When all of the above are included, the ATE — DUT interface is
a compression algorithm and the resulted compressed tesTeet (llustrated in Figure 1. As shown above, to cope with communication
stored on the ATE; while in the second step, the compressed test'g8irements, there is usually a hardware component required. In
is sent to the Ch|p under test (CUT) and decompressed On-chip qultlon to the immediate cost of the hardWare, SynChrOﬂiZatiOﬂ

overhead may also incur additional test costs. For example, when
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automatic pattern generator (ATPG), and ensure that patterns that
can't be justified by the decoder will not be generated by the APTG
Fig. 1. Test data compression environment with synchronization overheE{gﬁ 10]; or, (c) account for pattern lockout by prefixing the data sent to
the decoder with information that distinguishes between compressed
_ ) . data, and uncompressed data [11].
cost effective solutions in order to take full advantage of the benefltsHence in order to deal with the pattern lockout condition, the
of TDC. In this section the above issues will be detailed and ap ap;proaches imply some overhead: in terms of hardwe;re re-
analysis of p_revious approaches, which have targeted synchronizaggﬂrce’ such as the addition of extra inputs; and in terms of test time
overhead, will be provided. and test data resources, through the addition of padding bits. Thus,
whilst this first category it taught of as synchronization overhead
A. Sources of synchronization overhead freg the overhead issues are dealt witherentlyby the approaches

As illustrated in the previous section, synchronization overheadif order Fo aII_eviate the pattern lockout condition, and therefore not
due to the second step of TD@n-chip decompressioTherefore, COvered in this paper.
firstly we illustrate a generic on-chip decoder, then we review TDC (ii) Since the methods in the second category are build around
approaches from the decoder’s perspective, and finally we anal;%@ing schemes, these will implicitly guarantee the generation of the
decoders based on their synchronization overhead requiremems.required pattern at the output of the decoder. Hence, these methods

An on-chip decoder can be conceptually seen as compristogia do not suffer from the pattern lockout condition, however, in order to
identifier and apattern generatosee Figure 2). The “data source”,Féduce test application time (TAT), when the decoder has 1 output,
in the figure, provides the compressed test 3g) (o the decoder’s the pattern generator should operate at a frequency greatefglaan
“data in” and can be either on-chip or off-chip. Note that, while théNiS is explained as follows: if the patter generator is operating
primary data source is on the ATE, some decoders require on-chip 8Jate, then the time required to generate the initial test 3gj (
rialization units which will therefore become their “data source”. Th¥ill be the same as iffp is directly transported from the ATE
“sync” lines ensure the synchronization between the on-chip decod@rthe CUT. In addition, the code identifier unit adds its latency,
and the “data source”, and can comprise ATE clock signals, star/sipich is the time required to identify a code. Thus, with the pattern
signals from the decoder to the ATE or to the on-chip source, ad§nerator running atate the TAT isnot reduced, rather it is actually
special clock signals. The output of the decoder (“data out”) drivdlacreased! Therefore, to reduce TAT the ratio between the on-chip test

the core’s internal scan chain synchronously with the “scan C||<f(equ$ncy {chip) and the ATE operating frequency must be exploited
chip

The compressed data is sent from the ATE to the DIB at the AT® = ,2). Exploiting the frequency ration brings forth a number of
operating frequencyfite), and the decoder outputs data with the chigynchronization problems as will be seen in Section 11-A.2.
test frequency fehip)- It is important to note that théecoderhas to operate at a frequency

1) Test data compression approacheSor the purpose of this fenip greater thanfae; and while, for simplicity, we also assume that
paper, TDC methods are broadly classified into two catego(igs: the scan chains are fed &p, this is not mandatory. For example,
methods which exploit the spareness of care bits in the test settfag output of the decoder could feed a shift register, and this could
9-11] and(ii) methods which exploit the regularities of the test sghen load data into a multiple scan chain core at a frequency smaller
[6,12-14]. The relevant aspects of the above approaches are tkighn fcnip, Or even thanfae. It should be also noted that when the
decoders. For the first categofiy, the decoders tend to have a smalpattern generator can generate any pattern in one chip test clock cycle,
number of inputsrf), and a large number of outpute) For the there is no need to exploit the frequency ratio [14].
second categoryii), the decoders tend to have a small number of 2) On-chip decoder’s characterizatiorBased on the dependen-
inputs, and a small number of outputs (usually 1), however the outpates between the code identifier and the pattern generator (see
are driven at a frequency higher than the inputs. The above conditidtigure 2), on-chip decoders can be characterizestdal (i.e., during
are discussed in detail in the following paragraphs. the decompression of the current code, no new code can be identified)

(i) For the first category, two aspects are important from thar parallel (i.e., the decompression of the current code and the
compression perspective. Firstly, to increase compression ratiojdientification of a new one can be done simultaneously). To illustrate
must be ensured that>> n, and secondly, any combination requiredhe fundamental distinction between serial and parallel decoders, and
at the decoder’s outputs must be generated by an input sequeaicéhe same time to illustrate the main source of synchronization
(over one or more clock cycles). While the first issue is solved byerhead, in Figure 3 the functionality of the two types of decoders
adding arxor network (or phase shifter) [4, 9, 10] at the outputs of thes exemplified considering a frequency ratio @f= 2. The serial
decoder, the second problem requires careful consideration. Assudegoder receives data at tlfig,ip frequency and it generates data at
for example, that one particular pattern can not be generated at the fp,;, frequency, while the parallel decoder receives data atdfae
outputs of the decoder (i.e., there is pattern lockout condition). If thisequency and generates data at the, frequency. The stopping of
condition is not resolved, the fault coverage could be affected, atite data stream is illustrated for a serial decoder in Figure 3(a). It can
hence, the approaches would render impractical. Proposed solutibasseen in the figure that the code identifier (CI in the figure) works
to deal with this condition are three fol@a) provide an extra input at the on-chip test frequency and that while the pattern generator (PG
which notifies the decoder when the data should be loaded intothe figure) generates data, the code identifier will not process any
the scan chains [9](b) integrate the compression method with amew data. This will lead to stopping the ATE data stream as shown
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Fig. 4. Synchronization overhead for serial and parallel decoder

in the figure. The stopping of the ATE data stream is illustrated falecoder as shown in Figure 4(b).
a parallel decoder in Figure 3(b). It can be seen in the figure that theror a parallel decoder, considaax the frequency ratio which
code identifier can work independently from the pattern generatatlows the pattern generator to generate the longest pattern in the
i.e., the Cl can receive data while the PG generates data, and thatribieber of ATE clock cycles needed by the decoder to identify the
ATE data stream is stopped only when required. The synchronizatisiortest codeword. For example, if the longest pattern has 6 bits, and
overhead for the two types of decoder are analyzed next. the shortest codeword 1 bit, the decoder has to generate data 6 times
(i) When aserial decoderis employed, in order to exploitt faster than it receives, hencghax= 6.
the entire decoder operates &p. Hence, the “data source” is Therefore, ifa is greater than, or equal t@max NO Stop noti-
constrained to using techniques such as those described in [15] &indtions will be send to the ATE; however, if the frequency ratio
[16] for providing data atfehip. This implies the usage ahultiple is less thamimax, the on-chip decoder will notify the ATE to stop
ATE channelsind a serialization unit on-chip or on the DIB. This issending data. As also noted earlier, the ATE has a certain latency
exemplified in Figure 4(a), where far = 4, the ATE channels and to starting/stopping the data stream on a channel and therefore a
the serialization unit are illustrated. In addition, when the currefIFO-like structure is required, which is marked in the figure as
pattern is generated no more data can be processed by the doi® extension. Hence, when compared to a serial decoder, the
identifier, hence, the “sync” lines need to notify the ATE to stoparallel decoder has less synchronization overhead with respect to the
sending data (see Figure 3(a)). Since, some ATEs are not capablintdrface between the ATE and the DUT. However, since the two units
starting/stopping the data stream immediately and require a numft@e code identifier and the pattern generator) can work independently
of clock cycles to change the state of the channel, the DIB mustplicit communication between the two units is required, and hence,
account for this latency. Therefore, the interface between the AWarallel decoders tend to have larger area requirements [6]. Since by
and the chip requires a first-in first-out (FIFO)-like structure to soluedesigning the serial decoder, a parallel version can be envisioned,
this problem. The number of elements in the FIFO is given by ththis paper will focus on reducing synchronization overhead for
maximum number of clock cycles needed to start/stop the data strepanallel decoders.
on the channels. The FIFO-like structure is marked in the figure aswith the advent of new generation ATEs, one may consider
DIB extension. Hence, a serial decoder will not only requirsiput  exploiting the source synchronous bus feature to eliminate the DIB
ATE channels, but also am bit wide FIFO-like structure. extensions introduced by the starting/stopping of the data stream.
(i) When aparallel decoderis employed, the code identifier canHowever, in addition to being an expensive feature which requires
receive data afae, and the pattern generator can generate dataraw investment, the starting/stopping of the data deployment on a
fenip- Hence, the decoder implicitly exploits the frequency ratio, anthannel must be programmed. Hence, the DIB extensions can be
therefore only one ATE channel is required for feeding data to tleiminated at the expense of programming the starting/stopping of
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Fig. 5. Tailoring the compression method

the data stream within the ATE memory. In addition, as it will be 50 O1{Te e e [ A~ DIBextension

seen in Section I1I-A, halting the ATE data stream is not periodic and ~ * FIFQ |SOC
therefore, the ATE must know exactly when the data stream must
be started and stopped. This can lead to prohibitively larger ATE

programs, thus larger memory requirements, and it will not reduce |
the TAT.

To summarize this section, it becomes clear that synchronization |
overhead introduces a trade-off between the effectiveness of test dat serial dec | cur |
compression and cost (i.e., hardware overhead, test time, volume of —I_" -
test data). Addressing this issue is therefore of primary importance synd  [SOC serial dec || cuT _|
in test data compression. A —

_|->' serial dec |—>| CUT
—>| serial dec |—>| CUT

demultiplexer <

ATE head

B. Analysis of previous approaches to reduce synchronization ovEig- 6. Interleaving architecture based on [12]
head

As illustrated in the previous section, depending on the type of ) .
decoder, different synchronization schemes are required. In the f§1€ fourth column. Summing up, the VTD for the two codes is 25

lowing paragraphs we analyze synchronization overhead implicatigidd 32 bits respectively. Hence, it becomes clear that tailoring the
of the compression methods proposed in [12, 13]. compression method can lead to an increase in \_/TD. It should be
Selective coding (SC) [13]employs a parallel on-chip decodernoted that ifo=6, awmin of 3 can only be obtained if the codes are

to decompress the test set on-chip. The SC decoder uses a modRgded.

Huffman finite state machine (FSM) as the code identifier, and aThus, the synchronization overhead is reduced at the expense of
serializer as the pattern generator. The code identifier is receiviig§t data penalties and a frequency ratio dependent on-chip decoder.
data atfate, and the pattern generator generates da@hﬁ; Hence, Hence,. if testing is SOUght at different frequencies, the ATE is
synchronization with the ATE is requireddf < omax (See Section [I- constrained to operate at a new frequency such that the frequency

A). To solve this problem [13] tailors the compression method to suit@tio between the CUT and the ATE remains the same. With already
. With amax= =2 [13], whereb is the block size anemin is the limited ATEs, the on-chip decoders should fully exploit the ATE

minimum Iengthw%deword, the synchronization overhead is reducédpabilities and not further constrain them. Therefore, Section llI-A

if Wmin> . Therefore, to reduce the synchronization overhead forPioposes tdailor the compressed test seind not the compression
given block sizewmin has to be increased. This can be done in twenethod, for a givera. In addition to obtaining similar and smaller
ways as follows.(a) If the number of patterns chosen for selectivdest sets than the above approach with changes to the on-chip
coding do not yield the requiredimin, the number of patterns candecoder, tailoring the compressed test set is generally applicable to
be increased. While this could increase compression ratio, it adgcoders which require a FIFO-like structure.
increases the on-chip decoder area considerably [b3]A second Golomb [12]: uses a serial decoder to provide decompressed test
approach, assuming a fixed number of patterns, is to incnegse data to the CUT. Hence, to reduce TAT the decadquiresDIB ex-
by manipulating the Huffman tree used to obtain the selective codensions and/or on-chip serialization units, as illustrated in Figure 4(a)
and appending bits to the codewords which are shorter than requirggkection 11-A). To reduce this synchronization overhead, in [12] an
This, however, has a direct impact on the compression ratio siniogerleaving architecture was introduced which decompresses the bit
increasingvmin increases the average codeword length, which reducgtseam for multiple cores. The architecture is illustrated in Figure 6.
compression ratio leading to test data penalties, as illustrated nexthe main idea behind this architecture is to exploit the particularities
Consider four patterné,B,C and D, and their number of occur- of the Golomb decoder, i.e., when a '1’ bit is encountered by the
rences as given in Figure 5(a) in the first two columns. Based @olomb decoder a run of '0’s of length equal to the group size is
these two columns the Huffman tree can be built. The correspondiggnerated, and using a FSM and a de-multiplexer multiple cores can
Huffman tree is illustrated in Figure 5(b). Based on the Huffman trebe tested. While the architecture can use a single ATE channel, it still
the codes are derived and shown in the third column in Figure 5(agquires the FIFO-like structure. This is because, while processing the
It can be observed thatyi, = 1. If for example,b =4 anda =2, encoded bit stream, the FSM can notify the ATE that no more data
then based on the previous formub&min > ‘z‘ = 2 in order to should be sent [17] (also see Section II-A). It should be noted that
eliminate the synchronization overhead. Tailoring the compressitive architecture does not exploit the frequency ratio, and it reduces
method to obtainwvmin = 2 is illustrated with Figure 5(c), and the TAT by supplying data to multiple cores in an interleaved manner by
codes obtained based on this new tree are shown Figure 5(a)aativating the corresponding decoder when required. It should also be
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Fig. 7. VIHC - an example [6]

noted that, due to its serial nature the decoder proposed in [18] hlasdec clkrepresents the CGU clock, tldata outrepresents the data
the same requirements as the Golomb decoder and the partitionigput of the decoder, and tisean clkrepresents the clock generated
scheme proposed in [19] also requires also a FIFO-like structure.by the CGU to control the scan chains.
Since Golomb’s decoder is a serial decoder, the FSM will have to
explicitly control each decoder connected in the interleaving archj- _ .
tecture. In order to synchronize the FSM and the decodbiemges A. Tailoring the compressed test set
to the on-chip decoders arecessarylIn addition, the interleaving  The optimum frequency ratio for the VIHC decoder is given by
architecture imposes the following two restrictions. Firstly, all the@max= % wherewmin is the minimum codeword length [6]. Hence
cores which are driven by it have their test sets compressed usihg < dmay the CGU will notify the ATE to stop sending data. This
the same group size; and secondly, the number of cores testeéxemplified next, for the case considered in Figure 7.
using this architectures is constrained by the group size [17]. These
two restrictions are due to the exploitation of the_abovq mqnt_iongq(amme 1 Based on Figure 7, it can be derived to@tax= 411 —a
Golomb decoder’s property._AIso, these two restrlptlons_vwll ellmlna_qao illustrate the stopping of the data stream, for the remainder of
the need for th_e DIB extension at the expense of imposing constrglmg sectiono = 2. For the example in Figure 7(b), Figure 8 shows a
on the system |ntegratpr. To remove the above_res.trlc_tlons for multh,ﬁ]ing diagram wheriemp is decompressed using the VIHC decoder.
core SOC test, Section IlI-B proposes a distribution architeCtUfige arrows in the figure point from the compressed test bit, which
which doesnot require any changes to the on-chip decoders, anghq 1o the identification of a codeword, to the clock cycle when the
it is alsoscalableand programmable. generation of the corresponding pattern starts. The diagram captures
the activity of the decoder’s parts starting with the second codeword
1. PROPOSED APPROACH FOR REDUCING SYNCHRONIZATION  from t.,, (001 in Figure 7(b)). The reference clock is the on-chip test
OVERHEAD clock. The time frame of interest is from theéh6to the 15h clock
The solution proposed to reduce the synchronization overheaccygle, where there are two stop cycles in which no data from the ATE
divided into two parts. The first part, illustrated in Section IlI-A,s processed. At theth clock cycle the codeword “1” is identified.
reduces the FIFO-like structure by introducidgmmybits within The CGU, at clock cycle 8, starts generating the corresponding
the compressed test set, hence tailoring the compressed test set foattern “0000”. However, since the next codeword is “1” there are not
given frequency ratio. The second part, illustrated in Section Ill-Bnough clock cycles to generate the pattern, i.e., the code identifier
exploits the inserted dummy bits and provides a complete solutieequiresl ATE clock cycleo determine the next codeword, while
for system level test using a distribution architecture. the CGU requireg} on-chip clock cyclesor 2 ATE clock cyclesto
The proposed solution has two distinctive features: it is applicalj@nerate the current pattern. Hence, the ATE will be stopped for 1
to decoder which requires a FIFO like structure, and it providescdock cycle. Similar for clock cycle 13.
complete RPCT scenario for SOCs with low storage requirements and
low TAT without any constraints or changes to the test or interface The reason for stopping the ATE is to make sure that no data is lost
equipment, e.g., ATE or DIB. In this section we will introduce thavhile the on-chip decoder is unable to process it. However, if care
proposed approach using the Variable-length Input Huffman Codiigytaken to ensure that the data which could be lost is not relevant,
(VIHC) scheme [6], which is briefly revised next. there is no need to stop the ATE in the first place. To achieve this the
The VIHC scheme splits the test set into runs of '0's of lengthompressed test set tigilored for the current frequency ratidrlhis
smaller than, or equal to, a group size.J. The obtained patterns works as follows. For the number of ATE clock cycles in which the
are then encoded using Huffman coding. This is exemplified, f@GU setsATE syncto low, thus notifying the ATE to stop sending
my = 4, in Figure 7, where one test vector is processed. Using VIHgata, dummy(D) bits are inserted in the compressed test set. For a
the initial test vector t(it) is compressedtdm) (see Figure 7(b) given frequency ratio() the number of dummy bits is obtained using
where the codewords are delimited through spaces). The diction&@%}, where |L;| represents the length of the current pattern
employed in the compression process is illustrated in Figure 7(andwi.1 represents the length of the next codeword [6]. Hence, since
The VIHC method uses a parallel on-chip decoder comprisingtlaere is no need to stop the ATE, the FIFO-like structure can be
Huffman decoder as the code identifier and a control and generatiremoved thus eliminating the synchronization overhead. Since these
unit (CGU) as the pattern generator. When the Huff-decoder identifidsmmy bits will not be processed by the decoder they will not affect
a codeword, the CGU starts generating the pattern after two on-ctiye correct generation of the decompressed test set. Applying this
clock cycles. For the distribution architecture proposed in this papstrategy to the entiremp, t/cmp: 000 001 1 D 1D 011 ID 010 is
the following signals are of interest. THETE syncrepresents the obtained. While, tailoring the compressed test set increases the VTD,
signal used by the CGU to notify the ATE to stop sending data, ti®wever, the TAT is equal to the TAT of the initially compressed test
FSM clkrepresents the clock used to drive the code identifier unget. In addition, since the ATE must not start/stop when requested by
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Fig. 8. Timing diagram to illustrate the stopping of the data stream

the CGU, the size of the tailored test set in bits will equal the TAUNit is receiving data from the ATE dte, Using one ATE channel,
in ATE clock cycles. and sends data to the selected decodésatHence, the data send to
When compared to tailoring the compression method (as illustratde distribution unit has to correspond to the selected decoder. This
in Section 1I-B), this approach is especially suitable when the ratis achieved by generating a composite test 3g) (vhich matches
betweenmy, and a is rather large (e.g.% is 4 or 8). This is the distribution’s unit functionality, as detailed next.
due to the large number of padding bits required by tailoring the Starting with the tailored compressed test sets, the composite test
compression method. For example assume that when the test saeisis generated as illustrated in Figure 9(c). Firstly, the bits from the
compressed usingwy = 16, Wmin = 1. If o =2, then in order to first test set are copied infig; up to the firsdummybit. At this point,
reduce synchronization overheauhin will be 8. Thus, tailoring the the next test set is choseR! (bold is used to represent the data from
compression method will increase all the codewords to be of size®}), and the bits up to the first dummy bit are copied ifita To
hence reducing compression ratio. illustrate the implications in the distribution’s unit functionality when
Since the proposed approach does not change the code usedherchanging of the test set occurs, a timing diagram is presented in
compression nor the on-chip decoder, it is generally applicable Figure 9(d). Each decoder has been represented by the code identifier
methods which require a FIFO-like structure for synchronizatioCl) and the pattern generatd?@) in the figure. It can be seen that
Despite this advantage, tailoring the compressed test set and tailodnghe 4h on-chip clock cycleCl; becomes active. Hence, instead of
the compression method increase the volume of test data storedsending a dummy bit to decod€lg as in the case of the tailored test
the ATE. Hence, these methods bring forth a trade-off between thet, useful test data is sent to deco@¢r. Since, the test data from
synchronization overhead and the amount of memory required on fiehas been added @, Cl; will receive the correct compressed test
ATE. To solve this problem in the following section a distributiorbits. While switching of the test sets based on the occurrence of the
architecture to test multiple cores is proposed. dummy bits is usually performed, there are some exceptions which
have to be accounted for. For example, bit stream “1D 011 1D” in the
tailored compressed test set fqP was copied intolc without the
first dummy bit. This is due to the fact that when the first codeword
Testing multiple cores using onlgne ATE channeimplies ex- 1 from the above bit stream is received ®f, the pattern generator
ploiting the clock cycles when the decoder corresponding to a corejges not generate any more data, and therefore it can commence the
not capable of processing data. For example, when using the MinTggheration of the pattern immediately after the codeword has been
[20] test set for the s13207 full scan ISCAS89 [21] benchmark circujfentified (clock cycle 14 in Figure 9(d)). Note that this is contrary
and applying VIHC withm, = 8, the compressed test set is 38123, Figure 8 (clock cycle 13), where the pattern generator was still
bits. However, the TAT fora = 2 is of 89646 ATE clock cycles. pysy generating the pattern corresponding to a previous codeword,
Hence, there are 51523 ATE clock cycles in which the decoder dgq therefore the dummy bit was inserted in H In general, if
not processing data, or there are 515f8nmybits in the tailored |L||_;Vl+1'a is negative then there is no need to insert the dummy bit
compressed test set stored on the ATE. into Te. It is important to note that, if the number of bits copied into

To explore thesg dummy bits for multiple core test using one ATJ1EC are not enough to account for the number of dummy bits from
channel, the following steps are performéa) the core’s compressed ihe previous test set, and if there are no more test sets available, then
test sets are merged into one composite test (b@tone decoder dummy bits are inserted infe.

per core is used anft) the necessary, core and decoder, selection

hardware is added. These steps are illustrated in the next example.a distribution architecture which can make use of the composite
test set as generated above is given for the general calseaks

Example 2 Assume a system composed out of two cor@sr§& in Figure 10. The distribution architecture comprisestogok bit

andCorey) and their corresponding decodere§ anddeg), with  counter, ak: 1 multiplexer, a logk: k decoder and & bit config-

the test sets given bijg and TDl in Figure 9(a). Both test sets haveuration register ¢onf reg. The counter drives the lgé : k decoder

been compressed using the codes given in Figure 7(a) and tailosed thek : 1 mux The en output of the logk: k decoderis high,

for a frequency ratio o =2 (Tt0 and T} in Figure 9(a)). It can be enabling the corresponding decodeie¢) if the logok counter has

observed that, in order to reduce the synchronization overhead, bthte appropriate value. The synchronization elemesisd eley

test sets require three dummy bits. Using only one ATE channel titlestrated in the figure, represent blocks of logic which ensure that

test data can be send to the cores by careful selection of the decdtlercode identifier of decodeteg will not receive theFSM clk if

which receives data. This is illustrated generically in Figure 9(b) witln is low. In addition, in order to completely disable the decoder

the distribution unit, which will be detailed later in this section. Thafter the pattern has been generated one may also consider gating

B. Distribution architecture for multiple core test
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ron cau) D@D i O OB
CI1 (Huff-decoder’ 0 0 0 1 1
\\ ~ —

(d) Timing diagram

Fig. 9. Distribution architecture for two cores

the dec clksignal (as illustrated witladd. gatingin Figure 10). This, Tc is lower bounded by the sum of sizes of the initially compressed
however, is not necessary for the VIHC decoder [6]. test sets and upper bounded by the sum of the sizes of the tailored
After reset, the counter is selecting decodeg. As long as the compressed test sets. This is because, if no dummy bits are inserted
ATE syncsignal is high,deg processes data fromiata,. Once the into the composite test set, the size of the composite test set is given
ATE synds set to low, the counter will increment enabling the nex@y the sum of sizes the initially compressed test sets. If however,
decoder which has thA&TE syncline high to process data from the dummy bits are required, the number of dummy bits is always smaller
ATE. It should be noted that th&TE synds set low when the pattern than the sum of the dummy bits in the tailored compressed test sets.
generator is still busy processing the previous pattern and can noThe algorithm for computing the composite test set has a com-
commence the generation of the new one. This state correspondpléxity which is linear in the size of the compressed test sets for the
the changing of test sets as illustrated in Example 2. number of cores connected to the distribution architecture. Consider
To summarize, for a system witk cores, employing this ar- k cores and the compressed test sets lengiis the complexity of
chitecture implies the following steps. Firstly, each core's test séte algorithm isO(3 [T|), i.e., the algorithm has to process every
is compressed such that the compression ratio, area overhead Rh@f each core’s compressed test set, determine if a codeword has
TAT meet the system’s constraints. Secondly, for the decoders whiegen found, identify the length of the pattern, and decide whether
have amax greater than the available frequency ratio, the tailoredy dummy bit is required or not. While we chose to compute the
compressed test sets are determined. Finally, the tailored compredgé@red test sets separately, this can be done simultaneously with the
test sets are merged together into a composite test Tedtgs Computation oflc.
illustrated with Example 2. If there are test sets which do not require Since the distribution architecture exploits the notification signals
tailoring, and dummy bits have to be inserted infg, then the from the VIHC decoder, it does not have to explicitly control each
distribution architecture can be extended with one more decoder. THecoder, but rather disable them when appropriate. This leads to
decoder corresponds to the test sets which does not require tailorgxplability. Therefore, the architecture can hanadley number of
When all the decoders connected to the distribution architecture &#1C decoders of any group siz&n additional advantage of the
busy, then the data can be redirected to this separate decoder, @ogosed architecture ogrammability . This is achieved by using
thus no dummy bits are required. It should be noted that, the sizetbé conf reg register. If some cores have finished the test faster
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Fig. 10. Distribution architecture for multiple core test 16 | 80392 || 193416 127849 97590 | 92377

TABLE |
TAILORING COMPRESSION METHOD(CMPBASED ON[13]) VS. TAILORING
than the others, then the decoders corresponding to these cores are COMPRESSED TEST SE{SetSEE SECTION I11-A)

no longer needed. To disable these decoders, the register can be
loaded with the appropriate value. It is important to note that, these
two featuresscalability and programmability are missing from the

min= 273854

interleaving architecture proposed in [12, 17]. Furthermore, using the Method T;"_orzed |TC(|}(E';S) aof gverge_aci
interleaving architecture, multiple cores must be assigned to the same cmp 50510 T 332150 1 3921 1755
decoder, thus increasing the length of the scan chains in the SOC, set 446528 | 320231 || 38.67 | 14.48
which can lead to excessive power dissipation. distr 293851 279837 [ 6.80 | 2.13
TABLE Il
1IV. EXPERIMENTAL RESULTS COMPARISON WITH PREVIOUS WORK FORS1

To validate the efficiency of the proposed solution, experiments
have been performed on the full-scan version of the largest ISCAS89
benchmark circuits [21] using the MinTest [20] test sets. The expefead to large test sets especially when the ratio betwagand a
ments have been executed on a Pentium [ll 500MHz workstation withlarge. For example, in the case #5932 form, = 16 anda = 2,
128 MB DRAM. The algorithms to tailor the compression methothiloring the compressed test set (column 5) will lead to a reduction of
(based on [13]), and to tailor the compressed test sets (see Section7% when compared to tailoring the compression method (column 4).
A) have been implemented for VIHC. In addition, in order to providSimilarly, for a = 4 andm, = 16 a 64% reduction is obtained, when
a comparison between the two architectures for multiple core telse two methods are compared. While there are cases when tailoring
(the interleaving architecture [12,17] and the proposed distributidhe compression method leads to smaller test sets than tailoring the
architecture (see Section IlI-B)), the generation of the composite tés$t set, the difference is on average of less than 5%.
set for the two architectures has been also implemented. Distribution architecture: The usage of the distribution ar-

Two sets of results are discussed in this section. Firstly, for tlitecture distr) is illustrated next. Two experimental setups are
largest ISCAS89 benchmarks cores a comparison between tailoroumsidered: syster®1comprising all the circuits from Table | argR
the compressed test set and tailoring the compression method is givamprising X 5378, X 9234, X s13207 and & s38584. The first
Secondly, the distribution architecture is quantified for two systems.sgstem §1) has been chosen to illustrate the potential of the proposed
should be noted that, since the synchronization overhead is remowdigtribution architecture to provide test data to all the cores in a
the results reported in this section represent both volume of test d8@C and to illustrate the trade-off reduction between the VTD and
(VTD) in bits and test application time (TAT) in ATE clock cycles. synchronization overhead introduced by tailoring the compression

Tailoring the compressed test sefhe comparison between methodcmp and tailoring the compressed test set The second

tailoring the compression method and tailoring the compressed tegstem §2) has been chosen to illustrate the scalability of the
set is given in Table I. The table lists the circuit, the group simg),( proposed distribution architecture when compared to the interleaving
the volume of test datdTg|) obtained after compression, the size ofrchitecture from [12,17]. Both systems are tested using one ATE
the test set after tailoring the compression methodd and after channel, with frequency ratios of = 2 anda = 4. The results for
tailoring the compressed test seef, when the group size is 4, 8 systemS1andS2 are presented in Table Il and Ill, respectively.
and 16. Tailoring the compression method and the compressed te$tor systemS1, Table Il illustrates the results obtained using the
set has been performed for frequency ratios equal ta 2 ) and three methodscfnp set and distr) for the two frequency ratios.
4 (a = 4). The best result obtained by the methods for each cote,should be noted that focmp and set for each circuit, the
group size and frequency ratio, are marked with bold in the tableest result reported in Table | has been chosen in computing the
As illustrated in Section llI-A, tailoring the compression method wiltotal test set size foS1, when S1 is tested one core at a time
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Miethod || Tailored 1o (57S) T},”jvif’fjf(f to note that this experiment shows the scalability of the proposed
Ga=2 | a=4 |a=2]a=4 approach and the benefits derived from it. Also note that when the

inter [12] 283162 3937 same compression ratio is obtained by both Golomb and VIHC,
distr 310105] 302337 || 545 [ 3.02 and when all the requirements are fulfilled both, the interleaving
TABLE IlI architecture and the distribution architecture will yield the same TAT.

Since, the interleaving architecture [12,17] is based on the serial
Golomb decoder, it does not exploit the frequency ratio. Hence, the
size of the composite test set does not change with the frequency
ratio. As illustrated in the table, the distribution architectutést()
yields smaller test sets than the interleaving architectinterj. For

and the synchronization overhead eliminated. For example, for C@ample, reductions of 381% and 3742% in VTD are obtained for
s5378, fora = 2, cmp= 16554 andset=17668. As also noted in ¢ — 2 anda = 4. Hence, when cores come with different decoders and
Section Ill-A, cmpandset bring forth a trade-off between reducinggifferent group sizes, the proposed distribution architecture does not
the synchronization overhead and VTD. Therefore, the minimum teghuire any decoder's modifications to fully exploiting them. This is
set forS1, when one core at the time is testexiif), and the increase contrary to the interleaving architecture which requires that the same
in VTD, are also illustrated in Table Il. The minimum test set has be@poup size is used for all the cores, and that the compressed test sets
computed by summing up the minimufi| from Table I column 3, are combined to yield almost equal test sets per decoder.

e.g., for cores5378 the chosen test set size has been 1260450 Therefore, in addition to the features which allow an easy design
the compressed test set obtained using a group size of 16 has Br&R integration, the proposed distribution architecture also reduces
chosen for each core. It can be observed from Table Il that in ordenji§lume of test data when compared to previous methods for syn-
testS1, one core at a time and reduce the synchronization overhegfronization overhead reduction. Moreover, because when no the
tailoring the compression methodnip) obtains larger test sets thangynchronization overhead is induced the VTD in bits equals the TAT
tailoring the compressed test seef. For examplesetobtains a 3% iy ATE clock cycles, the reduction in VTD equals the reduction in
reduction overcmpfor a = 4. The trade-off between the VTD andTaT. Furthermore, at-speed structural test can be facilitated by using

synchronization overhead becomes obvious when the values obtaiggcthip test controllers without some of the drawbacks of the slow-
for cmpandsetare compared to thein value. For example, there f5st clock approach [23], as illustrated next.

is 39% and 38% increase in VTD whemp and set are compared

to min for a = 2. However, employing the distribution architecture V. IMPLEMENTATION ISSUES

(distr) the VTD can be reduced. For example, o2, 3477% and |y thjs section we consider practical implementation issues related
34.19% reductions are obtained when compared tocth@andset 5 the proposed architecture when testing core based SOCs. Our
approaches. Similarly, fom = 4, reductions of 154% and 151% gesign aimed at facilitating(a) IEEE 1149.1 compatibility, by

are obtained when compared to tep and set approaches. Note engyring that extending the test access port (TAP) controller [22]
that, .the. Sizes of th? composite test sets used in conjunction Withy, one instruction will suffice for using the approach proposed
the distribution architecture are only88% and 213% larger than i, section III: (b) stuck-at and delay fault test hence allowing

min for the circuits inS1 for a =2 anda = 4 respectively. Thus, {he system integrator to target different types of faults using the

employing the distribution architecture there is virtually no trade-offistribution architecture; angt) seamless integrationthrough plug-
between reducing the synchronization overhead and the VTD. Siréﬁ?d-play and easy configuration.

the entire system can be connected to the distribution architecture Test controller: As the distribution architecture generates data at

without any restrictions, the proposed solution can easily fit into fgifferent frequency than it receives, controlling test deployment and

design and test flow without any further modifications to the test aggysjication from the ATE becomes very difficult. Therefore, in order

interface equipment, e.g. ATE or DIB. Moreover, as illustrated iy endorse(a) and (b) pointed out above, we enhance each decoder

Figure 10 (see Section 1lI-B), the architecture is driven using onlyith a test controller. In addition, to support plug-and-play and easy

one data input. Hence, the distribution architecture provides an e@gpfiguration(c), each test controller has a configuration register.

integration to the IEEE 1149.1 standard [22] for test data compress@dnigh level view of the test controller is given in Figure 11(a).

SOC testing. In addition, as will be seen in Section V, the distributiofhe inputs to the controller arprog data in and do_prog - for

unit and the decoders for the corresponding cores can be considgggding the configuration registetin - the test mode signakn -

as a separate core which is plugged into the system. to enable the decoder (see Section IlI-B)n - data input to the
The second experiment is detailed next. As noted in Section Hecoder, andlks- the clocks ¢lk andFSM clkin Section IlI-B); the

B, the interleaving architecture proposed in [12,17] imposes certantputs areprog data out, ate sync- for feeding in the distribution

constraints on how the cores are connected to the system, iumit, se - scan enablesi - scan in data, andlk - clock. The test

all the cores’ test sets must be compressed with Golomb usiogntroller has three modes of operatidi): test mode whentm is

the same group size, the number of the decoders driven by thigh;(ii) normal modewhentmis low, and(iii) program modewhen

architecture is restricted to the group size and the length of the tdst prog is high. When in(i) test mode, it will(1) ensure that the

sets for each decoder should be approximately equal. To conform wdiacoder is receiving the correct clocks, depending orethsignal;

these requirements and to illustrate the scalability of the propos@) generate the scan enalde corresponding to test data shifting

distribution architecture, a group size of 4 has been considered {ee= 0) and test applicationsé= 1) depending on the value of the

the interleaving architecture. Hence, the architecture drives 4 decodssanter (3) and generate a scan clock derived from the decoder’s

of group size 4. The assignment of the cores to decoders is amgput. When in(ii) normal mode, the decoder is disable is

follows: 2x $378 and & 9234 to one decoder,x2s13207 to the high and the generated clock is the on-chip test clock. Wheiijn

second decoder,x1s38584 to the third decoder and th& 438584 program modeprog data in will feed the configuration register in

to the forth decoder. This is done to obtain approximately equie test controller.

length test sets for each decoder. For the distribution architecturéThe configuration register will contain core specific information,

a group size of 16 has been used for all the cores. It is importatch as the type of test (we used 01 and 10 to represent a stuck-at test

COMPARISON WITH PREVIOUS WORK FORS2
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any number of decoders, a system integrator may want to limit these

prog_data_in _| conf. register |, prog_data_out in order to contain area overhead.
Test preparation: As an on-chip test set deployment and ap-
= plication architecture, with data fed to the cores at a frequency
g £ different than the ATE’s, providing test application support from the
oo | ate_sync ATE becomes difficult. Therefore, the test generation process, which
§g<5pr0g control s occurs on-chip, should account for the test application as well. As
en unit clk noted in the beginning of Section V, we are considering stuck-at as
tm B ft b 4 cou well as delay fault tests. For delay fault tests we chose a double-
i s capture scenario.
din <lis decoder The test controller detailed above will ensure proper test appli-
cation, however care must be taken to ensure that there is no useful
(a) Per-decoder test controller test data generated by the decoder during test application. This can be
achieved by eithefi) modifying the uncompressed test set, depending
on the type of test performed, or ify) ensuring that the decoder does
en[1.2] _prog_din not generate any data. For the former, each test vector is padded with
one bit in the case of a stuck-at fault test, or with two bits, in the case
din T " ont Reg| L=E| | Conf. Reg| |—= Prog_data_out of a double capture delay fault test. These bits will be then ignored,
gg’,ifrg:afm:ﬂ‘ i ‘ s fkg‘ and not fed into the scan chain. In the case of the latter, during
‘e‘:able — Cul. Unit Cul. Unit the test application period, the decoder’s clock will be gated. While
| Distribution the difference between the two cases does not appear significant,
Unit LestCirly] T et Gl 2 i the following should be considered. In the former cé$ethe test
Decoder ] Decoder sefl.2] stimuli for each core must be pre-processed before compression (i.e.,
t ?1‘3“2%] each test vector must be padded with 1 or 2 bits), and then the
ate_syncfl..2] flow illustrated in Section 1II-B performed. In the latter ca6d,
the composite test set generation illustrated in Section IlI-B must be
(b) Distribution unit and test controller altered, to consider the type of test. In our implementation we opted
for solution (i).
Fig. 11. Test control Plug-and-play: To enable easy integration with existing designs,

the implementation should support different configurations, which

will allow for various trade-off scenarios. Clearly, the distribution
and delay-fault test, respectively) and the length of the wrapper seahitecture as illustrated in Section I-B, allows for multiple core
chain [24] (we assume a serial core wrapper design configuration)tést, when for each core one decoder is chosen, or when multiple
distribution architecture connected to two test controllers is illustrate@dres are connected in series. However, due to routing overhead, scan
in Figure 11(b). The configuration registers of the distribution archgower dissipation or decoder area overhead, for example, different
tecture and ones of the two test controllers construct a scan chadnfigurations may be desired. One scenario that can extend the
which is programmed usindo_prog and prog data in. Thus, the proposed approach, is to feed multiple cores using the output of one
entire architecture can be easily configured. test controller. Feeding multiple cores using one data input can be

The design illustrated above can be easily connected to a TABhieved by using a programmable clock distribution network (CDN),
controller, which will control enable do_prog and tm, of the i.e., a shift register, which holds the configuration for the active core,
distribution architecture, by means of one miscellaneous registaid a decoder that passes the corresponding clock. Extending the test
(user register). In addition, since the on-chip test controller ensurgstroller with such a unit, implies the connectiongrbg data out
clock generation at on-chip frequencies, the proposed distributianthe shift register’s input of the CDN. Note that this extension does
architecture represents a Load Slow/Run Fast environment whiebt require any modification to the distribution architecture or test
is very suitable for DFT-focused test [23]. Thus, we can achiewntrollers. Also note that, as long as the test controllers use the same
at-speed structural test without some of the drawbacks of usingngerface, adding test controllers to the distribution architecture is only
typical slow-fast clock approach, such as using programmable PLlisited by the number of outputs of the distribution architecture, no
for generating the launch and capture clocking [23]. It should also beher modifications are required.
noted that the TAP controller will require to only shift data, the update Finally, we illustrate a simulation screen shot obtained by simulat-
and capture states are not used for internal test with the proposegl the placed and routed design, pointing out the different features
architecture. For issues related to at-speed structural test the interegsiate proposed approach. For demonstration purposes we considered
reader is referred to [25, 26]. two cores,corey andcorep, with 7 and 9 scan cells respectively. We
For the design given in Figure 11(b), we considered the decodemsidered focorey a single clock cycle capture test, while foore;

with a group size of 16; and we assumed the two cores with scardouble capture test. Also, the two cores use a clock periodref 20
chains of length 256, hence, the length of the counter is 8, whiend the ATE clock period is of & Figure 12 illustrates one test

implemented using Synopsys Design Compiler [27], the synthesizstdategy. The figure illustrates the design immediately after it has been
design has been placed and routed using Silicon Ensemble froomfigured (i.e.do_prog is set low, andenableis set high). Hence,
Cadence [28], for Alcatel .B8u technology library (MTC35000). At all dinis fed to the decoders, and their corresponding test controllers will
stages, the design has been simulated using Model-Sim from Mergeneratese si andclk, for the two cores, respectively (starting from
Graphics [29]. The design has an area of 4169&2F (=~ 2000-2- 2usto 4usin the figure). Also marked in the figure are sefor single

input NAND gates), of which 980% represents the area of the twaand double capture, hence different tests strategies can be performed
test controllers. Hence, while the distribution architecture can handlienultaneously for different cores. When the test session has finished,
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Fig. 12.
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(7]
marked in the figure), and the architecture reprogrammed. Note that
this may occur only after all decoders have finished generating data.

VI. CONCLUSION (8]

This paper has analyzed synchronization overhead in SOC test f
coding schemes based compression methods. A two step solution Tor and D. Wheater, “A SmartBIST Variat with Guaranteed Encoding,” in
addressing the synchronization overhead problem has been proposed,Proceedings of the Asian Test Symposium (AT&yoto, Japan: IEEE
which exploits frequency ratio and does not require any extra control

from the ATE. The two steps, tailoring the compressed test

and the distribution architecture, add scalability and programmability
features to the solution. Therefore, the proposed solution facilitates
multiple core SOC test and easy integration in the design flow withold]
imposing any restrictions on the system integrator. Additionally,
detailed hardware implementation issues including the test controller
and test set preparation have been considered in the paper. Hefgg, o, Chandra and K. Chakrabarty, “System-on-a-Chip Test Data Com-
this paper has shown how a new test methodology based on test data pression and Decompression Architectures Based on Golomb Codes,”
compression using coding schemes, can be employed in a reduce pin |EEE Transactions on Computer-Aided Desigol. 20, pp. 113-120,
count test — IEEE 1149.1 compliant environment, and also enSl[I{g]
stuck-at and delay fault tests.
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