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Abstract State estimation is a critical functionality of

energy management system (EMS) to provide power system

states in real-time operations. However, problems such as

failure to converge, prone to failure during contingencies,

and biased estimates while system is under stressed condi-

tion occur so that state estimation results may not be reliable.

The unreliable results further impact downstream network

and market applications, such as contingency analysis,

voltage stability analysis, transient stability analysis, system

alarming, and unit commitment. Thus, operators may lose

the awareness of system condition in EMS. This paper pro-

poses a fully independent and one-of-a-kind system by

integrating linear state estimator into situational awareness

applications based on real-time synchrophasor data. With

guaranteed and accurate state estimation solution and

advanced real-time data analytic and monitoring function-

alities, the system is capable of assisting operators to assess

and diagnose current system conditions for proactive and

necessary corrective actions. The architecture, building

components, and implementation of the proposed system are

explored in detail. Two case studieswith simulated data from

the subsystems of Electric Reliability Council of Texas

(ERCOT) and Los Angeles Department of Water and Power

(LADWP) are presented. The test results show the effec-

tiveness and reliability of the system, and its value for real-

time power system operations.

Keywords Synchrophasor, Linear state estimator,

Situational awareness, Power system operation

1 Introduction

State estimator is one of the key applications in energy

management system (EMS). It serves as a vital module that

validates the raw measurements from the supervisory

control and data acquisition (SCADA) system and provides

current system states for downstream applications in EMS

[1–3]. Applications such as contingency analysis, voltage

stability analysis, transient stability analysis, system

alarming, unit commitment, are critical to provide power

system operators situational awareness and useful control

applications to manage the grid reliability. During a system

event, operators need to monitor system vulnerability,

diagnose the cause of event and take corrective actions

based on such tools. Typically, iterative methods are used

in a conventional state estimator, which uses the previous

operating condition as the initial point for the next solution.

However, a state estimator may not converge, especially

during the stressed condition or system experiencing con-

tingencies when the state estimator results are needed the

most. Moreover, incorrect or biased estimates are more

likely to occur when the system is overloading. As a result,

even when the state estimator converges, erroneous

assessment of the system state may be obtained [4].
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Some research has been conducted to increase the

robustness of the state estimator by either introducing

phasor measurement unit (PMU) data to formulate a hybrid

state estimator or proposing new algorithms [5–10].

However, these methods are still not ready to be adopted at

the control center. Authors in [11–13] have formulated the

conventional state estimator problem as the linear weighed

least square (WLS) problem or the mixed-integer pro-

gramming problem. Nevertheless, such state estimators

have not been integrated and implemented in a real power

system, and it will have high computational cost to

implement in large-scale power systems [14]. As a com-

mon practice in utilities for critical infrastructures, one or

more backup EMSs are typically deployed. This enhances

the availability of the state estimator solution, but since

they may share the same data communication links and use

the same solving technique, they are prone to common

mode failure. A state estimator that is independent of

SCADA/EMS and can be reliably solved is needed to

complement the conventional state estimator.

Recent industry deployment of PMUs enables new state

estimator algorithms to be developed. The synchrophasor

concept was first presented in 1983 by J. S. Thorp, A.

G. Phadke, and M. A. Adamiak [15]. PMU data are derived

from waveform samples, time tagged using a global posi-

tioning system (GPS) clock, and typically transmitted from

local substations or generating stations to control centers at

20 to 60 frames per second [16–20]. With the complex

voltage and current phasor, measurement equations can be

written as linear functions of the system states. The lin-

earity between the phasor measurements and the system

states allows a linear state estimator (LSE) to become

feasible [21, 22].

A three phase LSE, using an algorithm developed at the

Virginia Tech, was initially adopted by Dominion Virginia

Power. It has been running in the field since 2013 [23].

However, this LSE is not tightly integrated with the

existing real-time operation model; instead it uses a sepa-

rate representation format of power system defined by the

developer. It also has difficulty providing good estimate

results when it encounters the system topology error. A

two-level LSE [24, 25] has been developed at Washington

State University (WSU). It was adopted and deployed at

Pacific Gas and Electric Company [26–28]. This LSE has

an advantage of detecting topology errors by running LSE

at the substation level. However, this feature requires

having current measurement at each of circuit breakers in a

substation, which is not realistic with the present coverage

of PMU installation. A three phase state estimator using

modal decoupling is proposed in [14]. In order to make the

least absolute value (LAV) estimator robust to leveraged

measurements, system model may need to be modified with

virtual buses. This is not favorable in industry practice for

easy model integration. Due to the type and location of

leveraged measurements, they may move the estimates

towards wrong value when they carry bad data. Moreover,

simulation shows such estimator takes 3 s to 5 s to solve,

which cannot keep up with the real-time PMU data rate.

A reliable LSE result can provide a base case and data

suitable for other synchrophasor applications, especially

those aimed at wide area situational awareness. Currently,

real-time operations within utilities and Independent System

Operators (ISOs) rely on a SCADA system. SCADA data is

generated locally at a low sample rate (one sample per 2–4 s),

and most is not time-synchronized. Due to these limitations,

operators do not have the ability tomonitor system dynamics

or have full visibility across the entire interconnected grid.

Lack of such wide area visibility has been a major con-

tributing factor to many major power system blackouts

[29–31]. Power systems have also become so inter-depen-

dent that the events in one area can quickly cascade and

impact other areas. Thus, it is important to utilize time-

synchronized data analytical tools to monitor wide area

system stability and improve reliability.

In this paper, an integrated system of enhanced LSE and

advanced synchrophasor applications for situational aware-

ness is proposed. The system provides a fast real-time and

guaranteed state estimation solution at the PMU data rate

using the real power system network model. Coupled with a

synchrophasor analytic applications engine and real-time

visualization, the system provides dynamic visibility of the

grid by a complete solution of data validation and condi-

tioning, linear state estimation, data analytics, and visual-

ization. Compared with the conventional state estimator, the

proposed system guarantees solutions and performs in real

time at the PMU data rate. By leveraging modeless algo-

rithms and the LSE technology, the new situational aware-

ness system extends visibility and reliable information for

real-time power system operations.

The system architecture is explored in Sect. 2. Section 3

describes a data preconditioning module prior to the LSE.

The system model and model update process is introduced

in Sect. 4. In the following Sect. 5, an enhanced LSE

handling practical issues is presented. The key syn-

chrophasor applications engine embedded in this system is

discussed in Sect. 6. Section 7 presents the one-line dia-

gram and situational awareness visualization. The testing

cases with simulated PMU data are covered in Sect. 8. The

conclusion is drawn in Sect. 9.

2 System architecture

With the dedicated synchrophasor measurements, com-

munication and system model topology update, the entire

system can be designed to be independent of the

Synchrophasor-based real-time state estimation and situational awareness system… 371

123



conventional EMS/SCADA system. This synchrophasor-

based state estimation and situational awareness system is

designed as service-oriented architecture (SOA). Figure 1

shows the architecture, building components, and data flow

of the system. Synchrophasor data are transferred via high

speed network to the enterprise operations service network,

where different applications components are running,

including modeless data validation and conditioning, net-

work model manager, LSE, synchrophasor applications

engine, etc. This extendible architecture allows integration

of future synchrophasor-based applications such as con-

tingency analysis, frequency response, protection and

control. Data transfer between applications is through

standard protocols, such as IEEE C37.118, Inter-control

Center Communications Protocol (ICCP), and Distributed

Network Protocol (DNP3). The key components of the

system are discussed in the following sections.

3 Preconditioning synchrophasor data

PMU data quality issues do exist, especially at the early

stage of PMU deployments. Hence, a preconditioning pro-

cess of the raw PMU data is designed and implemented. This

approach can benefit the downstream LSE by filtering out

those measurements which do not meet some basic reason-

ability requirement. It reduces the impact of bad data on the

WLS algorithm for solving the state estimation problem.

This modeless synchrophasor data validation and con-

ditioning process contains several modules, and they pro-

cess the data in a successive sequence, as shown in Fig. 2.

Each algorithm examines particular characteristics of the

data and records the outcome in an 8-bit quality flag.

The Communication & Message Format module exami-

nes communication errors, protocol implementation, and

message characteristics such as message length, type, and

destination. If there is an error up to this point, the data is

declared bad and no further checking is necessary. The Time

& Timing module checks data consistency, data time and

timing error flags from the PMU, and make sure the data is

Advanced modeless 

data validation and 

conditioning

LSE

ICCP

gateway

Network model 

manager

Raw data from 

ICCP server

Breaker 

status

Network model from 

real-time operations

Raw data entry in 

IEEE C37.118

Synchrophasor applications engine:

situational awareness, oscillation detection, 

islanding, event analyzer, etc

Database

Results & Alarm

Intelligent synchrophasor 

gateway

One-line 

diagram editor

One-line diagram from 

real-time operations Visualization client

SOA

DNP3 output

Fig. 1 Service-oriented architecture and data flow of the system

Fig. 2 Flow chart of the modeless module
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within required latency. For example, if the timestamp in

coordinated universal time (UTC) of current sample is

smaller than that of previous sample, the current sample is

out of order. The PMUStatus &Data Characteristics module

validates data at the measurement level utilizing PMU status

and measurement limit based detection. The Measurement

Topology module takes consideration of topology to check

the reasonability of the PMU measurements. For example, a

Kirchhoff’s current law (KCL) based topology check can be

applied to validate the current measurements where the

substation has full observability of the current phasor mea-

surements, as shown in Fig. 3. In practice, a small tolerance

e, for example 10A, is used instead of 0A in aKCL equation,

since the measurements may have a small error. Current

measurements that pass this topology check are used to

validate the breaker statuses in the model-based LSE mod-

ule. Further detail is given in Sect. 4.

4 Network model and topology update

Power system state estimation plays a vital role in EMS

at present control centers. To solve state estimation, it

requires a network model and real-time analog and digital

measurements. Conventional state estimator uses SCADA

data to solve the WLS problem. However, it may suffer the

convergence issue when the system is under the stressed

condition and the Jacobian matrix becomes singular.

With the advent of the PMU which directly measures the

phasor values, a LSE becomes feasible. Linear state esti-

mation operates in a similar way, but instead, the analog

measurements are voltage and current phasors. The net-

work model used is not necessarily the full system, because

the LSE can solve pocket islands wherever the system has

PMU coverage [28]. A static network model can be read

once by LSE and the topology can be updated in real time

via breaker status. Figure 4 shows the work flow of the

network model and topology update process.

4.1 Network model generation

A Network Model Manager tool is developed as a

module of this system. It generates the LSE XML model

[32] directly from a standard model used in control centers,

such as the EMS node-breaker model in the common

information model (CIM) format [33]. The Network Model

Manager can automatically parse CIM model and integrate

the required information into LSE, including substation,

node, breaker, switch, transformer, line segment, series

capacitor, shunt device, etc.

Regular update to EMS model is a common practice in

real-time operations at ISOs and utilities. To fully leverage

the updated EMS model, a model merge function is

developed as a part of the Network Model Manager to

allow adding network information from a new CIM model

to an existing LSE model. The attributes from the new CIM

model take precedence over those from the previous net-

work model, and the network model is updated accord-

ingly. For example, if the impedance of a transmission line

segment in the new CIM model is different from the

existing LSE network model, the transmission line is

updated with parameters from the new CIM model. How-

ever, user can prevent the Network Model Manager from

overwriting the elements in the model that are user defined.

All model changes are merged automatically by the pro-

gram and the changes are highlighted using different color

codes. Through the Network Model Manager, the LSE is

well integrated with existing up-to-date real-time operation

model used at ISOs and utilities.

4.2 Real-time model topology update

The LSE is designed and implemented to obtain the

breaker status from PMU data, and alternatively from

EMS/SCADA through an ICCP gateway. Digital statuses

from PMU or object points from ICCP are mapped to the

corresponding breakers in the model.

In the case of using ICCP for breaker status update,

SCADA data reporting is 2*6 s delayed from the PMU

data. During this time interval, the LSE may have a

4

I3

I1
I2

Potential transformer

Current transformer

PMU

I2

I4

I1

I3

∑Ii=0
i=1

V1

Fig. 3 KCL based topology checking for current measurements

From PMU configuration

LSE engine

From PMU digitals

From ICCP gateway

PMU/signal information Network Model Manager

Network model

(CIM, CSV, etc)

LSE network model 

(XML)

Breaker status

Fig. 4 Work flow of the network model and topology update process
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mismatch between measurement and model, which can

create significant solution errors. Moreover, some breaker

statuses may be reported incorrectly. Therefore, a function

is developed in this LSE to validate and update the breaker

status in real time, based on the PMU current measurement

topology check discussed in the preconditioning

module.

For each data frame, LSE uses current measurements to

validate and correct the corresponding breaker status of the

line. If the current magnitude is less than a very small value e,

the statuses of the associated two breakers (assuming this is a

breaker-and-a-half scheme) should be open. If the breaker

statuses are not open according to SCADA, LSE can be

configured to overwrite the breaker statuses with inferred

values. Thus, the topology error can be corrected by LSE.

Figure 5 shows a typical breaker-and-a-half

scheme substation configuration, which is widely deployed

in 500 kV level systems. It has the full observability with

PMU current measurements. Thus, the KCL topology

check can be applied in the preconditioning module to

validate all the current measurements. And the LSE can use

the validated current measurements to infer breaker sta-

tuses. For example, in field practice, if the magnitude of

current I3 is less than 10 A, the breakers F and G should be

open.

5 LSE algorithm

The key component of the system is a LSE. LSE has

four core modules: topology process, observability analy-

sis, state estimation, and bad data detection. Figure 6

shows the basic algorithm and data flow of the LSE.

The function of the network topology processor is to

determine the present topology of the network from the

telemetered status of circuit breakers. As the topology of

the system changes in real time, a real-time observability

analysis is required to correlate the PMU measurements

with the topology, so that the LSE is able to identify

observable islands. The LSE problem can be formulated

and solved in these islands individually, without creating

equivalence of the rest of the system. Observability anal-

ysis can identify special cases. For example, if the bus in a

substation is split into two topological buses, one may be

observable because it is directly measured by a PMU or

indirectly measured by a PMU at the other end of a line,

whereas the other bus may not have a direct or indirect

measurement so it is not observable. The LSE code is

enhanced so it can recognize split busses and update

observability issues. Observable voltage and current pha-

sors in addition to those directly measured by a PMU can

be identified and included in the LSE output stream. This

function extends the PMU coverage of the power system,

and provides more insights of grid dynamics for real-time

operations.

The state estimation problem is then formulated and

solved. The LSE solves each observable island separately.

The fundamental LSE algorithm is well explored in

[23, 25, 27]. The formulation of linear state estimation

problem is described as follows,

min r
T
Wr

s:t: Z ¼
I

Y

� �

X þ r

8

<

:

ð1Þ

where Z is the measurement vector including complex bus

voltage and line current phasors; X is the state vector which

is related with the measurement vector by the system

matrix; I is an identity matrix; Y stands for the relationshipFig. 5 Use of PMU current measurements to infer breaker status

PMU data & breaker status update

Breaker status 

change?

Topology process and 

observability analysis
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Observability analysis
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Solve LSE

Measurement

states change?

Y

N

Bad data 

detected?
Remove bad measurement

N Y

Fig. 6 Flow chart of LSE algorithm
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between voltage and current; r is a vector of the error in

each of the measurements; and W is the covariance matrix

of measurement errors.

WLS method is widely used in conventional state esti-

mator which has been deployed in most of the EMS at ISOs

and utilities. The robustness of the method meets the real-

time operation requirements. Given the more accurate

PMU data [34] and various testing, the WLS with bad data

identification for LSE is sufficient for practical real-time

control center application. The robustness will be further

improved by the extended PMU coverage as the industry

deploying more PMUs in the field.

Under normal condition, if there is no change of

breaker status or measurement state, LSE uses the pre-

vious system matrix. The execution time is very short,

around 7 ms for the size of a 3091 node system, and the

LSE can keep up with the regular PMU data rate (30 or

60 samples per second). Hence, LSE is able to track the

system transients and validate the PMU data under tran-

sient conditions. A measurement state change means that

the measurement value changes from a valid number to

Not a Number (NaN) or vice versa. This condition usually

occurs when the PMU measurement is delayed or dropped

out from the upstream phasor data concentrator (PDC). In

this case where only measurement state changes but not

the topology of the system, LSE only needs to re-conduct

the observability analysis and reformulate the system

matrix that is used to solve the LSE problem. The delayed

and dropped measurements are not considered as input for

the LSE. Some buses may not be observable anymore.

However, if the nodes of the delayed or dropped mea-

surement are still observable through other PMU mea-

surements, the LSE will be able to estimate and replace

the missing measurements with estimated values. This

also saves the execution time of topology process. The

LSE takes around 50 ms to execute in this case. If breaker

status changes, the LSE needs to run through all the

modules to update the topology. Under this condition, the

execution time of this particular frame is longer, around

150 ms. However, note that the system topology does not

change very often in a short period of time and neither

does the measurement state. When these changes occur,

the LSE output falls a little behind the measurement

stream, but since the normal execution speed is about

twice the reporting rate of 60 samples per second, it can

quickly catch up. The LSE can hence operate properly in

real time at the PMU data rate.

A bad data detection module is run on a solution set to

detect and eliminate bad measurements. The usual Chi-

square test is implemented in the LSE to detect bad data, as

it is widely used in production-grade conventional state

estimators. If the measurement residual vector is ê, the

weighted sum of its square f̂ is a random variable which

has a Chi-square probability distribution [35], i.e.

f̂ ¼
X

Nm

j¼1

ê2j

r
2
j

j ¼ 1; 2; . . .;Nm ð2Þ

where Nm is the number of measurements; j is the mea-

surement index; and rj is the covariance factor of the

error.

The expected value of f̂ is equal to the number of

degrees of freedom, and this can be used to determine

whether bad data is present or not. With the precondi-

tioning module discussed in Sect. 3, the Chi-square test

method for bad data detection is practical and sufficient for

the proposed system. Identification of the bad data also

follows standard procedures used in the conventional state

estimators. Once bad data is identified, the state estimation

is reformulated with the bad data removed, and solved

again until there is no bad data present.

6 Synchrophasor applications engine

The other core part of the system is a synchrophasor

applications engine. This engine platform performs calcu-

lations and alarm/event detection, and acts as a data hub for

synchrophasor applications. It also connects a database,

which stores raw synchrophasor data with full resolution,

LSE estimated values, user-defined calculation values, data

processing results, as well as alarms and events. An

application programming interface (API), called the intel-

ligent synchrophasor gateway (ISG), provides access to the

application platform and the archived data in the database.

This API provides easy access for third party or customized

applications, and also simplifies integration of new syn-

chrophasor applications into the system. Data processing in

all modules of the system use the full resolution of the

PMU data and LSE results, and the applications operate

fast enough with a data rate up to 60 samples per second.

The LSE results provide more reliable and accurate

PMU data to synchrophasor applications for wide-area

situational awareness, real-time dynamics monitoring, as

well as event analysis of the power grid. Typical power

system applications [36–39] are integrated in this system,

such as:

1) Wide Area Situational Awareness

2) Phase Angle and Grid Stress Monitoring

3) Voltage and Angle Stability Analysis

4) Ambient Oscillation Analysis

5) Oscillation Detection

6) Islanding Detection

7) Generation and Load Trip Detection
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8) Automated Event Analyzer

9) Intelligent Alarming

These applications run in parallel at the PMU data speed,

which helps improve operators’ visibility to system

dynamics and events, and assists operators to take actions to

improve system reliability. For instance, the Automated

Event Analyzer application provides grid operators with

information immediately following a system event. It con-

tinuously performs disturbance detection, disturbance clas-

sification, and disturbance location estimation in real time,

including oscillations, voltage and angle stability, islanding,

generation and load trip, line trip, and composite alarm

conditions. It presents a summary of events including all the

relevant information to users via a yellow pop-up dialog box.

The pop-up dialog box summarizes the event type, name, and

occurrence time, and it appears in the approximate location

of the event on the geospatial map. Figure 7a is a screenshot

of the system application dashboard, including a geospatial

map with measurement layers on the left, two line charts

showing system frequency and power flow value, an alarm

view in the upper right corner, and two system mode

damping views in the bottom right corner.When a generation

trip event occurs, the Automated Event Analyzer application

correctly detects the event, and pops up the yellow dialog box

close to the event location on the geospatial map in Fig. 7a.

By clicking on the ‘‘more’’ button on the event summary

shown in Fig. 7b, it can bring up detailed diagnostics

showing all of the relevant metrics to operators at a glance.

Figure 7c shows the detailed metrics visualization of this

generator trip event. The metrics in the screenshot are, from

upper left to bottom right, system frequency, area control

error (ACE), power flow, voltage magnitude trend, mode

trend, key voltage profile, voltage sensitivity, and oscillation

damping ratio.

7 Situational awareness and one-line diagram

visualization

Situational awareness could be described as fully

informed of the present condition and state of the power

system and all other entities that could have an effect on it.

This first includes the power system itself and the state of

all its elements including buses, lines, switches, generators,

transformers, etc. Secondly it includes conditions and

entities that could have an effect on the power system, such

as severe weather, fires, earthquakes, social disturbances

and events that cause large load changes. Situational

awareness requires bringing these issues to the attention of

the operator to the greatest extent possible.

A visualization client provides the measured and derived

power system states, and analytical results information to

users. The client has the capability of providing not only

power system data, but also none measurement information

to the users, such as traffic, weather, and fire layers on a

geospatial map. The visualization is a composite of indi-

vidual displays from different information sources which

are selected by the user. The user can save the selected

display set as a profile, and multiple profiles can be saved

for different users or user groups.

The visualization client is composed of many modules,

including charts, maps, layers, alarms, events, etc. These

(a) Automated Event Analyzer application on 

dashboard

(b) Pop-up dialog box of the event summary

(c) Automated Event Analyzer with relevant detailed

metrics

Fig. 7 Screenshots of Automated Event Analyzer application
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visualization modules are developed by using the advanced

technology, which supports data refresh rate up to 120

frames per second. It provides situational awareness of true

power system dynamics without downgrading any resolu-

tion of the data. Figure 8 shows the block diagram of the

visualization client. The functionality of each module is

independent. This design makes the system flexible enough

to accommodate new functionality, or change the existing

functionality in future without affecting other modules.

Power system engineers and operators are familiar with

one-line diagrams. In order to have a seamless transition

for users to use the proposed system, a one-line diagram

module is also developed. The one-line diagram has two

levels of visualization. The top level is the system wide

view. Bulk power system transmission lines, substations

and their connectivity are displayed in this level of view.

From system wide view, user can drill down to the sub-

station-level visualization, where bus, breaker, switch,

transformer and line configuration are displayed.

Interactions between visualization modules are made

available for easy information correlation. For example,

Fig. 9 shows a screenshot of the system application dis-

play, including a geospatial map and an one-line diagram

of a substation. A trend chart view showing a bus fre-

quency is popped up from the one-line diagram.

For easy maintenance and support, it is also preferred to

leverage existing one-line diagrams from users’ current

EMS. The system provides the capability to import one-

line diagrams through the one-line diagram editor. User can

also create, edit and update one-line diagram files, as well

as map both PMU measurements and LSE estimated results

on the electrical components in the one-line diagram. User

can define dynamic behaviors to power system shapes of

the one-line diagram by setting logic conditions. For

instance, change of color on change of value, change of

shape on change of value thresholds. One-line diagram

information is stored in a database for providing central-

ized access for all visualization clients using ISG. These

diagrams are stored by using versions for backward com-

patibility and change management.

In the process of a model upgrade, the one-line diagram

should be upgraded correspondingly. User can import

updated one-line diagrams to the system. Then the modi-

fied one-line diagrams can be saved as new versions for

use. All of the configured data mapping and logical con-

dition mapping are retained.

8 Case studies

The system is tested with two use cases, one with an ISO

focusing on monitoring the critical part of grid as an

alternate independent system, and the other case for a local

Visualization client modules

3rd party 

applications 

integration

One-line 

diagram editor

User 

mapping

One-line 

diagram (EMS)

ISG

Database

Charts Maps Alarms
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Fig. 8 Block diagram of the visualization client

Fig. 9 Interaction between visualization modules
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utility with a focus on extending PMU observability to

assist line switching action. The detail case examples are

presented as follows.

8.1 Monitoring critical part of the grid

A subsystem of the Electric Reliability Council of Texas

(ERCOT) is modeled and implemented as a case study. As

shown in Fig. 10, the subsystem consists of fourteen 345

kV substations which are located in the northwest region of

ERCOT footprint. Model parameters and simulated ambi-

ent PMU data are obtained from a Transient Security

Assessment Tool (TSAT) simulation case. Four substations

out of the fourteen have simulated PMU voltage and cur-

rent phasor measurements set up in the simulation. The

measurement locations are marked by using ‘‘star’’ in

Fig. 10. The simulated PMU data is streamed into the

system and used as input for the LSE. LSE extends the

PMU coverage to all substations and transmission lines of

the subsystem, conditions the data, and streams the results

into the synchrophasor applications engine for analysis.

Figure 11 shows the visualization dashboard of this

subsystem, including geospatial map with voltage and

angle measurements of entire ERCOT footprint, corre-

sponding one-line diagram of the subsystem, aggregated

system frequency value, frequency trend, and alarm view.

Voltage magnitude and angle from LSE results are mapped

beside the corresponding buses, and calculated active and

reactive power flows are mapped to the corresponding

transmission lines of the one-line diagram in Fig. 11. The

system wide view is drawn by using the one-line diagram

editor discussed in Sect. 7. Although PMU coverage is not

100%, operators can still monitor the key buses and tie-

lines of the system, and obtain a good confidence level of

the current grid operating condition.

From the dashboard, user can drill down to a specific

substation, where user can see the detailed node-breaker

connection inside the substation. Figure 12 shows a display

of substation T and E. LSE estimated voltage magnitudes

are mapped to the corresponding nodes in the substation

one-line diagram on the left side of the screenshot. Cal-

culated individual transmission line power flows are tren-

ded in real time on the right side. Metrics of multiple

substations can be configured in the same display for

monitoring, including voltage profile, power flows, phase

angles, etc. User can not only identify which substation has

the PMU information but also which nodes the PMU is

monitoring. This is particular useful to show if the PMU is

installed on the line side or the bus side, so that operators

can have a direct visualization of which measurements can

still be trusted when a split bus configuration or a line

outage condition occurs.

All the substation-level one-line diagrams are directly

imported from existing ones used in ERCOT real-time

Fig. 10 ERCOT subsystem diagram

Fig. 11 Situational awareness dashboard of the ERCOT subsystem
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operations. This integration allows leveraging existing

business process within an organization without introduc-

ing additional redundant work.

With similar approach, the system is easily adapted to

the entire ERCOT 345 kV network using current real-time

operation model. In case the EMS fail for any reason, this

system can still provide critical state estimation solution

and further feed reliable data to synchrophasor applica-

tions. Such information is valuable to assist operators in

monitoring and taking corrective actions in real-time

operations.

8.2 Assisting line switching action

A subsystem of the Los Angeles Department of Water

and Power (LADWP) is modeled and implemented as

another case study. The subsystem consists of three sub-

stations and four transmission lines, as shown in Fig. 13.

There are two 500 kV transmission lines connecting sub-

station V and A, and two 500 kV transmission lines con-

necting substation V and M.

One PMU is installed at each of the substations A and

M. Each PMU measures the substation voltage and both

line currents. There is no PMU installed at substation V.

Currently at LADWP, the phase angle difference between

substation A and M is monitored for grid stress analysis.

However, when one of the two lines between substation V

and M is tripped and needed to be reclosed, there is no

direct measurement for phase angles between these two

substations. The proposed system can be used to estimate

the voltage phasor at substation V to directly address this

issue, and provide situational awareness for operator

action.

A heavy summer loading case of the Western Electricity

Coordinating Council (WECC) is used in simulation to

generate PMU data. The voltage and current phasor at

substation A and M are simulated to mimic the field

measurements. One transmission line between substation V

and M is tripped at one minute into the simulation. The

simulated PMU data is streamed into the system and used

as input for the LSE. LSE results are then streamed into the

synchrophasor applications engine for analysis.

Figure 14 shows the visualization dashboard of this

subsystem, including a geospatial map with phase angle

difference measurements, alarm view, and corresponding

one-line diagram of the subsystem. Circuit breakers are

represented on the one-line diagram by square boxes.

When a breaker is closed, the icon is red and otherwise is

green. Voltage magnitude and angle from LSE results are

mapped beside the corresponding buses, and calculated

active and reactive power flows are mapped to the corre-

sponding transmission lines.

Right after the line trip, the power flow reroutes to the

other parallel line, and the grid becomes more stressed.

This results in the phase angle difference between substa-

tion V and M increasing. The proposed system detects the

Fig. 12 Substation display with one-line diagram and data trend

Fig. 13 LADWP subsystem diagram
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event and alerts the operator with yellow indicator in the

alarm view, and with the color of the corresponding angle

pair turning to yellow in the geospatial map, as shown in

Fig. 14. The circuit breakers of the tripped line are also

shown as open in green.

To assist line closing, a line switching assistant display

is available in the system. An example is shown in Fig. 15.

User can re-configure the display panel with new visual-

ization templates and data as needed. In order to close the

breaker, the differences of frequency and voltage signals

from the two ends of the open transmission line need to be

within thresholds respectively. In this example, trend chart,

bar chart and numerical chart are used to monitor them side

by side. Additionally, the phase angle difference between

the two ends needs to be within the closing angle limit. A

polar chart is used to visualize this information, as shown

in the middle view of Fig. 15. The green segment of the

polar chart is defined by the closing angle limit, which

indicates the safe condition to close the line back to ser-

vice. By simply using this display, operator can issue safe

line switching action. Such monitoring display provides an

intuitive way for operators to assess the system situation,

and it also helps operators take actions in real-time

operations.

9 Conclusion

A fully independent synchrophasor-based real-time sit-

uational awareness system with LSE is presented. The

system provides the state-of-the-art capability to use time-

synchronized data for operators to monitor the grid effec-

tively, to assess current system conditions, to diagnose the

situation, and to take proactive and necessary corrective

actions. LSE provides guaranteed solutions and extended

system visibility. It also validates and conditions PMU data

Fig. 14 Visual indication and alarm after line trip on situational awareness dashboard

Fig. 15 Line switching assistant display
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for grid operation. The proposed system is fully developed

and tested by using simulated data and live data in pro-

duction. The system is proved useful for faster and more

reliable real-time state estimation and synchrophasor

applications for situational awareness. It is believed that

with more installed PMUs, improved data quality, and

enhanced LSE, the synchrophasor-based situational

awareness system will provide greater visibility and

dynamic insights to improve the grid stability and relia-

bility in real-time power system operation.

The system is also designed as a comprehensive plat-

form, which is flexible to allow adding additional modules.

For future work, the authors are exploring other applica-

tions to be integrated in the proposed system, such as LSE-

based real-time contingency analysis, dynamic phase angle

for overloading, real-time model error detection, and

transmission equipment health monitoring.
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