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ABSTRACT | This paper focuses primarily on leveraging 

synchronized current/voltage amplitudes and phase angle 

measurements to foster new categories of applications, such as 

improving the effectiveness of grid protection and minimizing 

outage duration for distributed grid systems. The motivation for 

such an application arises from the fact that with the support 

of communication, synchronized measurements from multiple 

sites in a grid network can greatly enhance the accuracy and 

timeliness of identifying the source of instabilities. The paper 

first provides an overview of synchrophasor networks and then 

presents techniques for power quality assessment, including 

fault detection and protection. To achieve this we present a new 

synchrophasor data partitioning scheme that is based on the 

formation of a joint space and time observation vector. Since 

communication is an integral part of synchrophasor networks, the 

newly adopted wireless standard for machine-to-machine (M2M) 

communication, known as IEEE 802.11ah, has been investigated. 

The paper also presents a novel implementation of a hardware 

in the loop testbed for real-time performance evaluation. The 

purpose is to illustrate the use of both hardware and software 

tools to verify the performance of synchrophasor networks 

under more realistic environments. The testbed is a combination 

of grid network modeling, and an Emulab-based communication 

network. The combined grid and communication network is then 

used to assess power quality for fault detection and location 

using the IEEE 39-bus and 390-bus systems.

KEYWORDS | Emulab; fault detection and location; grid 

protection; IEEE 802.11ah; M2M; smart grid; synchrophasor 

networks; wireless networks; WLAN
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I .  IN TRODUCTION

A major challenge for future wide area measurement 
systems is how to respond securely and reliably to vari-
ous disturbances in the next generation of power grid 
networks. An important aspect of grid protection is out-
age management that could prevent a cascading failure 
in the grid network. Synchronized phasor networks are 
currently used for wide area monitoring of transmission 
systems [1]–[5]. These networks consist of a number of 
phasor measurement units (PMUs), which are normally 
placed at sensitive locations throughout the transmis-
sion grid. Their optimal placement for transmission grid 
systems has received considerable attention by research-
ers in the past [6]–[10]. The main objective is to maxi-
mize the systems’ observability with a minimal number 
of deployed PMUs. The number of PMUs in a large-
scale deployment may also depend on the state estima-
tion, which could require additional strategically placed 
PMUs to reduce vulnerability of the measurement system 
against noise [11]. By providing power flow analysis, state 
estimation can be used as a strong tool for monitoring the 
power system’s prevailing conditions, as well as check-
ing whether the estimated state variables are consistent 
with the measurements [12]–[15]. More importantly, 
timely estimation of the state variable at every point of 
the monitoring area is crucial for grid protection and con-
trol. Synchrophasor measurements can indeed provide 
real-time visibility to the dynamics of the power system 
that would complement traditional supervisory control 
and data acquisition (SCADA) measurements [16], [17]. 
Synchrophasor networks offer significant advantages 
by providing fast and precise measurement for voltage 
and current phasors throughout the grid system. This 
is mainly because for wide area monitoring systems 
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(WAMS), SCADA measurements are unable to provide a 
timely assessment of the system due to low sampling rates, 
as well as a lack of time synchronization [18].

While PMUs are mainly deployed for high-voltage power 
transmission, their feasibility for monitoring power quality 
and protection in a distribution system is gaining momen-
tum [19]–[26]. Indeed, the need for rigorous power monitor-
ing and protection is becoming more pertinent, particularly 
with the increasing amount of distributed energy resources 
(DERs) in customer premises [27]–[30]. These DERs, which 
include technologies such as photovoltaic (PV), wind genera-
tors, and storage, need operational management and control 
in the utility distribution system. Bear in mind that tradi-
tional distribution grids, which are based on passing power 
from bulk generators to consumers, face new challenges to 
manage and control the increasing penetration of DERs. As 
distribution moves quickly toward an active grid, ensuring 
balance and stability of grid monitoring in a timely manner 
requires extensive measurements through an experimental 
deployment of PMUs [31]. PMUs can be effectively used to 
estimate power quality by examining whether there is any 
stress that can impact grid stability. However, their deploy-
ment in a distribution system faces many obstacles, such as 
insufficient phasor measurement accuracies under noise and 
harmonics. In addition, the presence of volt-ampere-reactive 
(VAR) power can create serious instabilities due to the pres-
ence of nonlinear loads [32]–[36]. Because PMUs measure 
voltage and current phasors, they can directly compute real 
power and VAR flows at precise moments in time. More 
importantly, synchrophasor technology provides the sta-
tus of a power system at a much faster rate than traditional 
power system state estimators or other similar measurement 
systems, such as SCADA [16], [17].

While synchronized phasor measurements may open 
the door to a new age of active distribution grids, the big-
gest obstacle is the lack of a communication network 
infrastructure, which is a key factor in supporting the grid 
protection system. Furthermore, to ensure balance and sta-
bility the communication infrastructure network should 
also support a vast number of sensors and actuators, which 
have different data traffic characteristics. Traditional dis-
tribution grid systems do not have the support of any com-
munication infrastructure. Under these conditions, wire-
less networks are often viewed as the most cost-effective 
alternative to wireline communications. Recently, there 
has been a tremendous effort to promote the wireless-
based Internet of Things (IoT), or simply M2M commu-
nications for wide ranging sensory devices [37]–[47]. For 
synchrophasor applications, however, the M2M-driven 
IoT will differ fundamentally from those considered for 
large-scale sensor networks. In particular, the realization 
of grid monitoring would require low delay and real-time 
communications. For instance, the bandwidth of a syn-
chrophasor data, while depending on its reporting rate, 
may take up to several tens of kilobits per second (kb/s)  

per PMU node. Since there are always many other types 
of sensors and actuators that together can generate a large 
amount of data, a careful assessment of the overall band-
width and delay requirements would be essential for future 
design and planning. Therefore, in this paper, we present a 
design framework for an end-to-end integrated grid/com-
munication network for power quality assessment. Fig. 1 
shows the overall structure of the grid and communication 
networks that will be the basis for our coverage. It consists 
of three distinct parts: grid networking that is based on 
synchrophasor technology for monitoring and protection, 
communication networking, and signal processing that 
is required for power quality monitoring and fault detec-
tion. For power quality classifications, we expand on the 
concept of the space–time partitioning introduced in our 
recent work [48]. The expansion is based on the formation 
of a joint space–time observation vector to perform a stable  
 K -means clustering. In addition, for a collective assessment 
of these diverse entities, we also present a novel hardware 
in the loop testbed implementation for real-time monitor-
ing. The testbed includes a grid network using commercial 
PMUs and a communication network based on an emula-
tion platform. Furthermore, in order to evaluate a large net-
work where deployment of commercial PMUs is not cost 
effective, we present a design of virtual PMUs (VPMUs) for 
real-time assessment of a grid monitoring system.

The paper is organized as follows. Section II describes 
the concept behind the synchrophasor network technol-
ogy for grid monitoring and its potential applications for 
power quality assessment. We then present a communica-
tion networking strategy that is based on the emerging IEEE 
802.11ah standard in Section III. Since this new standard 
was designed for wide ranging sensory applications, we 
particularly examine its suitability to meet the real-time 
requirements of synchrophasor networks, as well other sen-
sory data for power quality monitoring and real-time fault 
detection. In Section IV, we present our proposed algo-
rithms for power quality monitoring. Section V introduces 
our novel hardware in loop grid-communication testbed 
design that uses an emulation platform for communication 
networks and software-based synchrophasor grid networks 
for real-time evaluation of our proposed power quality mon-
itoring scheme. Section V also presents an evaluation of the 
synchrophasor communication network and the results of 
our fault detection and location scheme.

II .  A DVA NCED GR ID NET WOR K S

Power system frequency is a good indicator of the systems’ 
stability in alternating current (ac). Under ideal condi-
tions the frequency should remain constant and close to 
the nominal frequency of 50 or 60 Hz. In reality, however, 
frequency of voltage and current signals tend to deviate 
from the nominal frequency due to a mismatch between 
generators and load. Under these conditions the calculation 
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of phase angle can be used to estimate the frequency of the 
system at the time of measurement. Thus, the basic concept 
behind the synchrophasor network is to place measuring 
devices at different locations on a grid in order to capture 
voltage and current waveforms using a standard time signal 
as the reference for measurement. This task can be accom-
plished by PMUs.

PMU measurements are obtained by first sampling the 
voltage and current waveforms using a global positioning 
system (GPS) and accurately time stamping each sample 
in order to provide a meaningful assessment of phase and 
amplitude variations across the grid. As shown in Fig. 2, 
the sampled data are then used to compute the correspond-
ing 60- or 50-Hz phasor component as complex numbers 
representing the magnitude and phase angle of sinusoidal 
waveforms. As a result, synchrophasors measured across the 
power grid will have a common timing reference, hence can 
be used to assess power quality and, if necessary, provide an 
early warning of deteriorating system conditions.

A. Synchrophasor Grid Network

Synchrophasor measurements are envisioned to be a key 

enabler for real-time power grid situational awareness and 

control. PMU technology provides phasor information that 

captures a snapshot of the grid monitoring area in real time. 

These devices, which are dispersed throughout the grid sys-

tem, measure the phase and voltage variation in buses to 

evaluate the degree of instability in the system. For example, 

as shown in Fig. 3, PMU devices can be installed within a 

bus/feeder where each PMU representing a communication 

node can send its measured data to the local phasor data col-

lector (PDC).

Fig. 4 shows a general block diagram of a PMU using 

GPS signaling. Prior to analog-to-digital converter (ADC), 

electric waveforms are first passed through an anti-aliasing 
filter in order to restrict the bandwidth of input signals to 
satisfy the Nyquist–Shannon sampling theorem. Time tag-

ging for synchronization is performed using the sampling 

Fig. 1. Combined grid communication networks.
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clock provided by a GPS receiver. The basic idea of sampling 
electric waveforms using GPS is to examine phase and ampli-
tude uncertainties, which affect the fundamental frequency 
that operates at a nominal rate of 60 or 50 Hz under normal 
conditions. GPS is mostly used to synchronize PMUs using 
a sampling clock, which is phase locked to one pulse per sec-
ond (PPS). This can provide common and accurate timing 
referenced to coordinated universal time (UTC) [49], [50]. 
However, PMU may receive a synchronization signal from 
another source. For instance, an alternative synchronization 
solution is the IEEE 1588 synchronization module, which 
would provide timing accuracies better than 1  µ s for devices 
connected via a network such as Ethernet. In particular, the 
IEC 61850-9-2 recommends Ethernet as a preferred com-
munication, which supports the Precision Time Protocol 
(PTP) defined in the Standard IEEE 1588 [51], [52].

As shown in Fig. 4, the PMU functionally consists of 
two parts: measurement and data streaming for commu-
nications. Both have been defined separately by the IEEE 
C37.118-1 [49] and IEEE C37.118-2 [50] standards, respec-
tively. Part-2 [50] of the standard deals with the communi-
cation aspects of the PMU by focusing on formats and data 
transfer between a PMU and a PDC as will be further dis-
cussed in Section III.

Part-1 [49] is mainly concerned with measurement of 
the synchrophasor parameters, PMU compliance, and test-
ing conditions, particularly frequency and rate of change of 
frequency (ROCOF). While the standard does not recom-
mend any specific algorithm for estimating these param-
eters, it defines total error vector (TVE) indices to evalu-
ate frequency and ROCOF under particular conditions. It 
should be noted that the TVE represents the vector error 

Fig. 2. Phasor representation of a sinusoidal waveform.

Fig. 3. Example of PMU deployment and communication within a small network.
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between the theoretical and the estimated values. For exam-
ple, a pure ac waveform can be represented as

  x (t)  =  A 0   cos (2π  f 0   t +  φ  0  )   (1)

where   A 0   ,   f 0   , and   φ  0    represent the magnitude of the sinu-
soidal waveform, instantaneous frequency, and phase angle 
relative to a cosine function at nominal system frequency 
synchronized to UTC, respectively. The corresponding pha-
sor representation can be shown as [49]

  X =   
 A 0  

 ___ 
 √ 

__
 2  
    e   jφ  =   

 A 0  
 ___ 

 √ 
__

 2  
   (cos φ + j sin φ )  =  X r   + j  X i    (2)

where   X r    and   X i    are real and imaginary components of the 
complex phasor representation. The TVE is defined as

  TVE =  √ 

_______________

    
 ( 
_

  X r    −  X r   )   2  +  ( 
_

  X i    −  X i   )   2 
  ______________  

 X  r  
2  +  X  i  

2 
      (3)

where    X ̅   r    and    X ̅   i    are real and imaginary components of the 
measured synchrophasor. For example, the Part-1 standard 
specifies that the TVE must be smaller than 1% for steady-
state compliance and 3% for dynamic compliance under 
given testing conditions [49].

In addition, the standard defines two performance 
classes: P and M. The P-class is for protection application 
requiring a fast measurement response time and the M-Class 
is for high accuracy measurements with better filtering and 
a wider range of performance, without requiring the fastest 
reporting rate.

We should point out that a major factor that can affect 
the performance of the PMU is the presence of harmonics, 
which imposes many challenges in tracking the voltage and 
frequency variations. To incorporate harmonics, the nomi-
nal signal of voltage or current can be ideally represented by

  x (t)  =  ∑ i=0  H     A i   cos (2π  f i   t +  φ  i  )   ,   i = 0, 1, …  (4)

where   A i   ,   f i   , and   φ  i    correspond to the amplitude, frequency, 
and initial phase angle of the  i th harmonics of the signal, 
respectively, and  i = 0 ,   f 0    represents the nominal fre-
quency. Unfortunately, the signal in a real power system 
normally contains not only the harmonics, but also the 
decaying direct current (dc) offset generated by switches 
and faults in the power transmission lines, so the signal can 
be represented as

  x(t )  =  ∑ i=0  H     A i   cos (2π  f i   t +  φ  i  )  +   I dc     
−t/τ    (5)

where   I dc    is the amplitude of decaying dc offset and  τ  is the 
time constant.

There are many schemes that have concentrated on esti-
mating fundamental frequency   f 0   , as required by the IEEE 
C37.118 standard [49], [50]. A robust frequency estimation 
scheme should be capable of accurately tracing frequency 
variations, which is the key for reliable real-time monitoring, 
control, and protection. So far, many frequency estimation 
techniques, such as zero crossing [53], [54], a least squares 
error (LSE) technique [55], the Newton method [56], the 
Kalman filter [57]–[59], the Prony method [60], an artificial 
neural network [61], and a wavelet [62], [63], have been intro-
duced. In addition, nonuniform sampling, such as log-time 
sampling [64], extended staggered undersampling [65], loga-
rithmic sampling [66], and near-optimal sampling [67], have 
also been considered. One of the most widely used techniques 
to estimate phase and frequency is discrete Fourier transform 
(DFT) [53], [68]–[72]. The DFT-based frequency estimation 
technique is a commonly used algorithm because of its wide-
spread signal processing applications and chip availability. 
For instance, to perform DFT, a rectangular window consist-
ing of sample values for one cycle can be used to estimate the 
fundamental frequency. It is important to note that in electric 
power systems, frequency is constantly subjected to variations 

Fig. 4. Phasor measurement unit.
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of changes in supply and demand. This could consequently 
cause the fundamental frequency to deviate from its nominal 
60 Hz by  ∆f  (i.e.,  f =  f 0   + ∆f ). Under these conditions, if the 
electric waveform is sampled at a fixed rate of an integer mul-
tiple of the nominal frequency (e.g.,   f s   = 60 × N ), the DFT 
would result in errors due to spectral leakage.

While there are specific requirements for the accu-
racy of frequency estimation by IEEE C37.118-1, a num-
ber of modifications were recently introduced in its 2014 
amendment [73] for distributed systems. Nonetheless, it 
is unlikely that existing PMU products can provide accu-
rate frequency estimation in the presence of noise and 
harmonics. In particular, the distribution system may 
also suffer from excessive reactive power. For these sys-
tems, the main challenge is how to regulate voltage and 
control the reactive power. With the help of a synchro-
phasor network this can be achieved in real time by meas-
uring power factor (PF) in the vicinity of the installed 
distributed generation (DG) system with respect to the 
load impedance.

B. Power Factor (PF) Measurement via PMU

As shown in Fig. 5, the reactive power and the real 
power represent complex power where the imaginary axis 
and the real axis correspond to the reactive power and the 
real power of the vector diagram, respectively. The reac-
tive power, which is measured in volt-amperes-reactive 
(VAR), causes the current to lag behind the voltage in phase. 
Voltage across a capacitor will oppose this change, causing 
the current to lead the voltage. When power systems have 
purely resistive loads, the power is called real power and is 
measured in watts. Apparent power is the magnitude of the 
complex power in kilovolt amperes (kVA). To ensure that 
the grid system will maintain voltage at the required level, 
the reactive power (either capacitive or inductive) needs to 
be measured and then adequately supplied by generators in 
the distribution system.

Let us assume that the voltage and current are purely 
sinusoidal, e.g., 

  v(t )  =    V 0   cos (2π  f 0   t +  φ  0   )  

and  i(t )   =    I 0   cos (2π  f 0   t + (  φ  0   ± θ )) .  (6)

As shown in Fig. 5, the complex power is the vector sum of 
active and reactive power where apparent power is the mag-
nitude of the complex power, and the ratio between active 
power and apparent power is defined as PF 

  PF =   P __ 
S
   =   

1 / T   ∫ 
0
  
T
 v(t ) i(t ) 

 __________ 
 V RMS   ∗  I RMS  

   =   
 V RMS   ∗  I RMS  

 _________ 
 V RMS   ∗  I RMS  

   cos (θ ) .  (7)

Put simply, the PF is the cosine of the phase angle difference 
between voltage and current signals

  PF = cos (θ ) .  (8)

In the presence of reactive power, the power factor drops 
below unity causing losses in the power system. Therefore, the 
PF is a good indicator of how effectively the current is being 
used in the supply system. Hence, in addition to phase, fre-
quency, and ROCOF estimation, PF can be used to efficiently 
control the power system and ensure a balance between load 
and power generation. Since the PF also corresponds to the 
phase angle difference between voltage and current, its cal-
culation relies heavily on the accuracy of the phase and fre-
quency estimation and can be performed at regular intervals 
using PMUs. Currently, PMUs are being used for high volt-
age power transmission to measure voltage and current phase 
angles in synchronization with a GPS clock. However, using 
the synchrophasor data to calculate the PF may prove to be 
essential for distribution generation systems.

Unfortunately, in distribution systems, voltage and cur-
rent may suffer from severe distortion and harmonics and 
measuring the phase difference between voltage and cur-
rent waveforms will not be accurate enough. Instead, in the 
presence of harmonics, a true power factor (TPF) should 
be measured by taking into consideration the effect of har-
monic distortion as defined below:

  TPF =  DPF   ∗   DF(V)   ∗  DF(I)  (9)

where DPF is the displacement power factor that corre-
sponds to the cosine angle between the fundamental com-
ponents of voltage and current. DF(V) and DF(I) are the 
distortion factors of voltage and current, respectively. For 
example, suppose the applied voltage is sinusoidal and the 
current contains harmonics

  v(t )  =    V 0    √ 
__

 2   sin (  ω  0   t )  (10)

   i(t )  =    I 1    √ 
__

 2   sin (  ω  0   t ±  θ  1   )    
              +  I 2    √ 

__
 2   sin (2  ω  0   t ±  θ  2   ) .  .  .  . .  I n    

                       √ 
__

 2   sin (n  ω  0   t ±  θ  n   ).  (11)

Based on the above definitions, we can show 

  DPF =   cos  θ  1    (12)

         DF(V) =   1  (13)

Fig. 5. Power triangle.
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  DF(I)  =     
 I 1   _________  

 √ 
__________

   I  1  
2  +  I  2  2  + ⋯ + I  n  2   

   .  (14)

Total harmonic distortion (THD) is a common measure-
ment of the level of harmonic distortion present in power 
systems and is defined as the ratio of total harmonics to the 
value of fundamental frequency

   THD I   =   
 √ 

_______

  ∑ j=2  n    I  j  
2    
 _______ 

 I 1  
   .  (15)

We can show

  DF(I) =   1 _________  
 √ 

__________

 1 +  (  THD I   )   2   
   .  (16)

Thus 

  TPF =   
cos ( θ  1  ) _________  

 √ 
__________

 1 +  (  THD I   )   2   
   .  (17)

Note that PF and TPF calculation has been incorporated 
in our testbed design which uses VPMUs to assess the per-
formance of large networks.

III .  SYNCHROPHASOR COMMUNICATION 
NET WOR K S

To establish an end-to-end communication link between 
PMU/PDC and PDC, the first step is to set up real-time mes-
sage communications at the application layer based on the 
IEEE C37.118-2 standard. Fig. 6 shows commands and data 
exchange between a PMU and PDC for real-time commu-
nication [49], [74]. The command frame is used to turn the 
transmission on or off. There are three configuration frames 
(CFG) types, namely: CFG-1, CFG-2, and CFG-3. CFG-1 pro-
vides information about the full capabilities of a PMU (i.e., 
reporting rates, frequency range, noise suppression, etc.). 
CFG-2 denotes the currently reported measurements. CFG- 3  

is optional and has a flexible frame format. The C37.118-2 has 
also specified a PDC-to-PDC communications protocol for a 
local PDC to send the aggregated data to the next level PDC 
(e.g., master PDC or utility PDC). Data frame formats for 
PMU-to-PDC and PDC-to-PDC are shown in Fig. 7(a) and (b), 
respectively. The PMU data frame includes current and voltage 
amplitudes, their synchronized phasor angles, frequency, as 
well as a ROCOF. Both PMU-to-PDC and PDC-to-PDC frames 
also include SYNC, frame size, identification code (i.e., ID 
code), a time stamp, which is specified as a SOC and fraction 
of second (FRACSEC) of the received data frame, bit-mapped 
flags (STAT), analog data (ANALOG), digital data (DIGITAL), 
and CTC check bits (CHK). A PDC, after it receives data from 
its associated PMUs within a predefined time period, will first 
align the frame according to the time stamps. In a two-level 
structure, each local PDC will then send the time aligned aggre-
gated data to the master PDC (MPDC) at the utility control 
center. As can be easily deduced from Fig. 7(b), the PDC-to-
PDC frame size will grow depending on the number of PMUs 
that report to each local PDC. A method that can reduce the 
PDC-to-PDC frame size has been investigated in [25].

Fig. 6. Commands and data exchange between PDC and PMU/PDC.

Fig. 7. Data frame formats. (a) PMU-to-PDC. (b) PDC-to-PDC.
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A. M2M Wireless Network

PMU data streaming, which is built on top of the user 
datagram protocol over internet protocol (UDP/IP), needs 
to be transported to the PDC via a wireless network. The 
main challenge, however, is to find a suitable wireless access 
technology that can support not only the synchrophasor 
data in real time, but also other sensory data throughout the 
grid system. Generally, the development of new wireless 
communication networks for smart grid is dependent on 
the emergence of new standards. Recently, there has been 
a tremendous effort in promoting the wireless-based IoT, 
or simply M2M communication for wide ranging sensory 
devices. While the emerging fifth generation (5G) has envi-
sioned a cellular-based network for IoT applications, a new 
wireless local area network (WLAN) standard, referred to as 
IEEE 802.11ah, is being introduced [75]–[80]. This aims to 
extend Wi-Fi applications in a sub-1-GHz spectrum.

Unlike other members of the IEEE 802.11 family of 
standards [81], [82] that operate in the unlicensed frequency 
bands of 2.4 and 5 GHz, the new IoT-centric 802.11ah 
extends Wi-Fi applications in a sub-1-GHz spectrum with 
carrier frequencies around 900 MHz and with coverage 
of up to 1 km outdoors [75]. The IEEE 802.11ah physical 
(PHY) layer is designed to increase spectral efficiency and 
system throughput, which is inherited from IEEE 802.11ac 
PHY [81]. It should be noted that in IEEE 802.11ah, 1- and 
2-MHz channels are mandatory for all stations (STAs), 
while 4-, 8-, and 16-MHz channels are optional choices. For 
channels equal to or greater than 2 MHz, the PHY layer is 
exactly a ten-times downclocking version of 802.11ac’s PHY 
layer. Similarly, orthogonal frequency-division multiplexing 
(OFDM), multiple-input–multiple-output (MIMO), and 
downlink multiuser MIMO (DL MU-MIMO) techniques 
are adopted by 802.11ah PHY. The duration of OFDM sym-
bols is exactly ten times that in 802.11ac. The 802.11ah also 
supports the same set of modulation and coding schemes 
(MCSs), where binary shift keying (BPSK), quadrature shift 
keying (QPSK), and 16 to 256 quadrature amplitude modu-
lation (QAM) modulations are employed.

The most important feature of IEEE 802.11ah is its 
ability to function in an efficient power saving mode. This 
makes it very attractive for low-data-rate, battery-powered 
wireless sensors. By adopting a 13-b hierarchical association 
identifier (AID) structure, the new standard can support 
up to 8191 (  2   13  − 1 ) devices on a single access point (AP), 
which would overcome one of the major challenges of the 
IoT to provide connectivity to a large number of battery-
powered devices. More importantly, the AID hierarchical 
structure allows classification of each station (STA) accord-
ing to the type of application, e.g., traffic pattern. Four 
hierarchical levels (page, block, sub-block, and station’s 
index in sub-block) are used to compose the 13-b hierarchi-
cal AID, which is enclosed in the signaling beacons and is 
periodically broadcast by AP. The hierarchical structure 

can make it possible to group multiple STAs in a block or 
sub-block that can be identified simply by their block ID or 
sub-block ID (instead of all their AIDs). Grouping STAs can 
also be arranged in accordance with specific characteristics 
of the data (e.g., real time, non real time, delay sensitive, 
etc.), hence enabling more efficient utilization of wireless 
resources. Fig. 8 shows the AID format for hierarchical 
addressing.

Compared with other advanced low-power wireless 
network technologies, such as NB-IoT [82] that are primar-
ily designed for low-date-rate applications, IEEE 802.11ah 
can support higher bandwidths and is therefore capable of 
handling synchrophasor communication. In addition, IEEE 
802.11ah offers many other attractive features that are par-
ticularly suitable for grid monitoring and protection [83]. In 
this paper, we further expand the network for a grid system 
consisting of a large number of PMUs. For instance, the low 
delay requirement together with the nature of real time, as 
well as relatively high data rates of synchrophasor data, can 
put a tremendous constraint on the network. Addressing 
these constraints would require careful exploitation of the 
IEEE 802.11ah features, such as access grouping to handle 
not only the synchrophasor data, but also diverse categories 
of sensory information. Together with the hierarchical AID 
structure, our goal is to provide a low-delay, real-time com-
munication between a PMU station and a PDC.

In this paper, a cellular topology is used for the wire-
less M2M sensor network, where a PDC represents an AP, 
while PMUs represent STAs. It is important to note that 
synchrophasor communication is mainly dominated by 
uplink data (i.e., PMU-to-PDC). Since PMU measurements 
are GPS synchronized at 1 PPS, they tend to transmit their 
data frames as soon as their measurements are complete. 
This could result in transmitting PMU data packets about 
the same time and cause severe contention. Furthermore, 
the low delay requirement together with real-time nature, 
and relatively high data rates of synchrophasor data, can 
put a tremendous strain on the network. Overcoming these 
constraints would require a careful exploitation of the IEEE 
802.11ah capabilities. It should be noted that despite real-
time operational requirements and its relatively upstream 

Fig. 8. AID format for hierarchical addressing.
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high data rates there exist many other low traffic sensory 
devises within power grid systems (especially distribution).

Indeed, IEEE 802.11ah has the ability to handle diverse 
categories of operational and nonoperational sensor data 
for power grid monitoring [83]. In particular, it offers an 
efficient power saving mechanism, which is based on a new 
traffic indication map (TIM) classification. For instance, the 
standard defines three types of stations: TIM station, non-
TIM station, and unscheduled station. TIM stations have 
to listen to AP beacons to send or receive data within the 
new channel access method called restricted access window 
(RAW), whereas non-TIM stations can get permission from 
the AP for transmission through a periodic restricted access 
window (PRAW).The unscheduled stations can request 
sending data outside RAW by sending a poll frame to the AP 
at any time, hence they do not require to listen to any bea-
cons to transmit data. As shown in Fig. 9, TIM STAs have 
to send and receive data within the assigned time slot of 
RAWs. This assignment is carried out by AP and transmitted 
to TIM STAs through periodic signaling beacons. For non-
TIM STAs, periodic restricted access window (PRAW) is 
used to indicate periodically scheduled RAWs during which 
non-TIM STAs are permitted to transmit data. Unscheduled 
STAs do not listen to any beacon, instead they send request 
poll to their AP to gain channel access outside RAW. In 
802.11ah, TIM signaling beacons are periodically transmit-
ted by AP to inform STAs about the presence of buffered 
packets destined to each STA (see Fig. 10). As a special case 
of TIM, delivery TIM (DTIM) signaling beacons are used 
to indicate the existence of group addressed packets (i.e., 
multicast and broadcast packets) [84].

For synchrophasor applications, we consider PMUs as 
TIM stations using a TIM grouping structure. In each RAW 
duration only one group of PMU stations would be able to 
access the channel. Bear in mind that TIM stations access 

the channel using an enhanced distributed channel access 
(EDCA) operation which is based on transmission opportu-
nity (TXOP). A TXOP is a bounded time interval where a 
PMU station can send a frame in real time as long as the 
period of the transmission is less than the specified dura-
tion. PMU stations receive the duration and start time of 
their RAW contention period via a beacon transmitted by 
the PDC (e.g., AP). These stations can then access the chan-
nel within each RAW period.

In TIM grouping a RAW can be assigned to one or more 
PMU stations. Since RAW can also be divided into a num-
ber of time slots, we consider three approaches for synchro-
phasor applications. In the first approach (configuration A)  
there is a single RAW within a TIM interval and all the 
PMUs are allocated to this single RAW, but each is assigned 
to a different slot (see Fig. 10). In the second approach (con-
figuration B), a TIM interval consists of multiple RAWs, but 
each has a single time slot. In this configuration each slot is 
assigned to one PMU station. In the third approach (con-
figuration C), a RAW with a single time slot is considered 
(see Fig. 10). Here all PMUs will compete to access the same 
slot.

Thanks to the flexibility of the new standard, the GPS 
synchronized data that are normally generated around the 
same time can be taken care of by the new RAW assign-
ment—as long as they do not exceed the maximum selected 
IEEE 802.11ah capacity. For the sake of comparison, the 
total RAW duration in a DTIM interval for all three con-
figurations is the same. The comparative results for all three 
configurations will be presented in Section V. In these sce-
narios, multiple PMUs periodically send synchrophasor 
measurements to a PDC (acting as AP) at specific frame 
rates, hence dominating uplink traffic (i.e., PMUs-to-PDC). 
Finally, we should point out that, apart from PMUs, the 
network should be able to handle other low-traffic volume 

Fig. 9. IEEE 802.11ah channel access for TIM STA, non-time STA, and unscheduled STA.
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sensory data. Such devices data can be considered as either 
non-TIM stations (using PRAW) or as unscheduled stations.

I V.  POW ER QUA LIT Y A SSESSMEN T 
A ND FAU LT DETECTION

The main objective of monitoring power quality in a distri-
bution or transmission system is to allow grid operators to 
observe and detect disturbances almost as quickly as they 
occur. While power quality has many definitions, the main 
challenge is to develop methods that can effectively moni-
tor voltage instability in order to provide timely protection 
against grid disturbances. Voltage instability may also be 
caused by faults, such as line tripping, short circuits, etc. In 
other words, voltage instability is a local phenomenon and 
any remedial action would require the support of a commu-
nication network with an integrated control strategy. Such a 
network should be able to provide access to a PMU wherever 

it is located. As described in the previous section, the M2M 
wireless network infrastructure is indeed capable of sup-
porting communications between a PDC and its associated 
PMU. While IEEE 802.11ah can provide wireless access at 
the local level, the challenge is detecting and identifying the 
source of voltage instabilities at the local PDC level.

Therefore, our main aim is to develop a method to evalu-
ate the link quality at the PDC level, where any protective 
control action can take place locally, rather than at the con-
trol center. As voltage fluctuations can also affect the power 
profile of neighboring regions, the objective is to identify a 
region between a pair of neighboring PMU nodes that suf-
fers from a voltage fluctuation. For instance, a disturbance 
leading to a voltage collapse may be initiated by a variety 
of causes, such as a severe change of system conditions, or 
when the reactive power demand exceeds the sustainable 
capacity of the available reactive power resource. The pres-
ence of renewables can also contribute to voltage instability. 

Fig. 10. Three approaches for real-time synchrophasor applications.
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Indeed, there can be multiple sources of such instabilities 
caused by changing load demands, excessive reactive power, 
or faults.

In order to detect regions that have been impacted by 
voltage instability caused by faults or sudden overloads, we 
have considered  K -means optimization [48]. It was shown 
that by selecting suitable observation vectors, the  K -means 
approach would be able to classify the power quality into 
different clusters according to the degree of voltage instabil-
ity. Two types of observation vectors (time and space) were 
proposed as the input. The time-based observation vector 
considers the consecutive time sample of each synchropha-
sor data (e.g., voltage) of PMU stations

   V i   =  [ V t−n+1,i   ,  V t−n+2,i   , …… ,  V t,i  ]   (18)

which has a dimension of  n , where  t − n + 1, t − n + 2, …, t  
corresponding to the  n  consecutive time stamps in which 
the synchrophasor data was measured. The space-based 
observation vector takes into consideration the position of 
PMU stations in order to detect multiple disturbances that 
may occur in different regions throughout the grid. The 
space-based observation vector for the  i th node is a 2-D vec-
tor and can be expressed as

   D i   =  [ D x,i   ,  D y,i  ] .  (19)

To carry out both space and time optimization, a  K -means 
clustering can be carried out in space and time via two con-
secutive stages where each stage uses its respective observa-
tion vector.

For instance, for a given  m -dimensional observation 
vector   P i   =  [ V 1   ,  V 2   , …… ,  V m  ]   with  K  number of clusters  
C = { C 1   ,  C 2   , …,  C K   } , the  K -means algorithm is run itera-
tively to minimize the error function defined as

  E(V )  =   ∑ 
i=1

  
K

    ∑ 
V∈ C i  

   ‖ µ  i  − V    ‖    2     (20)

where   C i    is the cluster with the centroid being   µ  i   .
The iteration process is done according to the following 

steps.

1)  Select a set of  K  arbitrary  n -dimensional center vec-
tors within the observation vector domain.

2)  Obtain the Euclidean distance between observation 
vectors and each cluster center.

3)  Form a set of  K  clusters   C i    (i  = 1, 2,  .  .  . , K ) with the 
centroid being   µ  i    and map each observation vector 
to the nearest cluster center, where 

  C i   =   {  V k   : ‖  µ  i   −  V k    ‖   2  ≤ ‖  µ  j   −  V k    ‖   2  ,   1 ≤ j ≤ K, j ≠ i,  
 1 ≤ k ≤ N}.  (21)

4)  Update the centroid of each cluster to represent a 
new set of cluster centers 

   µ  i   = 1 /  m i     ∑ 
 V k  ∈ C i  

   V k     (22)

 where   m i    is the number of observation vectors 
assigned to the cluster   C i   .

5)  Repeat steps 2)–4) until the assignments in each 
cluster remain unchanged.

6)  Select the cluster with the longest distance to the 
positive sequence vector of the nonfaulted balanced 
system (i.e.,   V balance   = [  V t−n+1,i    = 1,  V t−n+2,i   = 
1, …… ,  V t,i   = 1 ])  as the relatively most unstable 
cluster (MUC).

By replacing   P i   =  [ V 1   ,  V 2   , …… ,  V m  ]   with (18) for time  
and (19) for space, we can then form the inputs to the  
 K -means clustering process, which are carried out sepa-
rately based on each observation vector and in consecutive 
stages of merging and splitting clusters [48].

A. Proposed Space–Time Joint Observation Vector

The main deficiency of  K -means clustering is that 
there is no guarantee to reach a global optimum solution. 
Therefore, to avoid the possibility of trapping into a local 
minima, in this paper, we expand the space–time optimiza-
tion approach. The new approach is based on combining the 
space and time components into a single observation vector. 
The main challenge, however, is that the time-based syn-
chrophasor components (i.e.,   V t−n+1,i   ,  V t−n+2,   i, …… ,  V t,i   )  
and the position-based components (i.e.,   D x,i   ,  D y,i   ) have 
different characteristics and their integration into a single 
observation vector requires a rescaling of their components. 
To achieve this, we use the local-optima-free algorithm pro-
posed in [85].

This Newton–Raphson-based algorithm, which will be 
referred to as global distance metric learning (GDML), uses 
a distance metric that exploits similarity and dissimilarity 
information from pairwise constraints. By processing met-
ric learning as a convex optimization problem, the GDML 
algorithm can result in a highly stable clustering without 
merging to a local minimum.

Given a pair of points known to be similar  S : (  x i   ,  x j   ) ∈ S  
if   x i    and   x j   , the distance metric between the similar pair 
points   x i    and   x j    can be expressed as

  d ( x i   ,  x j  )  =    d A   ( x i   ,  x j  )  =   ‖ x i   −  x j  ‖  
A
     

         =    √ 
_____________

   (  x i   −  x j   )   T  A(  x i   −  x j   )    (23)

where  A  is a positive–semidefinite matrix. Metric learn-
ing is designed to minimize the squared distance between 
the  similar pair points  (  x i   ,  x j   ) ∈ S , to reflect their simi-
larity. It can be expressed as the following optimization 
problem [85]:

   min  
A
      ∑ ( x i  , x j  )∈S     ‖ x i   −  x j  ‖   

A
  2     (24)

  s . t.  ∑ ( x i  , x j  )∈     ‖ x i   −  x j  ‖  
A
    ≥ 1  (25)

  A≽0  (26)
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where  S : (  x i   ,  x j   ) ∈ S  if   x i    and   x j    are similar and    is a set 
of pairs of points known to be dissimilar. In the case of 
diagonal  A , the Newton–Raphson method is then used to 
iteratively derive the matrix  A  [85], to solve the optimization 
problem in (24)–(26). It is important to note that GDML 
aims to find the weighting coefficients for rescaling the data  
x →  A   (1/2)  x . The main objective is to move similar pairs 
closer to each other and dissimilar pairs as far away as pos-
sible. The rescaled data   A   (1/2)  x  is then processed by using  
 K -means clustering. Because of this capability, we consider 
the GDML algorithm to rescale the space–time observation 
vector. As a result, the properly rescaled components can 
be used as a joint observation input to perform the above  
 K -means for clustering.

For example, considering the  n -dimensional time-based 
observation vector in (18) and a 2-D space-based observa-
tion vector in (19), the resulting ( n + 2 )-dimensional joint 
space–time observation vector (see Fig. 11) can then be gen-
erated as

  S  T i    =  [  V i   |  D i   ] = [  V t−n+1,i   ,  V t−n+2,i   , …… ,  V t,i   ,  D x,i   ,  D y,i   ].  (27)

For a grid system with an  N  number of PMUs, an observa-
tion matrix can be shown as

   ST =    

⎡

 ⎢ 

⎣
  
  
S  T 1    
S  T 2  

 
  

⋮
  

S  T N  

 

⎤

 ⎥ 

⎦
    

  =    

⎡

 ⎢ 

⎣
  
  
   V t−n+1,1     V t−n+2,1     ⋯    V t,1     D x,1     D y,1    

    
   V t−n+1,2     V t−n+2,2     ⋯    V t,2     D x,2     D y,2    

 
      

                        

   V t−n+1,N     V t−n+2,N     ⋯    V t,N     D x,N     D y,N    

 

⎤

 ⎥ 

⎦
 .  (28)

Forming similarity pairs such as  S  T i    is similar to  S  T j    if  
  ‖ V i   −  V j  ‖  <  V threshold    and   ‖ D i   −  D j  ‖  <  D threshold   . 
Otherwise,  S  T i    is dissimilar to  S  T j   . Based on the similarity  
and dissimilarity information, a similarity matrix    and a 

dissimilarity matrix ​  can be formed, where    ij   = 1  if  S  
T i    is similar to  S  T j    while    ij   = 1  if  S  T i    is dissimilar to  S  
T j   . Note that not all similarity and dissimilarity information 
would be needed to derive the rescaled matrix  A  [85].

The observation matrix  ST , together with similarity 
matrix ​  and dissimilarity matrix  ​, is used to derive the 
rescale matrix  A  by employing the Newton–Raphson method 
to solve the optimization problem in (24)–(26), where [85] 

 g (A)  =   g ( A 11   , …,  A  (n+2)  (n+2)   )    =    ∑ (S T i  ,S T j  )∈S     ‖S  T i   − S  T j  ‖   
A
  2       

 − log ( ∑ (S T i  ,S T j  )∈     ‖S  T i   − S  T j  ‖  
A
   ) .  (29)

A  K -means algorithm is then used to cluster the rescaled 

observation matrix  Y = ST ∗  A   (1 / 2 )  .
After  K -means clustering, the standard deviation of each 

cluster is calculated to ensure that it does not contain any 
unstable vectors. For cluster   C k   (k = 1, 2, …, K )  with cen-
troid   µ  k   , the standard deviation can be expressed as

  S  D k   =  √ 

____________________

     1 _______ 
 m k   (n + 2 )

    ∑  Y i  ∈ C k       ‖ Y i   −  µ  k  ‖    2      (30)

where   m k    is the number of rescaled observation vectors 
assigned to the cluster   C k   . If  S  D k   ≥ S  D threshold   ,  K -means 
clustering will be repeated on cluster   C k    to locate the unsta-
ble (e.g., faulty) links. Otherwise,   C k    will be labeled as sta-
ble if it contains enough rescaled observation vectors (i.e.,   
m k   >  m threshold   ). Bear in mind that for a small cluster the 
value of  S  D k    may fall below the  S  D threshold    despite having 
an unstable link(s). Therefore, for any such cluster, fur-
ther  K -means partitioning will be carried out by generat-
ing new clusters    C ̅   k    using only a set of time-based observa-
tion vectors:   V i    (I = 1, 2, …,  m k   )  that correspond to   Y i   ∈  
C k    (see Fig. 12). More precisely, a cluster with the long-
est distance to the   V balance    vector (i.e.,   V balance   = [  V t−n+1, 

=1,i     V t−n+2,i   = 1, …… ,  V t,i   = 1 ] ) is considered as the 
MUC, otherwise it will be marked as stable. If the MUC 
contains more than two voltage-based observation vectors,  

Fig. 11. Proposed spaceÐtime joint observation vector.

 ⋮  ⋮  ⋮  ⋮  ⋮  ⋱ 
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 K -means clustering will be repeated on the MUC to locate 
the unstable link. Fig. 12 shows the flowchart of our cluster-
ing approach using the proposed joint space–time observa-
tion vector.

The following steps show how the clustering process is 
carried out.

1)  Construct an ( n + 2 )-dimensional joint observation 
vector that consists of  n -consecutive time-based 
voltage amplitudes,   V i   =  [ V t−n+1,i   ,  V t−n+2,i   , …… ,  
V t,i  ]   of the received PMUs’ data and their corre-
sponding 2-D locations,   D i   =  [ D x,i   ,  D y,i  ]  .

2)  Find similar pairs and dissimilar pairs by checking if   

‖ V i   −  V j  ‖  <  V threshold    and   ‖ D i   −  D j  ‖  <  D threshold   .
3)  Create a similarity matrix  S  and a dissimilarity 

matrix  D  based on the information provided by the 
similar pairs and dissimilar pairs.

4)  Iteratively derive the rescale matrix  A  by employing 
the Newton–Raphson method.

5)  Rescale the observation matrix  ST  in (28) to get a 

rescaled observation matrix:  Y = ST ∗  A   (1 / 2 )  .
6)  Carry out  K -means clustering on the rescaled obser-

vation matrix  Y .
7)  Check the number of assigned observation vectors 

in every cluster.
 a)  When   m k   ≥  m threshold    in cluster   C k   , calcu-

late its standard deviation  S  D k   . If  S  D k   > S  
D threshold   , repeat  K -means clustering on cluster   
C k    to locate the unstable links/regions. Other-
wise, cluster   C k    will be labeled as a stable clus-
ter and have no more clustering.

 b)  When   m k   <  m threshold   , use only the time-
based observation vector   V i    (i = 1, 2, …,  m k   )  
that corresponds to   Y i   ∈  C k    for another round 
of clustering. Calculate cluster    C ̅   k   ’s distance to 
the nonfaulted balanced vector   V balance    and find 
the MUC. Repeat  K -means clustering on the 
MUC to locate the unstable links/regions.

Before accessing the performance of the proposed clas-
sification algorithm, we first describe our hardware-in-loop 
testbed design, which is presented next.

V. H A R DWA R E-IN-THE-LOOP TESTBED 
DESIGN A ND PER FOR M A NCE 
E VA LUATION

So far, much research has concentrated on how to per-
form efficient simulation in terms of accuracy, runtime, 
etc. The main problem with simulation is that results can-
not truly represent performance under real-world condi-
tions. Even designing experiments to verify protocols or 
test new algorithms cannot be accurately conducted using 
simulation alone. This is mainly due to the complexity of 
synchrophasor operational environments, which require 
accurate modeling of both power grid and communica-
tion networking. With widening PMU applications and 

installations in massive numbers, future PMU character-
istics will require better accuracy and higher frame rates, 
hence demanding an even higher communication band-
widths. Using only hardware to implement a testbed for 
integrated grid and communication network applications 
poses a significant challenge in terms of cost, effort, time, 
and more importantly, better flexibility for evaluation of 
new schemes and communication protocols under various 
test environments.

Our objective has been to design hardware-in-the-loop 
testbed that can support all the important functionality 
required for an integrated grid and communication net-
working testbed with the following features:

•  capability to install an unlimited number of com-
mercial PMU devices;

•  use of VPMUs to test a large network;
•  coexistence of both commercial PMU and VPMU 

for test and calibration;
•  use of Emulab switches [86], [87] to support the 

network layer for real-time communications;
•  use of GPS signaling for time synchronization for 

both commercial and VPMU;
•  use of simulation tools for molding grid networks at 

the application layer;
•  support of M2M wireless sensor networks.

A general block diagram of the hardware-in-the-loop test-
bed is shown in Fig. 13. In addition, Fig. 14 shows further 
details of the integrated grid communication network that 
includes options for using commercial PMUs and VPMUs. 
As can be observed from this figure, the testbed consists of 

Fig. 12. Flowchart of the global distance metric learning based 

spaceÐtime clustering.
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Fig. 13. Hardware-in-the-loop testbed, including the combined grid-communication network and grid processing, where the 

synchrophasor communication network, which is part of the combined grid-communication network, is configured to a wireless M2M 

sensor network.

Fig. 14. An integrated grid communication network that can include commercial PMUs and VPMUs.
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a software-based grid network modeling using the Electro 
Magnetic Transients Program (EMTP) software1 tool where 
PMU nodes can be placed at any desirable location in the 
grid network. EMTP [86]–[89] has been widely used as the 
time domain transient solution. It is able to provide almost 
all power system components, such as power plant, trans-
former, windfarm, different kinds of faults, overhead lines 
with line and ground wires and towers, as well as under-
ground cables [90]. In this paper, EMTP is used to simu-
late the IEEE 39-bus transmission system and the 390-bus 
system where PMUs are placed on the buses of simulated 
power systems to collect and process samples of power 
signals. It should be noted that EMTP can only generate a 
sampled data of the current and voltage waveforms at each 
selected location. In contrast, an actual PMU only receives 
analog waveforms, which are then passed through an ADC 
to produce digitized output. As shown in Fig. 4, the ADC 
is an integral part of the PMU where the sampling clock is 
phase-locked with a 1-PPS GPS signal.

Therefore, to install a PMU device in the testbed, the sam-
pled data generated by the EMTP should first be converted 
to analog waveforms before they can be fed to a commercial 
PMU. To achieve this, the data generated simultaneously at 
various locations in the EMTP grid network are first stored 
into separate files for a predefined testing period. For real-
time operation, the synchrophasor data stored in these files 
should simultaneously release their data, which is coordi-
nated with the GPS signaling. Subsequently, each file, which 
corresponds to a PMU at a specific location in the grid, has to 
pass through an external digital-to-analog converter (DAC) 
so that the generated analog waveforms can then be fed to 
each PMU devise in the testbed. However, as shown in Fig. 
14, the DAC output may have to be further amplified in order 
to reach the input level specified by the PMU manufacturer. 
Under these conditions, each PMU will then provide meas-
urement data, which include frequency and rate of change of 
frequency (ROCOF or DFREQ) in accordance with the IEEE 
C37.118 standard [49], [50]. It should be noted that PMU 
manufactures use their own propitiatory algorithms for fre-
quency estimation as long as they are within performance 
metrics—TVE specified by the IEEE C37.118-1 standard 
[49]. Based on C37.118-2 [50], the PMU data are then encap-
sulated into a data frame for transmission to the PDC. IEEE 
C37.118 also defines PDC-to-PDC communication protocols 
where the aggregated data received from multiple PMUs can 
be forwarded to the utility PDC.

Although commercial PMUs can be installed in the test-
bed, their deployment in large quantities would not be cost 
effective. This is mainly due to the fact that using commercial 
equipment, such as PMUs as well as other supporting items 

such as DACs and amplifiers, is relatively expensive. Therefore, 
to evaluate the performance of a grid network for monitoring 
a larger network, we consider developing a VPMU. The abil-
ity to use commercial PMUs in the testbed would permit us 
to calibrate a VPMU’s performance accordingly. Fig. 14 shows 
the deployment of both types of PMUs in the testbed. One 
major advantage of using VPMU is its programmability, which 
allows testing a grid network under extreme conditions. Bear 
in mind that high-voltage transmission systems have different 
operational characteristics than those of distribution systems. 
As mentioned before, the presence of noise and harmonics 
imposes many challenges to tracking the voltage and frequency 
variations. In addition, the distribution system may also suffer 
from excessive reactive power due to the presence of a nonlin-
ear load. Indeed, these new requirements have been the main 
motivation for designing a VPMU where more robust frequency 
estimations (with the inclusion of PF in the measurement) can 
then be tested. The main advantage of a programmable VPMU 
lies in its ability to operate in real time. In other words, VPMU 
should be able to handle more complex frequency estimation 
algorithms, as well as high speed data streaming for real-time 
communications.

A. Synchrophasor Communication Network Evaluation

In this section, we evaluate the performance of synchropha-
sor communication networks implementing IEEE 802.11ah. 
Scenarios with different RAW configurations are investigated 
and compared in order to find the best configuration for syn-
chrophasor networks operating in IEEE 802.11ah mode.

Table 1 displays some of the important PHY and MAC 
layer parameters employed in our model. Communication 
among PMUs and a local PDC is accomplished through IEEE 
802.11ah. The wireless link’s bandwidth is set to operate at 
2 Mb/s. The noise figure is 3.0 dB and the frequency is 900 
MHz. The beacon interval and the RAW group duration are 
set to 0.1 s. The packet payload size is set to 64 B, which is the 
packet size of a C37.118 data frame sent by PMUs to PDCs. 
PMUs are randomly distributed in a circle around the PDC 
(AP) within a distance of 500 m. The retransmission limit is 
set at 1, based on the consideration that when a packet is lost 
it may not be necessary to retransmit it since the data packet 
with a next time stamp is expected to arrive via the next data 
frame [25]. A small buffer space is used to reduce latency. 
A set of sampling rates, namely 10, 20, 30, and 60 frames/s 
is used to evaluate the network performance in terms of 
throughput and packet loss. Throughput is the amount of 
data packets successfully received by an AP per second, and 
is measured in megabits per second. Packet loss rate is the 
percentage of packets lost with respect to packets sent.

In Figs. 15 and 16, the throughput and average end-to-
end delay performance is evaluated for a synchrophasor 
network where 144 PMUs periodically generate and send 
data packets (synchrophasor measurements) to a local 
PDC (AP). Three RAW configurations (shown in Fig. 10) 

1Certain commercial equipment, instruments, or materials are iden-
tified in this paper to foster understanding. Such identification does not 
imply recommendation or endorsement by the National Institute of Stan-
dards and Technology, nor does it imply that the materials or equipment 
identified are necessarily the best available for the purpose.
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are investigated: configuration A with 144 RAW groups 
each containing a single slot, configuration B with 1 RAW 
group and each consists of 144 slots, and configuration C 
with 1 RAW group with a single slot. Figs. 15 and 16 show 
that configuration A and configuration B can produce bet-
ter results, while configuration C indicates the worst per-
formance. This is due to the fact that assigning PMUs into 
RAW groups reduces contention, hence lowering collision 
probability. More groups and slots result in a better perfor-
mance, as long as the duration of each slot is large enough 
for one packet transmission.

These preliminary experimental results indicate that 
IEEE 802.11ah is capable of handling real-time PMU com-
munications, as long as the frame rates and number of PMUs 
are carefully selected. We should emphasize that one of the 
main features of the IEEE 802.11ah standard is its operation 
in the sub-1-GHz spectrum. This improves the transmis-
sion range considerably as compared to other IEEE 802.11 
WLANs, which are operating in 2.4- and 5-GHz bands. To 
a large extent, such an important feature can overcome the 
need for using multihop transmission, which renders itself 
susceptible to more delay and packet loss, as we previously 
experienced [25]. In addition, as described above, exploit-
ing the new RAW channel access mechanism introduced in 
this standard has made a significant impact on the overall 
network performance especially in terms of overhead and 

latency, which would be crucial for a timely assessment of 
power quality.

B. Voltage Instability Assessment

Next, we assess the performance of the proposed 
synchrophasor data partitioning scheme using the IEEE 
39-bus [92], [93] transmission and the 390-bus [86] sys-
tems shown in Figs. 17 and 18, respectively. While PMUs 
can be placed optimally [6-10], our main objective has 
been mainly to assess the performance of the proposed 
scheme under various test conditions. We used our real-
time hardware-in-the-loop testbed-based synchrophasor 
network testbed [94], which utilizes the EMTP software 
package at the application layer that includes the IEEE 
39-bus system and the 390-bus system. As described ear-
lier, the testbed has the flexibility of installing a VPMU 
at any desirable location in both IEEE 39-bus and 390-
bus systems. The VPMU has been carefully calibrated 
according to C37.118 [49], [50] for both measurements 
and real-time communications. The frame rate is set  
to 60 frames/s.

We first examine the performance of the joint space–
time clustering technique for the IEEE 39-bus transmis-
sion system by imposing two sudden overload changes 

Table 1 Default PHY and MAC Layer Parameters Used in Our Experiments

Fig. 15. Throughput performance of the synchrophasor network 

operating in 802.11ah mode, where 144 PMUs periodically send 

synchrophsor data to a local PDC (AP).

Fig. 16. Average end-to-end delay performance of the synchrophasor 

network operating in 802.11ah mode, where 144 PMUs periodically 

send synchrophsor measurements to a local PDC (AP).
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simultaneously on buses 7 and 16, as shown in Fig. 17. For 
our experiments,   m threshold   = 6  and  S  D threshold   = 0 . 5  
have been selected. Table 2 shows an example of a joint 
space–time observation vector. Based on similarity matrix  
S  and dissimilarity matrix  D , rescale matrix  A  can be derived 
based on the Newton–Raphson method

 A =  

⎡

 ⎢ 
⎣

 

1 . 00

  

 0

  

 0

  

 0

  

 0

  

 0

  

 0

    

0

  

 0

  

 0

  

 0

  

 0

  

 0

  

 0

    
0

  
 0

  
 9 . 90

  
 0

  
 0

  
 0

  
 0

    0   0   0   14 . 0   0   0   0    
0

  
 0

  
 0

  
 0

  
 0

  
 0

  
 0

    

0

  

 0

  

 0

  

 0

  

 0

  

 0 . 38

  

 0

    

0

  

 0

  

 0

  

 0

  

 0

  

 0

  

 1 . 27

 

⎤

 ⎥ 
⎦

 .   

After deriving the rescaled matrix  = ST ∗  A     
1 __ 
2

    ,  K -means clus-
tering is performed to locate the unstable links/regions, 
as depicted in Fig. 19. In cluster-1, we have   m k   = 15 ≥  
m threshold    and  S  D k   = 1 . 044 > S  D threshold   , which means 
that cluster-1 contains unstable links. Further  K -means clus-
tering is then carried out to locate them. The resulting clus-
ter-1-2 has   m k   = 6 ≥  m threshold    and  S  D k   = 0 . 4558 < S  
D threshold   , and is labeled as a stable cluster. On the other 

hand, since cluster-1-1 has   m k   = 9 ≥  m threshold    and  S  
D k   = 0 . 8841 > S  D threshold   ,  K -means clustering will 
continue. Both cluster-1-1-1 and cluster-1-1-2 have smaller 
standard deviations than  S  D threshold    and fewer vectors 
than   m threshold   . The corresponding voltage clusters    C ̅   1−1−1    

Table 2 The Joint SpaceÐTime Observation Vectors for the IEEE 

39-Bus System

Fig. 17. The IEEE 39-bus transmission system.

Fig. 18. The 390-bus system.

Fig. 19.  The global distance metric learning-based spaceÐtime 

clustering for the IEEE 39-bus system.
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(including the voltage observation vectors of buses 18, 27, 
28, and 29) and    C ̅   1−1−2    (including voltage observation vec-
tors of buses 15, 16, 17, 21, and 24) are generated and their 
distance to no-fault balanced vector   V balance    is calculated. 
   C ̅   1−1−2      has 1.4045 to   V balance   , which is larger than that of 
   C ̅   1−1−1    (0.7579). Therefore,    C ̅   1−1−2    is treated as an MUC and 
undergoes another round of  K -means clustering to identify 
the unstable links, which is between buses 16 and 24 (see 
Fig. 19). Cluster-2 also undergoes a similar procedure that 
locates bus 7 as an unstable bus.

The proposed clustering scheme is further evaluated 
using a 390-bus system. In this scenario, we impose the 
occurrences of three simultaneously fault incidents on 
buses 52, 103, and 129. In this experiment, 144 PUMs are 

deployed throughout the entire system. The corresponding 
rescale matrix  A  is derived as

 A =  

⎡

 ⎢ 

⎣

 

1 . 00
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 0
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 0
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0
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 0 . 99

 

⎤

 ⎥ 

⎦

 .  

Undergoing a similar procedure as in the 39-bus system, we 
can locate unstable buses 52, 103, and 129 as demonstrated in 
Fig. 20. However, we should point out that throughout these 
experiments, we never observed a convergence to a local mini-
mum that can result in generating unstable partitions. In fact, 

Fig. 20. The global distance metric learning-based spaceÐtime clustering for the 390-bus system with three simultaneous faults on buses 
52, 103, and 129.
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the main reason behind using the 390-bus system was to gener-
ate more synchrophasor data sets. The proposed synchropha-
sor classifications method, which is based on the Newton–
Raphson method, has also been compared with our earlier 
space–time approach [48]. In the latter, we mainly focused on 
selecting a suitable set of initial centroid values to perform a 
faster convergence, as well as reducing the possibility of lock-
ing into a local minimum. Nonetheless, for both methods the 
outcome in detecting the faulty regions turned out to be the 
same. However, based on the space–time concept, our main 
objective in this paper was to offer an alternative solution to the 
synchrophasor data partitioning for power quality monitoring 
and fault detection applications. It is worth mentioning that the 
proposed method, by creating a joint space–time observation 
vector, has the advantage of performing space–time clustering 
using a single observation input.

Finally, we should point out that future power quality 
monitoring for the distributed generation grid faces many 
challenges that will require a new paradigm for designing 
PMUs. For instance, the next-generation synchrophasor 
devices, called micro-PMUs ( µ PMU), should be able to esti-
mate not only the fundamental frequency in the presence of 
noise, but also harmonics. In addition, as voltage stability is 
highly correlated to reactive power consumption, controlling 
it in real time is crucial to balancing electricity flow in a timely 
manner. Therefore, measuring TPF (described in Section II) 
as part of synchrophasor measurements can be instrumental 
to control reactive power and improve grid resilience.

V I.  CONCLUSION

Grid protection is one of the key elements of critical infra-
structure resilience. An important aspect of grid protection 
is outage management to prevent a cascading failure in the 

grid network. Today, with the ever increasing deployment of 

PMUs, the dynamic is shifting toward situational awareness 

through a wide area measurement system. A key aspect of 

situational awareness is to attain knowledge of the grid sta-

tus. While PMUs are highly capable of providing synchronous 

measurement data, a major obstacle is determining how they 

can be effectively utilized to assess power quality, as well as 

detecting and locating various disturbances in the grid.

This paper focuses primarily on leveraging synchronized 

current/voltage amplitudes and phase angle measurements 

for grid protection. The motivation for such an application 

arises from the fact that with the support of communication 

networks, synchronized measurements from multiple sites in 

the grid network can greatly enhance the accuracy and timeli-

ness of identifying the source of instabilities. The paper first 
provides a hardware-in-the-loop testbed implementation that 

is capable of performing an end-to-end assessment of the grid 

and communication networks in real time and under various 

test conditions. An important part of the investigation is the 

deployment of the emerging IEEE 802.11ah WLAN standard 

that can support a wide variety of sensory devices, includ-

ing PMUs. This standard was found to be particularly suit-

able for synchrophasor networks due to its highly efficient 
access method. In addition, its very low energy consumption 

(adopted by a new power saving strategy) would allow sensor 

nodes to operate longer under blackout conditions.

Power quality monitoring and fault detection has also 

been another challenging issue covered here. We pre-

sent a strategy for identifying regions that suffer from a 

rapid voltage fluctuation. This strategy, which is based on 
a space–time classification algorithm, uses a joint space–
time observation vector to detect multiple sources of  

voltage instability.
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