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ABSTRACT
To perform large-scale coordination in real-world environ-
ments requires that many individually complex technolo-
gies come together to form integrated solutions. We present
an application where several key technologies are integrated
into a unified system via a multiagent infrastructure. We
show how the synergistic behavior among heterogeneous tech-
nologies results in a significant improvement over the perfor-
mance of the individual technologies acting alone. Critical
extensions were required to the language describing required
behavior to allow the pieces to work together. Initial exper-
imental results show system performance on a task of co-
ordinating a military convoy in an adversarial environment
was significantly improved when all technologies worked to-
gether. However, experiments with a human user in the loop
showed that significant advances must still be made before
such systems can be fielded in the real-world.

Categories and Subject Descriptors
[Multi Agent Systems]; [Multi Agent Coordination];
[Simulation]

1. INTRODUCTION
Autonomous coordination has rapidly progressed over re-

cent years, with significant advances in both specific algo-
rithms[7] and complete approaches to coordination being
successfully demonstrated[6]. High bandwidth, widely avail-
able, low cost communcation and improvements in algorithm
scalability are allowing significant advances in the number
of agents able to be efficiently coordinated[9, 11]. Moreover,
advances in artificial intelligence[8] and robotics mean that
the robots and agents being coordinated are significantly
more individually intelligent than in most previous multi-
agent systems. This progress is quickly putting important,
exciting applications of multiagent technology within reach.
However, because there have been relatively few demonstra-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
AAMAS’06May 8–12 2006, Hakodate, Hokkaido, Japan.
Copyright 2006 ACM 1-59593-303-4/06/0005 ...$5.00.

tions of large scale, highly complex multi-agent systems, it is
unclear whether existing automated coordination techniques
are sufficient for these very complex systems or whether key
challenges remain.

Many exciting multi-agent and multi-robot applications
have been demonstrated in recent years. Systems including
RETSINA-OOA[4] and the Electric Elves[2], have demon-
strated coordination of heterogeneous sets of entities to achieve
complex objectives. However, in many of these systems,
much of the intelligence can be attributed to the coordi-
nation, with the individual agents being relatively simple,
e.g., web services. Some military simulation environments
involve both very complex individual technologies and large
numbers of heterogeneous entities, but do not typically make
extensive use of state-of-the-art automated coordination tech-
nology[1]. Thus, despite the obvious potential for automated
coordination of large numbers of intelligent heterogeneous
entities, there is a lack of sufficiently high fidelity systems
that can expose key remaining challenges. Moreover, in
most of these systems effective user control was not required,
yet many real-world applications cannot be deployed with-
out such control.

To better understand the challenges of complex coordina-
tion of intelligent entities, we have developed a simulation
environment, called Sanjaya, where successful performance
requires effectively dealing with these type of challenges.
Sanjaya is a large scale military simulation where many re-
alistic issues including uncertain sensing, diverse terrain, an
intelligent adversary, large numbers of units and complex
plans, are modeled. A sophisticated terrain analysis agent[5]
provides the team with expected locations of opposing forces
and safe paths for travel. A sensor fusion process is available
to take sensor readings from multiple sources and reduce un-
certainty when distinguishing between opponent and civilian
vehicles. Importantly, a human commander has high level
control and makes decisions to strike identified opponents.
Each of the system components is able to use input from the
other components and provide input to those components.
Intuitively, synergies should occur in Sanjaya, since the var-
ious agents should be able to mutually provide each other
with input to improve performance. Thus, evidence of syn-
ergies would both show that the coordination was effective
and provide support to Xu’s result. Our results showed that
such synergies were observed. When all of the technologies
were brought to bear friendly asset survivability exceeded
cases where subsets of, or none of the available technologies
were used.



A variety of distinctly different approaches to coordina-
tion exist, developed to meet specific goals and have specific
properties. Due to the dynamic nature of the fundamental
task of moving and protecting convoys of ground vehicles,
we choose to apply teamwork based coordination, since it
is designed to be flexible and robust, key requirements for
this domain[3]. The specific proxy-based implementation of
teamwork that we use executes user designed team oriented
plans instantiated at runtime from templates[10]. While
team oriented plans have been used extensively in the past,
when attempting to apply them to this domain, we encoun-
tered two key problems, both related to the production and
use of information during coordination. First, the plans did
not have sufficient semantic content to allow the proxy to de-
termine where information produced during plan execution
should be directed. For example, when the terrain analysis
agent generated a least resistance path, it could not deter-
mine what to do with the path. Second, some tasks within a
plan could not be initiated until other tasks within the plan
produced information to completely specify the task, but
there was no way of specifying this. For example, a task for
protecting a convoy could not be allocated until the path of
the convoy was determined. Extensions adding additional
semantics, but not changing the declarative nature of the
TOP’s were implemented.

While automated coordination and intelligent robot and
agent technology is rapidly advancing, human intelligence
is staying constant. Several previous investigations have
shown that human interaction with intelligent distributed
systems is extremely difficult, sometimes even leading to
poorer performance than the system on its own[12]. A key
interface design issue is how much of the underlying intelli-
gence to make opaque to the user and how much to make
transparent. In Sanjaya, we took the approach that when
the details of the intelligence reasoning were not critical to
the human’s reasoning, they were made completely opaque.
We performed an initial set of user tests with some users
being in control of a system with all the intelligent agents
performing and another set of users using a less intelligent
system with the same interface. Our results showed that
users actually performed relatively better with a less intel-
ligent system, indicating that significant advances need to
be made before users can exert effective control over very
complex multiagent systems.

2. SANJAYA
Sanjaya is a constructive simulation supporting simulation

of ground, air and unmanned aerial vehicles. The scenario
being tested consists of five convoys of ground vehicles each
supported by a group of unmanned aerial vehicles (UAVs),
traveling across a 50km by 50km map defended by 20 op-
posing tanks. This is a challenging scenario for a number of
reasons.

The UAVs have a limited sensing range, and there are
not enough of them in the scenario to patrol the entire map.
Obviously intelligent coordination is necessary to use the
UAVs efficiently. When an opponent has been found the
UAVs may be used to attack the oppoent, but in doing so the
UAV destroys itself. As we have a limited number of UAVs
in the scenario, each UAV used to attack further reduces
our ability to sense, and to destroy any further opponents
found.

Sanjaya simulates an uncertain sensing environment. Sen-

sor readings return a list of possible classifications of sensed
objects, with a probability associated with each classifica-
tion. In the scenario being simulated, sixty trucks, repre-
senting civilian noncombatants, are placed on the map and
may be confused with enemy forces. UAVs, are a limited re-
source and must be conserved to attack those entities that
we are reasonably certain are actual opposing forces. This
means that we must have a reasonably high confidence clas-
sification of a sensed entity as a military, non civilian entity
before we issue a command to attack it.

Unlike other currently available simulation environments,
Sanjaya simulates the kind of uncertainty and confusion that
can occur in large scale coordination in real-world environ-
ments. We find this type of simulator necessary to study
the challenges that large scale real-world coordination poses.
Furthermore, this type of simulator is necessary to deter-
mine potential synergies that can occur while coordinating
complex entities and technologies.

Results illustrate that the infrastructure was able to pro-
duce synergies between the individual technologies. How-
ever, individual technologies did not always improve over-
all performance. Importantly for the future deployment of
complex multiagent systems, initial user testing showed that
users were not able to take full advantage of available tech-
nology and often made system performance worse.
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