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#### Abstract

In this paper we propose a method to derive systolic designs with non-uniform data flow. One of the major difficulties in systematic design is in transforming the original sequential specification of a problem into a form suitable to VLSI implementation. Our approach to aucomatically restructuring a problem is based on a subset of the data dependencies extracred from the original problem specification. By using such dependencies we are able to identify chains of dependent computations which are then converted into recurrence equations. The mapping of the new speciñcation into hardware is also based on data dependencies. We illustate the methodology by appiying it to algorithms using dynamic programming.


## I. INTRODUCTION

The development of efficient VLSI algorithms is relevant to many applications including signal and image processing, which justifies the considerable interest for this topic. In recent years, the problem of synthesizing VLSI design - and systolic design, in particular - has also recaived much attenvion [1]-[4], [8], [10]-[11], [13]-[24]. Systemacic methodologies for the derivation of systolic algorithms have proved useful both in finding new designs and in verifying the correcmess of oid ones. Moreover, the possibility of automaticaily generating a number of viable algorithms for the solution of a given prodem enables the selection of an optimal algorichm among a wider set of candidates. The optimality can de based on such parameters as completion ime $T$, number of processors $P$, chip area, etc.[18]. Most of the existing synihesis methods tend to minimize the compietion time.

The first and probably most challenging part of the systematic design process is in the transformation of the high-level problem specification into a form betrer suited to VLSI implementation Such a form can be, for example, a system of first-order recurrence equations, a uniform recurrence equaion, or a nested loop with constant data dependencies. Often, this transformation is obtained by using techniques similar to those used for software compilers: buffering of variables, addicion of new variables, etc. However, it is not well understood how to select a good transformation especially for some complex nonnumerical problems. Some authors assume that the problem is already given in the required form, and concentrate on how to map it into hardware.

A fundamental distinction berween different approaches to the mapping problem is wherher they use daca dependence based transformations [1]-[4], [7], [14], [16], [20]-[24], or delay operators applied to the mathemacical expression of the algorithm [10]-[11]. For a survey of the various methods see [6].

The transformational approach based on data dependencies has been successfully applied to a variety of algorithms characterized by constant data dependencies. For such algorichms linear
time and space rransformations of the computations into VLSI arrays have been derived [14], [20]-[23]. The resulting designs have constant and regular data flow. However, a number of more complex problems with non-constant data dependencies require non linear transformations. A typical example is the optimal parenthesization problem, which uses dynamic programming. In [9] a systolic algorithm for dynamic programming was presented that can be cast in a criangular array of processing elements. The design is quite complex: the data flow in non-constant throughout the array and the action of a processing element varies at different clock cycles.

Attempts have been made to synthesize non-uniform designs. A non-linear transformation for dynamic programming was indicated in [22]. However, the paper does not precisely describe how the transformation is obtained from the algorithm specification. Chen [1] presents a methodology for mapping algorithms expressed as systems of first order recurrence relations into systolic arrays. The synthesis procedure allows designs with non-uniform communication patterns. The mapping is done inducively, staring at the boundary conditions. By using this technique, various designs, corresponding to different communication patterns in the systolic array, are derived for dynamic programming. The procedure, based on a point-by-point mapping, appears to ie quire lengthy. In [19] a mathematical model, based on a sequence notation, is used to represent index transformations. The model provides a precise specificaion of systolic designs. It allows arbirrary interconnections in systolic networks and is not restricred to linear cransformations. The paper does not give a constructive methodology to find the transformations.

This paper presents a systematic method for the design of VLSI algorithms. The method consists of transforming the high-level problem specification into a set of mutually dependent recurrence equations. To select the appropriate transformations we propose a two-scep refinement procedure. The procedure first determines a coarse timing function of the computations in the original specification of the problem, based on a subset of constant data dependencies; then uses this function to guide the search for an index transformation. Ordered chains of dependent computations are identified in the algorithm, according to such function, and an index transformation
is applied to each singie chain. The index transformation must de compatible with the timing function, i.e. all the computations whose operands are available first will be performed first. Subsequently, the mapping of the obtained system of recurrence equations into a VLSI network is performed by applying linear ime and space transformations separately to each recurrence subject to global constraints. The resulting design may have non-uniform data flow.

This paper is organized as follows. Section II presents the computational models for VLSI arrays and algorithms and reviews the transformational approach to derive linear time-space transformations for mapping an algorithm into a VLSI array. Section III presents a method which heips deriving from an abstract algorithm a set of murually dependent recurrence equations. Section IV illustrates the method by applying it to dynamic programming. In section $V$ time-space transformations are used to map the obtained system of mutually dicpendent recurrence equations into a VLSI array. Finally, section VI shows how to derive a new design for dynamic programming that uses fewer processing elements than the one in [9].

## II. COMPUTATIONAL MODELS

## A. Dejinitions

We will review the cransformational approach [20]-[23] by referring to a specific algorithmic model. We consider a structured set of computations written as a recurence reiation or a nested loop. The set includes input statements, output statements, assignment statements, and conditional assignment statements, where the latter are of the form "IF predicate THEN assignment". Conditional assignments are restricted to those where the predicate depends only on the values of the loop indeces and not on the values of the variables. The recurrence relation or nested loop defines an index set $l^{n}=\left\{\left(i_{1}, \ldots, i_{n}\right) \mid l_{1}^{1} \leq i_{1} \leq l_{1}^{2}, \ldots, l_{n} \leq i_{n} \leq l_{n}^{2}\right\}$, subset of the set $Z^{n}$ of the $n$-tuples of integers. We assume that the following conditions are satisfied:

CA1 - each variable in the algorithm is associated with an index vector ( $i_{1}, i_{2}, \ldots, i_{n}$ ), i.e. is an element of an $n$-dimensional array. In other words, there is a one-to-one comespondence between the n -tuples in $I^{n}$ and the dimensions of any array used in the algorithm.

CA2 - if $S$ is an assigrment statement indexed by ( $i_{1}, i_{2}, \ldots, i_{n}$ ), and a variable on the right side of $S$ is indexed by $\left(j_{1} j_{2}, \ldots, j_{n}\right)$, then each $i_{k}$ may depend only on $j_{k}$.

CA3 - The dependence vector of a variable is defined as che difference of the index vectors of computations where the variable is used and generated [8]. The data dependence vectors $\bar{a}_{1}, \ldots, \bar{a}_{m}$ associated to the variables of a recurrence can be represented as a marrix $D=\left[\partial_{1} \cdots a_{m}\right]$, whose columns are labelled by the variable names. A variable may have many dependencies each corresponding to a different index vector. In the canonic form we assume chat data dependence vectors are constant, i.e. independent of the index vectors.
C.A4 - a variable is used exactly once after it is generated.

We will refer to the above specification of an algorithm as to the canonic form of the algorithm.
The canonic form does not explicilly specify any ordering among the computations; the lexicographical ordering in $I^{n}$ is arbitrary and therefore irrelevant to our purposes. Racher, an implicit partial ordering of the computations is given by the data dependencies. A partiai ordering $>_{D}$ defined by the data dependencies is such that $\bar{l}>_{D} \vec{i}^{\prime}$ if $\vec{i}=\bar{i}^{\prime}+\vec{a}_{j}$ for some $\vec{a}_{j} \in D$.

## B. Mapping a canonic form into a VLSI array

It is possible, under certain conditions, to automatically map a recurrence into a VLSI array [20]-[23]. Consider the following simplified model of a VLSI array. Each processor of the array
is assigned a label $l \in L^{n-1} \subset Z^{n-1}$. The connection pattern of the array is described by the marrix $\Delta=\left[\delta_{1}, \delta_{2}, \ldots, \delta_{s}\right]$ which specifies the links among the processors. Precisely, $\delta_{i}$ is the difference vector of the integer labels of adjacent cells in the network.

A linear time-space transformation of the computations indexed by $I^{n}$ into the VLSI array is defined by:

$$
\Pi=\left|\begin{array}{c}
T \\
\mathrm{~S}
\end{array}\right|
$$

where $T$ is a mapping from $I^{n} \longrightarrow Z$ and $S$ is a mapping from $I^{n} \longrightarrow L^{n-1}$. The time function $T$ transforms $D$ inno $T D$. Thus, to ensure a correct execurion ordering, $T$ must satisfy the following condition:

$$
\begin{equation*}
T\left(\bar{d}_{i}\right)>0 \text { for each } d_{i} \in D \tag{1}
\end{equation*}
$$

System (1) may have no solution or several solutions. In this latter case, the one which minimizes the total execuion time (defined as the difference between the maximum and minimum value of $T$ ) is chosen.

The space mapping $S$ is a mapping from the set of computations to the set of processing elements such that for each $\bar{i}, \bar{j} \in I^{n}$

$$
\begin{equation*}
S(\bar{l})=S(\hat{l}) \text { implies } T(\bar{l}) \div T(\bar{l}) \tag{2}
\end{equation*}
$$

i.e. concurrent computations cannot be mapped into the same processor. Determining a solution for $S$ which satisfies constraint (2) is equivalent to solving the diophantine equations:

$$
\begin{equation*}
S D=\Delta K \tag{3}
\end{equation*}
$$

for which the matrix $\left.\right|_{S} ^{T}$ | is non-singular. $K$ is an integer matrix with positive clements. The equations may have no solution or several solutions. If no fcasible solution is found, the design
procedure is repeated by starting with a different timing funcrion or else a different interconnection network. If several solutions are possible, the one which is optimal according to some given criterion is chosen.

## C. Algorithm transformations

To derive a canonic form from the high-level problem specification, transformations similar to those used for software compilers are generally used [14]. The goal of such transformations is to ennance pipelining and locai communication in an algorithm. This is accomplished by (i) adding indeces to exising variables in the algorithm, (ii) renaming variables, or (iii) introducing new variables. Such transformacions do not change the algorichm fundamentaily, but onily the data dependencies among the variables. The new data dependencies in the resulting specification of the problem are therefore not characteristic of the problem itself but of its parallel implemencation. Indeed. as is well known, there are in general several ways to transform a given problem specification, according to the previous rules, each way producing a different set of data dependencies. However, not all the possible transformations lead to a feasible VLSI design. Moreover, different ransformarions may result in different performances. Consider the two following examples:

Example 1. The convolucion problem is defined by: given a sequence $x_{1}, \ldots, x_{n}$ and a set of weights $w_{1}, \ldots, w_{s}$, derermine the sequence $y_{1}, \ldots, y_{n}$ such that:

$$
y_{i}=\sum_{\dot{k}=1,} w_{k} \cdot x_{i-k}
$$

Broadcasting of $x$ and $w$ can be eliminated by adding one more index to all variables $x, w$, and $y$. At least two different index transformations can be applied which produce the two recurrences in canonic form below. The first is a backward recurrence, where the variable $y_{i, k}$ is
defined in terms of $y_{i, k-1}$ :

$$
\begin{align*}
& 1 \leq i \leq n ; 1 \leq k \leq s \\
& w_{i, k}=w_{i-1, k} \\
& x_{i, k}=x_{i-i, k-1}  \tag{4}\\
& y_{i, k}=y_{i, k-1}+w_{i, k} \cdot x_{i, k}
\end{align*}
$$

with initial condizions:

$$
y_{i, 0}=0 ; w_{0, k}=w_{k} ; x_{i-1,0}=x_{i} ; x_{0, k-1}=0
$$

The second is forward recurrence, where the variable $y_{i, k}$ is defined in terms of $y_{i, k+1}$.

$$
\begin{align*}
& 1 \leq i \leq n ; 1 \leq k \leq s \\
& w_{i, k}=w_{i-i, k} \\
& x_{i, k}=x_{i-1, k-1}  \tag{5}\\
& y_{i, k}=y_{i, k+1}+w_{i, k} \cdot x_{i, k}
\end{align*}
$$

with initial conditions:

$$
y_{i, s+1}=0 ; w_{0, k}=w_{k} ; x_{i-1,0}=x_{i} ; x_{0, k-1}=0
$$

Data dependencies corresponding to the two recurrences incroduce two different partial orderings in $I^{2}=\{(i, k) \mid 1 \leq i \leq n ; 1 \leq k \leq s\}$, which translace into two different schedules for the computations and consequenty into different systolic designs. We first derive a systolic design for recurence (4). Data dependencies for variables $y, x$ and $w$ in (4) are respectively:

$$
d_{1}=\left(\begin{array}{lll}
0 & 1
\end{array}\right)^{t} \quad d_{2}=\left(\begin{array}{ll}
1 & 1
\end{array}\right)^{t} \quad d_{3}=\left(\begin{array}{ll}
1 & 0
\end{array}\right)^{t}
$$

The coefficients $T_{1}$ and $T_{2}$ of a linear transformation $T$ must satisíy ( 1 ), that is:

$$
T_{2}>0 \quad T_{1}+T_{2}>0 \quad T_{1}>0
$$

Several solution to the above equations are possible; the one which minimizes the execution uime is given by:

$$
r_{1}=0 \quad T_{2}=1
$$

The resulting timing function is:

$$
T(i, k)=i+k .
$$

A space mapping of the recurrence into a linear array of processing elements obtained from (3) is given by:

$$
S(i, k)=k .
$$

The resulting design, identical to the one presented by Kung [12], is summarized in table 1. Similarly, by applying the mapping procedure to recurrence (5) we obtain two other desigus presented in [12]. These latter are summarized in table 2. Notice that design w2 cannot be generated staring from recurrence (5) and, viceversa, designs R2 and WI cannot be generated from recurrence (4). Finally, we mention that other designs for convolution are possiole [3], [12], but they cannot be generated from recurrences (4) or (5).

| Design | Output (y) | Input (x) | Weights (w) |
| :--- | :--- | :--- | :--- |
| W2 | Move in the same direcion | Stay |  |
|  | at different | speeds |  |

Table 1. Systolic design for recurrence (4)

| Design | Output (y) | Input (x) | Weights (w) |
| :--- | :--- | :--- | :--- |
| W1 | Move in opposite | directions | Stay |
| R2 | Stay | Move in the same direction |  |
|  |  | at different speeds |  |

Table 2. Systolic designs for recurrence (5)

Example 2. Recursive convolution

This problem can be expressed as: given a sequence of weights $w_{1} \ldots, w_{s}$, determine the sequence $y_{1, \ldots, y_{n}}$ such that:

$$
y_{i}=\sum_{k=1, s} w_{k} \cdot y_{i-k}
$$

Of the two recurrences which can be derived by using transformations similar to those used in Example 1, only the forward recurrence has to be considered for a systolic implementation. The backward recurrence does lead to a any reasonable design since it cannot overlap computations of $y_{i, k}$ for different values of index $k$.

For more compiex problems, such as optimal parenthesization using dynamic programming, selecting a good initial transformation is not an obvious task and in fact straighforward transformations such as those applied to the convoluion problem fail. It is clear that this part of the synthesis procedure sometimes requires creativity and programming experience. We suggest a way to assist the human designer in this crucial task. Obviously, it is not always possible to transform a given problem into canonic form. For problems which do not have such representation we attempt to rewrite them into a form of many modules each being in canonic form. The method we propose here relies on idenifying a set of constant data dependencies in the original formulation of the problem.

## III. DERIVING A VLSI ALGORITHM FROM THE HIGH-LEVEL SPECIFICATION OF THE

## PROBLEM

We assume that the high level specification of a problem is written in the form of a nested loop with the index set $I^{n}$ defined by:

$$
\cdot \quad I^{n}=\left\{\left(i_{1}, \ldots, i_{n}\right) \mid l_{1}^{1} \leq i_{1} \leq l_{1}^{2}, \ldots, l_{n}^{1} \leq i_{n} \leq l_{n}^{2}\right\} .
$$

We assume that, unlike the canonic form, the loop contains a variable which is an $s$-dimensional array. More specifically, we let $s=\pi-1$ and assume that the loop contains an assignment
statement of the form:

$$
\begin{equation*}
c\left(\bar{i}^{\bar{s}}\right)=f\left(c\left(\overline{i^{s}}-\bar{d}_{\mathrm{j}}\right), \ldots, c\left(\overline{i^{s}}-\bar{d}_{m}^{\bar{s}}\right)\right) \tag{6}
\end{equation*}
$$

where: $\bar{i}=\left(i_{1}, i_{2}, \ldots, i_{s}\right)$ is an $s$-tuple of indices of the loop;
$\overline{d_{j}^{5}}=\left(a_{j, 1}, \ldots, a_{j, 1-1}, i_{t}-i_{n}, a_{j, t+1}, \ldots, a_{j, s}\right), j=1, \ldots, m ;$
and where $a_{j, J}$ are integer constants. In other words, the index $i_{t}$ on the left side of ( 6 ) is replaced on the right side by the index $i_{n}$. Each vector $\vec{d}_{j}^{j},(j=1, \ldots, m)$, represents a non-constant data dependence for variable $c$, since its $t$-th component is a function of the two indices $i_{s}$ and $i_{n}$. We can expand $\bar{d}{ }_{j}^{s}$ into a number of data dependence vecrors, each corresponding to a specific value of index $i_{n}$ in the $t$-th component. Then, we associate to each pair (variable, index vector) $=\left(c, \bar{i}_{s}\right)$ the set $D_{i^{i}}^{c}$ of all the data dependence vectors obtained by expanding $\overline{d_{1}^{s}, \ldots, d_{m}^{s}}$.

Our strategy to select the initial index transiormation consists of a two-step procedure. Let $l^{s}=\left\{\left(i_{1}, \ldots, i_{s}\right) \mid l_{1}^{1} \leq i_{1} \leq l_{1}^{2}, \ldots, l_{s}^{1} \leq i_{s} \leq l_{s}^{2}\right\}$. First. determine from the high-level specification of the problem a coarse ime function $T: I^{s} \rightarrow Z$. This function will be used in the subsequent step of the procedure to guide the search for a schedule of computations indexed by $I^{n}$. We derive $T$ from a subset of the data dependencies of the algorithm, namely, the subset of constant data dependencies, thus, $T$ provides only a lower bound for an actual timing function for $I^{s}$. Furthermore, $T$ depends only on the implicit dependencies of the problem since it is derived before any arbitrary ordering of the computations is introduced. The set $D_{i^{i}}^{c}$ of data dependencies is nonconstant in the computation space. However, the set $D^{c}$ defined as the intersection of $D_{i^{c}}^{c}$ for all $\bar{i}^{\bar{s}} \in I^{s}$ contains only constant data dependencies. For a nested loop with constant data dependencies, a linear (or quasi-affine) timing function can be detemined by applying the transformational method described in section I. Thus, if $D^{c}$ is not empry we can derive a linear timing
function $T: I^{s} \rightarrow Z$ which is compaible with the set $D^{c}$, i.e. $\overline{i^{s}}>_{D^{c}} \bar{i}^{\prime s}$ implies $T\left(i^{\bar{s}}\right)>T\left(i^{\prime s}\right)$. The function $T$ must satisfy (1), that is:

$$
\begin{equation*}
T\left(\bar{d}_{i}\right)>0 \text { for each } \bar{d}_{i} \in D^{c} \tag{7}
\end{equation*}
$$

If system (7) has several solutions, the one which minimizes the totai execution time is chosen.

It obvious that if $\tau$ is an actual timing function for $I^{s}$ then it must be $\tau\left(i^{\bar{s}}\right) \geq T\left(i^{\bar{s}}\right)$ for each $\bar{i}^{\bar{s}} \in I^{s}$. Moreover, because of the monotonocity of an expanded data dependence vector in $D_{i^{\bar{j}}}^{c}$, it must be $\tau\left(i^{\bar{s}}\right)>\tau\left(i^{\prime s}\right)$ if $T\left(\overline{i^{s}}\right)>T\left(i^{\prime s}\right)$.

The partial ordering defined by $T$ on the set of computations $I^{s}$ deines a partial ordering in a subset of $I^{n}$ based on the availability of operands. Consider the set $J^{n} \subset I^{n}$ consisting of the $n$ tuples ( $\bar{i}^{\bar{s}}, i_{n}$ ) for any given $\bar{i}^{\bar{s}} \in I^{s}$ and for $l_{n}^{1} \leq i_{n} \leq l_{n}^{2}$. For any two such $n$-tuples, we introdace the relacion $>_{\tau}$ defined by:

$$
\begin{gathered}
\left(\overline{i^{s}}, i_{n}^{\prime}\right)>_{T}\left(\overline{i^{\prime}}, i_{n}^{\prime \prime}\right) \longleftrightarrow \\
\operatorname{Max}\left\{T\left(\bar{i}^{\bar{s}}-\bar{d}_{1}^{\prime}\right) \ldots, T\left(\overline{i^{s}}-\overrightarrow{d_{m}}\right)\right\}>\operatorname{Max}\left\{T\left(i^{\bar{s}}-\overline{d_{1}^{\prime \prime}}\right), \ldots, T\left(\overline{i^{s}}-\overline{d_{m}^{\prime}}\right)\right\}
\end{gathered}
$$

where $\bar{d}_{j}^{\prime}$ and $\overline{d_{j}^{\prime \prime}}(j=1, \ldots, m)$ are the data dependence vectors in (6) corresponding to values $i_{n}^{\prime}$ and $i_{n}^{\prime \prime}$, respectively, of index $i_{n}$. Obviously, the relacion $>_{T}$ is a partial ordering in $J^{n}$. Thus, $J^{n}$ can be decomposed into a number of chains, i.e. subsets whose elements are linearly ordered (relative to each other). Of course, there will be only one chain if the relation $>_{T}$ is linear to start with. Each chain consists of indexed computations which have to be carried out one after the other in a specific linear ordering. Computations belonging to different chains can be carried out independently. There can be many decompositions of a partially ordered set into chains. Minimal chain decompositions can be found by network flow techniques [5]. We are interested in a simpler problem, namely in finding a chain decomposition of $>_{T}$ such that the computations in a chain are also sorted (either in increasing or decreasing order) according to the index $i_{n}$.

At this point, we are ready to restructure the given algorithm. Let us denote by $s$ the number of chains. We partition the computations indexed by $J^{n}$ into $s$ separate recurrences, each corresponding to a distinct chain. In each recurrence the ordering for index $i_{n}$ is chosen according to its ordering in the chain. Then, we transform each recurrence into canonic form using the three previous rules: 1) adding missing indices, 2) adding new variables, and 3) renaming old variables. In addicion we also add statements between recurences to correlate variables in disuinct recurrences. In fact, a recurrence may use a variable generated in another recurrence. This last step may introduce non-constant data dependencies in the system.

In conclusion, the obtained new specification is expressed as a system of $s$ modules, each module being a recurrence equation in canonic form. Non-constant data dependencies may occur between variables of different modules.

## IV. AN APPLICATION TO DYNAMIC PROGRAMMING

Consider the dynamic programming technique applied to sucin problems as optimal parenthesization, and shorest path. Both problems can be expressed by the recurrence:

$$
\begin{gather*}
1 \leq i \leq n ; i<j \leq n \\
c_{i, j}=\min _{i<k<j} f\left(c_{i, k}, c_{\dot{x}, j}\right) \tag{8}
\end{gather*}
$$

with initial conditions:

$$
c_{i, i+1}=c_{i} \quad 1 \leq i \leq n
$$

for some function $f$. Note that no explicit ordering for the indices $i, j$, and $k$ is specified. If we choose the normal lexicographical ordering for the three indices and we apply some index transformation we can derive a canonic form from the above recurrence; however, the systolic implementation of it will have execution time $O\left(n^{2}\right)$ since it does not overlap the computations of $c_{i j}$ for differenc $k$.

Let $I^{3}=\{(i, j, k)$ i $i \leq i, j \leq n ; i<k<j\}$ be the index set of the recurrence above; and Iet $l^{2}=\{(i, j) \mid 1 \leq i, j \leq n\}$ be the index set defined by variable $c$. Each pair $(c,(i, j))$ is associated with a distinct set of data dependencies, here represented in matricial form:

$$
D_{(i j)}^{c}=\left|\begin{array}{cc}
0 & \mathrm{i}-\mathrm{k} \\
\mathrm{j}-\mathrm{k} & 0
\end{array}\right|
$$

or in the expanded form below where each column conesponds to specific value of the index $k$ :

$$
D_{(i j)}^{c}=\left|\begin{array}{llllllll}
0 & \ldots & 0 & 0 & -1 & -2 & \ldots & i-j+1 \\
j-i \mp 1 & \ldots & 2 & 1 & 0 & 0 & \ldots & 0
\end{array}\right|
$$

The intersection $D^{c}$ of all the sets $D_{(i, j)}^{\epsilon} \quad(1 \leq i, j \leq n)$ is non empry and is given by:

$$
D_{(i j)}^{( }=\left|\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right|
$$

We derive a time funcrion $T: I^{2} \rightarrow Z$ compatible with $D^{c}$. Since $D^{c}$ contains only constans data dependencies, we can apply the methodology discussed in section I to determine a linear bime function. Conditions (7) applied to the data dependence vectors in $D^{\kappa}$ give:

$$
T_{1}>0 \text { and } T_{2} \leq-1
$$

The least integer values that satisfy the above equations are:

$$
T_{1}=0 \quad \text { and } \quad T_{2}=-1 .
$$

Thus, the optimal time transformation is:

$$
T(i, j)=j-i .
$$

Next we consider the partial ordering $>_{T}$ in $J^{j}=\{(i, j, k) \mid i, j$ are fuxed and $i<k<j\}$ defined by:

$$
\begin{gathered}
\left(i, j, k^{\prime}\right)>_{T}\left(i, j, k^{\prime \prime}\right) \Longleftrightarrow \\
\operatorname{Max}\left\{T\left(i, k^{\prime}\right), T\left(k^{\prime}, j\right)\right\}>\operatorname{Max}\left\{T\left(i, k^{\prime \prime}\right), T\left(k^{\prime \prime}, j\right)\right\}
\end{gathered}
$$

Notice that the minimal elements with respect to $>_{T}$ are:
$(i, j,(i \div j) / 2) \quad$ if $i+j$ is even or
$(i, j,(i+j-1) / 2)$ and $(i, j,(i+j+1) / 2) \quad$ if $i+j$ is odd.

By repeatedly finding minimal eiements after removing the previous minimal elements from the set we obtain a decomposition of $J^{3}$ in the two chains below (here we only wrice the third component of the index vectors):
$\{\mathrm{if}(\mathrm{i}+\mathrm{j})$ is even $\}$
$(i+j) / 2,(i+j) / 2-1, \ldots, i+1 ;$

$$
(i+j) / 2 \div 1,(i+j) / 2+2, \ldots, j-1 .
$$

\{if ( $\mathrm{i}+\mathrm{j}$ ) is odd $\}$
$(i+j-1) / 2,(i+j-1) / 2-1, \ldots, i+1 ;$
$(i+j+1) / 2,(i+j+1) / 2+1, \ldots, j-1 ;$
We can now rewrite (8) into a form where the execurion ordering of index $k$ is specified according to the above chains. The new specification of the problem consists of two recurrences: the first recurrence is a forward recurrence where the index $k$ varies from $(i+j) / 2$ to $i+1$ (or from $(i+j-1) / 2$ to $i+1$ if $i+j$ is odd); and the second is a backward recurrence where $k$ varies from $(i+j) / 2$ to $j-1$ (or from $(i+j+1) / 2$ to $j-1$ if $i+j$ is odd). To transform each recurrence into
canonic form some further manipulation is necessary. We first add missing indices to variables on both sides of (8) and then introduce new recurrence variables to eliminate broadcast of a variable to different descinations. We use different sets of variables for the two recurrences. Each recurrence initializes some of its variables to values generated by the other recurrence. Now equations (8) can be converted into the foilowing system of munually dependent recurrence equaions:
for $i:=1$ to $n-1$ do $a_{i, i+1, i+1}^{\prime \prime}:=c_{i, i+1} ; c_{i, i+\mathrm{L}, i+1}:=c_{i, i+1} ;$
for $l:=2$ to $n-1$ do
for $i:=1$ to $n$ do begin

$$
j:=i+l ;
$$

if $(i+j)=e v e n)$ then begin

$$
k:=(i+j) / 2
$$

for $k:=\lfloor(i+j+1) / 2+1\rfloor$ to $j-1$ do begin
if $k=j-1$ then $a_{i, j, k}^{\prime \prime}:=c_{i, j-1, j-1}$ else $a_{i, j, k}^{\prime \prime}:=a_{i, j-1, k}^{\prime \prime}$;
$c_{i, j, k}^{\prime}:=\hat{j}\left(a_{i, j, k}^{\prime}, b_{i, j, k}^{\prime}\right)$
$k:=(i+j+1) / 2$;
if $k:=j-1$ then $a_{i, j, k}^{\prime \prime}:=c_{i, j-t, j-1}$ else $a_{i, j, k}^{\prime \prime}:=a_{i, j-i, k}^{\prime \prime}$;
$b_{i, j, k}^{\prime \prime}:=b_{i+1 . j, k}^{\prime}$;
$c_{i, j, k}^{\prime \prime}:=f\left(a_{i, j, k}^{\prime \prime}, b_{i, j, k}^{\prime \prime}\right)$;
end
for $k:=\lceil(i+j-1) / 2-1\rceil$ downto $i+1$ do begin
$a_{i, j, k}^{\prime}:=a_{i, j-i, k}^{\prime} ;$
if $k=i+1$ then $b_{i, j, i+1}^{\prime}:=c_{i+i, j, j}$ else $b_{i, j, k}^{\prime}:=\dot{b}_{i+i, j, k}^{\prime}$;
module 1
$c_{i, j, k}^{\prime}:=h\left(c_{i, j, k+1}^{\prime}, f\left(a_{i, j, k}^{\prime}, b_{i, j, k}^{\prime}\right)\right) ;$
end;
$b_{i, j, k}^{\prime \prime}:=b_{i+1, j, k}^{\prime \prime}$;
$c_{i, j, k}^{\prime \prime}=h\left(c_{i, j, k-1}^{\prime \prime} f\left(a_{i, j, k}^{\prime \prime}, b_{i, j, k}^{\prime \prime}\right)\right):$
end;
A5:
$c_{i, j, j}:=h\left(c_{i, j, i+1}^{\prime}, c_{i, j, j-1}^{\prime}\right)$;
end;

From the above specification we exrract distinct sets $D_{1}$ and $D_{2}$ of local data dependencies for the two modules.

$$
\mathrm{D}_{1}=\left|\begin{array}{ccc}
c^{\prime} & a^{\prime} & b^{\prime} \\
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right| \quad \mathrm{D}_{2}=\left|\begin{array}{ccc}
c^{\prime \prime} & a^{\prime \prime} & b^{\prime \prime} \\
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right|
$$

Non-constant dependencies between variables of distinct recurrences are defined by starements A1 to A5 in the algorithm. We will refer to such dependencies as global dependencies.

## V. MAPPING THE ALGORITHM INTO HARDWARE

## A. Time function

Once the algorithm has been converted into the new form, the mapping into a VLSI array can be accomplished in two steps:

1) Finding for each individual module in the algorithm representation a separate time function which is comparible with the local data dependencies and also satisfies the conscraints imposed by the global dependencies.
2) Finding a space mapping for each module into the processors of a physical network which is compatibie with the time function and sarisies global constraints.

Referring again to the dynamic programming algorithm, we first seek linear time transformations $\lambda$ and $\mu$ for module 1 and 2, respectively. Furthemore, lec $\sigma$ be the ime function for computation in A5 outside the two modules. The linearity requires that for the dependence vectors of the modules it must be:

$$
\lambda(d)>0 \quad \text { for } \bar{d} \in D_{1} \text { and } \mu(\bar{d})>0 \text { for } \bar{d} \in D_{2}
$$

that is:

$$
\begin{array}{lll}
\lambda_{1} \leq-1 & \lambda_{2} \geq 1 & \lambda_{3} \leq-1 \\
\mu_{1} \leq-1 & \mu_{2} \geq 1 & \mu_{3} \geq 1
\end{array}
$$

Constraints introduced by Al-AS lead to the following equations:

$$
\begin{aligned}
& \lambda(i, j,(i+j) / 2)>\mu(i, j-1,(i+j) / 2) \\
& \lambda(i, j, i+1)>\sigma(i+1, j, j) \\
& \mu(i, j, j-1)>\sigma(i, j-1, j-1) \\
& \mu(i, j,(i+j+1) / 2)>\lambda(i+1, j,(i+j+1) / 2) \\
& \sigma(i, j, j) \geq \max [\lambda(i, j, i+1), \mu(i, j, j-1)]
\end{aligned}
$$

It easy to check that an optimal solution to the above system is given by:

$$
\begin{array}{lll}
\lambda_{1}=-1 & \lambda_{2}=2 & \lambda_{3}=-1 \\
\mu_{1}=-2 & \mu_{2}=1 & \mu_{3}=1 \\
\sigma_{1}=-2 & \sigma_{2}=1 & \sigma_{3}=1
\end{array}
$$

Hence:

$$
\begin{aligned}
& \lambda(i, j, k)=-i+2 j-k \\
& \mu(i, j, k)=-2 i+j+k \\
& \sigma(i, j, j)=-2 i+2 j .
\end{aligned}
$$

The next step is to find a mapping of the computations indexed by $I^{3}$ into the processors of a VLSI array.

The automatic procedure for determining the mapping of computations into the cells of a systolic array is analogous to the one for the time function Again, we look for separate solutions to the different modules in the algorithm subject to global constraints. We consider a 2-D VLSI array of processing elements modelled by the pair [ $\left.L^{2}, \Delta\right]$, where $L^{2}$ is the set of labels $(x, y)$ assigned to processing elements and $\Delta$ is a matrix describing the interconnection network between processing elements. Different interconnection patterns may result in different classes of designs. In the following, we generate the optimal design when $\Delta$ is chosen to be:

$$
\Delta=\left|\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right|
$$

$\Delta$ corresponds to a network with unidirectional links, as shown in fig. 1.
Let $S^{\prime}, S^{\prime \prime}$, and $S$ be the space functions for module 1 , module 2 , and statement AS, respectively.

$$
S^{\prime}=\left|\begin{array}{lll}
S_{11}^{\prime} & S_{12}^{\prime} & S_{13}^{\prime} \\
S_{21}^{\prime} & S_{22}^{\prime} & S_{23}^{\prime}
\end{array}\right| \quad S^{\prime \prime}=\left|\begin{array}{lll}
S_{11}^{\prime \prime} & S_{12}^{\prime \prime} & S_{13}^{\prime \prime} \\
S_{21}^{\prime \prime} & S_{22}^{\prime \prime} & S_{23}^{\prime \prime}
\end{array}\right| \quad S=\left|\begin{array}{lll}
S_{11} & S_{12} & S_{13} \\
S_{21} & S_{22} & S_{23}
\end{array}\right|
$$

In addirion to satisfy (3), the coefficients of $S^{\prime}, S^{\prime \prime}$, and $S$ must satisfy the constraints imposed by global dependencies. Precisely, if a global dependence involves two variables belonging to different modules which are computed at times $t$ and $t^{\prime}$ with $t-t^{\prime}=d$ then the distance of the cells where the two variables will be mapped cannot be more than $d$. By distance we mean the length of a path consising of interconnection links berween the two cells. From A1 we have:

$$
S^{\prime}|i j(i+j) / 2|^{t}=S^{\prime \prime}|i j-1(i+j) / 2|^{\prime}+\bar{d}_{1} ; \quad \bar{d}_{\mathrm{l}} \in \Delta
$$

since $\lambda(i, j,(i+j) / 2)-\sigma(i, j-1,(i+j) / 2)=1$ and, consequently, the two computations must occur either in the same cell or in adjacent cells. Similarly, from A2-A4 we obtain:

$$
\begin{aligned}
& S^{\prime}|i j i+1|^{t}=S \quad|i+1 j j|^{t}+\vec{a}_{2} ; \quad \vec{a}_{2} \in \Delta ; \\
& S^{\prime \prime}|i j j-1|^{t}=S \quad|i j-1 j-1|^{t}+\vec{a}_{3} ; \quad a_{3} \in \Delta ; \\
& S^{\prime \prime}|i j(i+j+1) / 2|^{t}=S^{\prime}|i+1 j(i+j+1) / 2|^{t}+\vec{a}_{4} ; \quad \bar{d}_{4}=\delta_{i}+\bar{\delta}_{j} \quad \delta_{i}, \delta_{j} \in \Delta \\
& S \quad|i j j|^{t}=S \quad|i j \quad i+1|^{t}+\bar{d}_{5} ; \quad a_{5} \in \Delta ;
\end{aligned}
$$

One solution to above system of equations is:

$$
S_{11}^{\prime}=S_{13}^{\prime}=0 ; S_{12}^{\prime}=1 \quad S_{22}^{\prime}=S_{23}^{\prime}=0 ; S_{21}^{\prime}=1
$$

for the first recurrence and:

$$
S_{11}^{\prime \prime}=S_{13}^{\prime \prime}=0 ; S_{12}^{\prime \prime}=1 \quad S_{22}^{\prime \prime}=S_{23}^{\prime \prime}=0 ; S_{21}^{\prime \prime}=1
$$

for the second recurrence. Thus

$$
S^{\prime}(i, j, k)=S^{\prime \prime}(i, j, k)=S(i, j, j)=(j, i)
$$

The resuiting design is identical to the one first introduced in (9). The conesponding systolic array and the action of a cell at different times is depicted in tigure 1 .

## VI. A NEW DESIGN FOR DYNAMIC PROGRAMMING

As shown in [8], a new design for dynamic programming can be automatically generated if we choose a different interconnection pattern for the network. This design uses fewer processing elements than the one in [9]; precisely $3 / 8 n^{2}$ instead of $n^{2} / 2$. Consider an amray of processing elements whose communication pattem is described by:

$$
\Delta=\left|\begin{array}{lllll}
0 & 1 & 0 & -1 & -1 \\
0 & 0 & -1 & 0 & -1
\end{array}\right|
$$

Cells in the array are connected by bidirectional horizontal links is well as by diagonal and vertical links, as shown in fig. 2. An optimal design for dynamic programming is generated for such an array using the same mapping procedure. Again we solve equations (4) subject to giobal constraints (10). We derive for the first recurrence:

$$
S_{11}^{\prime}=S_{12}^{\prime}=0 ; S_{13}^{\prime}=1 \quad S_{22}^{\prime}=S_{23}^{\prime}=0 ; S_{21}^{\prime}=1
$$

and for the second recurrence:

$$
S_{11}^{\prime \prime}=S_{12}^{\prime \prime}=1 ; S_{13}^{\prime \prime}=-1 \quad S_{22}^{\prime \prime}=S_{23}^{\prime \prime}=0 ; S_{21}^{\prime \prime}=1
$$

Thus we have:

$$
S^{\prime}(i, j, k)=(k, i) \text { and } S^{\prime \prime}(i, j, k)=(i+j-k, i) .
$$

These transformations lead to the systolic design of figure 2. The array consists of $3 / 8 n^{2}$ cells. All cells are identical. However, the action of a cell varies from time to time. It does computation relative io module 1 or module 2 depending on the values of indeces $i, j$, and $k$. Aiso, the direction of data streams varies for the two modules. The transformation of data dependence vectors $D_{1}$ into communication vectors $\Delta$ is derived from $S$. From:

$$
\left|\begin{array}{lll}
S_{11}^{\prime} & S_{12}^{\prime} & S_{13}^{\prime} \\
S_{21}^{\prime} & S_{22}^{\prime} & S_{23}^{\prime}
\end{array}\right|\left|\begin{array}{ccc}
c^{\prime} & a^{\prime} & b^{\prime} \\
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right|=\left|\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 0 & -1
\end{array}\right|
$$

we derive that variables $c_{i, j, k}^{\prime}$ move to the left along the horizontal links, variables $a_{i, k, k}^{\prime}$ do not move along the array but stay inside the cells, where they are updated. Finally, variables $b_{i, j, k}^{\prime}$ move up, except at the boundary, where they move along the diagonal (from (10)). The direction of variables in module 2 is derived from the mapping $S^{\prime \prime}$. Variables $a_{i, j, k}^{\prime \prime}$ move to the right along the horizontal links, variables
$b_{i j, k}^{\prime \prime}$ move up to the left along the diagonal links. Variabies $c_{i, j, k}$ move with the same pattem as in the other module. The action of a cell at each time is illustrated in figure 2.

## VII. CONCLUSION

We have suggested a methodology to assist a human designer inco the difficult task of designing a VLSI algorichm starting from a sequential specification of a problem. Among the many possibie transformations which can make parallelism explicit in a program the method helps selecting a feasible and optimal sequence of transfomations. The methodology appears useful for complex nonnumerical problems for which standard restructuring teciniques seem inadequate. The class of obtainable designs is not rescricted to designs having constant data flow.
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Fig. 1. A systolic array for dynamic programming


FOR $\quad k<\{(i+i) / 2\}$


$$
F O R \quad k>(i+i-1) / 2!
$$
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