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ABSTRACT

Just-in-time systems have received considerable attention in the modern
manufacturing environment due to some basic wonceptc oif waste reduction
and quality improvements. The pull nature of this system has been
compared extensively to conventional push systems. Another type of
system, long pull, combines both push and pull concepts. The objective
of thls research is to model and provide a comprehensive analysls of
push, pull and long pull systems. The role of these systems on
work—-in-process Iinventories and throughput is Iinvestigated through
simulation runs for the models developed using the simulation package
DYNAMO (PC version). Also, some key observations related to the
allocation, span of contrel and the assoclated levels of
work-ln-process inventories of the long pull have been given. Further,
application of the models have been extended to analyze a local spark
plug assembly plant. Problems encountered by the plant have been

identified and accordingly, varlous policies were developed.
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NOMENCLATURE

Notations used throughout this thesis have been llisted in alphabetical
order. The notatlons not included in the list are either explalned at

appropriate places, or are self explanatory.
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CHAPTER 1

INTRODUCTION

Just-in-time production systems have generated a great deal of interest
in the modern manufacturing environment. Just-in-time {JIT)
philosophy, first introduced by the Toyota Motor Co. over 25 years ago,
has received much interest in its basic underlying concept of providing
"only the necessary products, at the necessary time, in the necessary
quantity" (Sugimorl et al. 1977). Based on this concept these systems
are potentially able to overcome the two major problems of protracted
lead times and accumulation of excessive work-in-process Iinventorles
and throughput maximization. The advent of Jjust-in-time preductlon
systems focused attention on serlal production lines. Efficiency and
throughput considerations replaced Job shop layouts to flow shop

orientation.

1.1 Role of work~in-process in serial production systems

One aspect of waste in many production systems is the accumulation of
work-in-process (WIP) inventories. This bulldup of inventories leads
to several waste aspects: under-utilization of capital investment in
lnventorles, use of excess floor space on the shop floor, use of labour
for producing extra inventory and the risk of carrying items which may
become obsoclete in the future. However, in serial productlon systems
buffers (work-in-process) located vetween adjacent work stations are
often necessary when there i1s a lack of synchronization in the flow of

production, e.g. varlable processing times , bottleneck workstations,



unreliable stations, breakdown of machlnery, etc.. Work-1ln-process
inventories act as decoupling agents between workstatlons, thereby
providing independence of operatlons. The position and quantity of WIP
plays an lmportant role in smoothing the production flow: Material
flows from one station to the next when it has completed the production
process at that station. The production flow is hindered when either
blocking or starving of workstatlons occurs. Blocking of a statlon
occurs when the operation 1s complete and a subsequent station's buffer
is full. Starving occurs when a station 1is ready to process a part but
the preceding buffer is empty. The role of VIP inventories was studied
on serial production systems using various strategies such as push,

puil and long pull. A description of the strategles used is glven in

the following sections.

1.2 Push aystems

An example of a three stage push system is represented by Figure 1. In
a push system information 1s transmitted in the same directlon as the
part: Jjobs entering the system are queued at the first process and
scheduled for further processes until the job leaves the system. The
Jobs leave the system in the same order that they are fed into the
first process. In the case of a push system with infinite buffers
there is no blocking of parts since there is no restriction placed on
the buffer size. If the push system contains finlte buffers (level of
work-ln-process in the buffer is limited) then blocking of parts may
occur. The push system with infinite buffers (level of work-in-process
in the buffers is not limited) does not react to changes 1n demand and

the throughput is dictated by the production processes.



Raw P Procens Process Finlshed
rocess
Materlial — 1 _ 2 — 3 —3 Product

w———3 Flow of parts

Figure 1: Push system

1.3 Kanban controlled pull systems

The transmittal of Information dlstinguishes a pull system from a push
system. In a pull system, parts move in the same directlon as the push
system, but the Iinformation concernlng the processing of the part is

given by the subsequent process.

Raw Proces Process Process Finlshed
Haterlal —— ) s e 5 —_— 3 ——3 Product
+ | + | T | + |
L. — - 4 I | I | I |

—> Flow of parts
« —<» Flow of information

Filgure 2: Pull system

In Figure 2 the part moves from process 1 to process 2 and finishes at
prccess 3 but the transmittal of informatlon starts at process 3 (l.e.
the finished product). Process 3 requires process 2 to be finished
which in turn requires process 1 to be complete. Process 3 is started
if there 1s a demand present and the corresponding buffer for process 3
1s depleted. When the buffer reaches a predetermined level called the
trigger level this sends an information flow to process 2 to replenish
the inventory depleted at process 3 until the trigger level is reached.
Simllarly, there are trigger levels for processes 1 and 2 and these
precesses wlll react in the same manner as described for process 3.
These links between processes constitute feedback loops. A feedback

loop consists of two or more linkages connected in such a manner that



at any position within the loop the arrows can be followed to return to

the original position.

Kanban in a pull system is a card attached to standard containers which
issues the production and withdrawals of parts between workstations.
It is usually viewed as an information system that controls productlon.
There are two types of kanban cards: withdrawal kanbans and production
kanbans. A withdrawal kanban specifies the quantity to be withdrawn by
the subsequent process. Whereas a production kanban specifies the
quantity of product to be produced by the preceding process, If
workstations In a plant are located close to each other then the
transportation of contalners 1is minimal and can be neglected,

Therefore withdrawal kanbans can be neglected.

1.4 Long pull systems

In the long pull systems the instant that one unlt is finished at the
end of the pull, one unit is allowed to enter the system. In this
system the individual buffers are not limited but the total number of
units in the span of the long pull 1s 1limited. This system is
triggered in the same way that a pull triggers production from the
preceding process. However, the control of the long pull encompasses
more than Just one workstation. In Figure 3 the span of the pull is
located from process 3 and creates a pull on process 1 when the trigger
level at process 3 is actlvated. Once process 1 is started the unit
produced 1s pushed through the subsequent processes (2 and 3) in a
simllar manner as that of push system. A trigger may be active but
process 1 may not produce an additional part if the maximum inventory

allowed within the span of the pull 1s reached.



Raw Finlghed
Process Process Process
Haterial — 1 — 2 _— 3 —> Product
+ 1
L e e e e e e e e e e e e e — = — J

———> Flow of parts
— —- Flow of Information

Figure 3: Long pull system

1.5 System dynamics modelling approach
The various systems mentioned were developed into simulation meodels
using the concepts from system dynamics. The term dynamlic addresses
problems which involve quantities which change over time. Systen
dynamics provides the following elements for effective planning and
pollcy design:
1) An emphasis on understanding the system tehaviour and
designing pollicies to improve the behaviour.
i1) The use of a computer model to aid in the various
interactions of policles and to test these policles under

various exogenous factors.

Accordingly the theslis 1s organized as follows. In chapter 2 a
comprehensive review of the existing literature were done. Motivation
and objectliver of the exlsting research was also included in chapter 2.
In chapter 3 a comprehensive analysis of the push, pull and long pull
systems were done using system dynamics and various experiments were
conducted to analyze the impact of WIP levels on throughput. In
chapter 4 these concepts were applied to a local spark plug company and

various policies were analyzed and conclusions were provided ln chapter

S.



CHAPTER 2

LITERATURE REVIEW

Modelling, analysis and comparative studies have emerged qulte recently
on push and pull type systems. A thorough review of pull systems was
presented by Sohal et al. (1983) and extensive descriptions and
applicabllity of these systems were glven by: Schonberger (1983),
Bartezzaghi and Turco (1989), Chapman (1989) and Uzsoy and Martin-Vega
(1990). Comparative studies of push and pull systems include: Sipper
and Shapira (1989), Toni et al. (1987), Klmura and Terada (1981), Rees
et al. (1989), Sarker and Fitzsimmons (1989), Baker et al. (1990) and
Lambrecht and Segaert (1990). Specific applications to industry and
implementatlional steps of these systems have also been given: Im and

Lee (1988}, Westbrook (1987), Crawford et al. (1988), and Fallon and

Browne (1987).

2.1 Mathematical Models

A mathematical programming model for the kanban system 1n a
deterministic multi-stage productlion environment was developed by
Bitran and Chang (1937). The purpose of this model was to assist
managers 1n determining the number of circulating kanbans, and
consequently, the level of inventory at each stage. The model was made
applicable to general manufacturing situations by making the assumption
of relative contalner size between stages and allowing limited

production capacity. The initial model which was nonlinear in nature



was transformed to an integer linear model and was shown to give the
same results as the nonlinear model. The mixed integer medel was
further transformed to a linear programming model and the error due to

the linearization strategy was shown to approach zero asymptotically.

Miyazakl et al. (1988) consldered the operational planning of the
kanban and gave formulae to determine the total number of kanbans In
terms of dalily demand, lead time, safety stock level, economic lot
size, container capacity, etc. The order interval was treated as a
decislon varlable and as a result, the optimal order interval for the
fixed interval withdrawal kanban and the supplier kanban, respectively,
was determined so as to minimize the sum of the lnventory cost and the
wlthdrawal cost. This algorithm also determined the optimal number of

kanbans required for the optimal order interval.

Mitra and Mitrani (1990) constructed a stochastic model for the
analysis of a kanban discipline for cell coordination in productlon
lines. In thils study the authors developed a scheme for analyzing the
performance of the kanban system and found that the kanban system
performs better than the conventional manufacturing system in terms of

throughput and inventory.

Philipoom et al. (1990) used a mathematical programming approach to
determine the optimal lot slizes when using signal kanbans. This paper
described the slignal kanban as a speclal type of kanban used at
workcentres which have relatively high setup times. Thls approach was

offered as an alternative to firms that wish to use the JIT technique



but are unable to reduce setup times at all workstatlons. This paper
argues that although the use of buffer inventory lots ls inconsistent
with the JIT concept, it is an operatlonal compromise that enables a
company that does not totally meet the requirements for JIT
lmplementation. Through the use of a simulation model 1t was concluded
that the classical multi-product EOQ model will not always work In a
JIT environment. Consequently, two integer mathematical programming
models (one to minimize inventory and the other to minimlize cost) were

developed to determine the signal kanban lot sizes and to eliminate

backorders.

2.2 System Dynamics Models

Ebrahimpour and Fathi (1984) studied the effect of kanban use on the
level of work-in-process Inventories. Through simulation runs
inventory behaviour was compared using cyclical demand, steady growth,
and the gradual reduction of cards when demand was stable. From this
study they concluded that the reduction of cards does not decrease
work-in-process inventory and in the case of cyclical demand

environment, the work-in-process may increase due to delays inherent 1n

the production line structure.

0'Calahan (1986) provided a thorough explanatlon of the kanban system
and the conditions for its implementation. A system dynamics model for
a three stage transfer line was developed and the system was subjected
to shocks such as small changes in demand and running the system on
“automatic mode" (little or no Intervention from management ). The

shocks were simulated using different levels of kanban 1n the system.



The model was also used to test larger shocks when management was

allowed to change the production capacity.

Gupta and Gupta (1989a, 1989b) used the concept of system dynamlics to
model a JIT-kanban system and studied the behaviour of the system under
various exogenous factors. In the development of the single cell model
the obJective of the study was toc determine the relatlonship of the
number of kanbans and the size of the contalners to the production
efficlency using various scenarios. The results of the study gave
findings which were counter-intultive: larger lot slizes are preferred
to smaller ones. Rather than making a general statement, the authors
proposed further model verification. The same authors also provided a

system dynamics model for a two-line three stage production system.

2.3 Scheduling/Sequencing Models

Pourbabal (1986) suggested a model for scheduling a set of Jobs with
prespecified due dates and avallability times in a flexible batch
manufacturing systen. Work stations were designed based on Group
technology where there exists at least one work station with a set of
compatible machines capable of processing all the necessary stages of
each job. Instead of keeping track of the processing times for all the
necessary stages of operatlon of each Jjob at each compatible work
statlion, an estimate of the total required processing time of each unit
of each Job at each compatible work station was glven from a
comprehensive simulation study. The objective of this model was to
minimize the maximum tardiness such that the production of each Job

equals its demand in a mixed binary linear programming model.



Lee and Seah (1987) used the Simon simulation language to model the JIT
system with kanbans. Measures of performance included: number of jobs
completed, process utilization, set/run time ratlo, mean and varlance
of queue time, mean and varlance of Job tardiness and work-in-progress
level. Various scheduling rules were used: first-come-first-served
(FCFS), shortest process time/lateness (SPT/LATE} and highest puil
frequency/lateness (HPF/LATE. The results of the process times study
was given for negative exponential distribution, constant process
times, and normal distribution with a coefficient of variatlion of 0.2
and 0.4. Major conclusions drawn from this study were: the process
times on the various machines need not be balanced if an appropriate
scheduling rule is <celected; better performance for process times
following a normal distribution pattern than for a negative exponentlal
distribution; the process utilization remains low for even for an
overlocaded pull system; reduction of set-up times with constant batch
slze results in better tardiness performance; and smaller container
sizes improve the distribution of Jobs within the system and give an

overall improvement in the results.

Miltenburg and Sinnamon (1989) provided a theoretical basis for
develeping schedules for converting a mixed nmodel nulti-level
production system into a JIT system. Scheduling algorithms and
heuristics were developed for this problem. For products with similar
part requirements with approximately the same number and mix of
subassemblies, components and raw materials, only the final stage needs

to be considered (Miltenburg 1989). In this paper products with

10



significantly different subassemblles, compenents and raw materlal
requirements were consldered. Welights were used to determine the
relative importance of the variability at each level of productioen.
Miltenburg et al. considered keeping a constant rate of usage of all
parts In the system but has not Jolintly considered other goals, such as
levellling the load at each station on the final assembly line, not
exceedlng equlipment capacltlies and reducing unnecessary set-up times.
The final assembly line which developed in thls paper 1is only

appropriate for companies which have very small set-up times.

Egbelu and Wang (1989) focused on flirms that can only recelve raw
materlal shipments iIn large quantlities. Two methods of order shipment
approaches were considered Iin thls paper and consequently, two
different models were developed for each case: the first model was for
firms that are allowed to ship and deliver each order to its customer
as soon as the order is completed in the shop; the second model was for
firms required to ship all the orders at the same time. Mathematical
models were developed to minimize the total inventory costs for the two
cases of order shipment and dellvery schedules were developed by using

the technique of branching and fathoming to yleld an optimal sequence.

Groeflin et al. (1989) developed a mathematical model and an algorithm
for the final-assembly sequencing (FAS) problem for a mix of end
products. Since each product imposes different Eequlrements on the
feeder shop, in terms of parts production, the feeder shops are driven
by the sequence of the final assembly. The model suggested linking the

FAS problem to smoothing the work-in-process levels of parts in feeder

11



shops. The model glven was formulated using a lexicographlc minimax
objective function instead of a single performance measure (e.g.:
minimizing the sum of deviations of demand from the average usage)
since it explicitly and dynamically glves priority to the part with the
largest wvariability. The basis of the algorithm developed was an
efficlent interchange heuristic that attempts to interchange the order
of assembly of a palr of end products. An interchange procedure was
repeatedly applied to an inlitial feasible solution (which satisfles
both release and due date constraints) until no further interchanges

give an improvement in the objective function.

2.4 Simulation Studies

Phllipoom et al, (1987) identified the factors that will influence the
number of kanbans required at a workcentre for implementing a JIT
system in an American production environment. The factors identifled
were: throughput velocity (i.e. rate at which items flow through a
workcentre machine), coefficient of varlation 1in processing time,
machine wutilizatlon, and autocorrelation of processing times (the
degree to which successive processing times on a specific machine are
related to each other). To identify these factors a single workcentre
uslng a single kanban during one time perlod was used to produce only
one product on one machine. Given this simple scenario the factors
that were 1likely to create a backorder at the workcentre were
determined and as a result, the number of kanbans required. The second
part of thls paper described the simulatlion approach for determining
workcentre lead times Iln order that the number of kanbans requlired at a

workcentre to prevent backorders could be determined. The simulation

12



approach was based on the assumption that workcentres could be
decoupled {since no backorders were allowed) and modclled separately as

queuing systems ln order to determine the lead times.

Sarker and Harrls (1988) studied the effects of 1imbalanced stage
operation times (due to wvariabillity in processing times or the
inability to equally allocate the tasks to different operators) on a
JIT production system. Different effects of this Iimbalance were
analyzed: varjlation of operation times at different parts of the
production llne, see-saw effect of operation times iIn intermediate
stages and the bowl phencmenon on utillization of operators. From this
analysis, some suggestlons were made to managers for controlling a JIT

production system with imbalance.

2.5 Motivation for proposed research

A review of the literature concerning push and pull systems was
discussed in the previous section. Some of the literature found in
simulation modelling gave counter intuitive results. Analysis of the
long pull system such as, Iimpact of work-in-process lnventories on
throughput, location of the long pull, span of control of each long
pull and the corresponding amount of work-in-process inventory lis
required. Also, little has been done to study the feedback mechanlsm
of push, pull and long pull systems. A comprehensive analysis of
work-in-process lnventories and their corresponding levels is required
for these systems., This indicates the need to describe and medel push,

pull and long pull systems and make a comparative analysis of these

systems.

13



2.6 Objectives of proposed research

The major objectives of the research are to:

1.

2,

Provide a descriptlon of push, pull and long pull systems.
Develop simulation models uslng a system dynamics for push,
pull and long pull systems.

Perform simulation runs identifying the characteristics of
these systems and make a comparative analysis.

Develop a simulation model of a local spark plug assembly
plant to identify problems faced in the operations of the
assembly system and glve various policles to test the

performance of the current system.

14



CHAPTER 3

SYSTEM DYNAMICS MODELS OF Si:RIAL PRODUCTION LINES

A few slmulatlon models using the principles of system dynamics were
developed for serlal production lines using different strategles such

as

(1) Push with infinite buffers

{i1) Push with finite buffers

{111) Pull

(iv) Long pull
which were described earlier. The causal relatlonships of each system
flow dlagram were coded Into simulation programs using the language
DYNAMO (PC version). The behaviour of these systems was then studied

under the stimulus of varlous exogenous factors.

3.1 Structure of the production system used for simulation experiments
The simulation models developed were constructed based on a single
product four workstatlon serial production line (Figure 4). It is
assumed there ls always a supply of parts ready to be processed at the

first workstatlon.

3.2 System configurations

The system flow diagrams for the various systems deplcting the detalled
interrelationships of the model are given. The flow diagram consists
of rates and levels to illustrate the physical flow and Iinformation

network of parts and materials in the system at any point in time

15
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Flgure 4: Four workstatlen serlal production line
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(solld lines represent the physical flow and dashed llnes indicate the
information flow}. A detalled description of the system dynamics

methodology ls provided in Appendix-Al.

3.2.1 Push system with Infinite buffers

The flow diagram for thils system ls shown in Figure 5. Storage areas
in between two workstatlons are assumed to be unlimited and the
work-in-process levels can accumulate without any restrictlions. The
only restriction in this system is when a station is starved (i.e. the

station has to walt for material from the preceding station).

The system is examined by starting at the first workstation and
progressing towards the final stage. This 1s conslistent with the push
nature of the system. Each unlt of a part 1s procesced at the first
workstation and travels to subsequent stations when the station is
avallable for processing the part. As shown in the flow diagram
workstation one is given a production rate (PR1) and material is drawn

from an infinite source so that it will never be starved.

This production rate controls the flow of finished items from the
production process to the container which holds the lot produced at
that station. The production rate of a workstation 1s derived from the
desired production rate (DPR) and production variability (PV). The
variabllity 1ls Included to model variations in production caused by
minor adjustments of machinery due to rework or breakdowns, or
inexperienced workers. The first workstation 1s designated a
production rate (PR1) and is set to equal the desired productlon rate

(DPR1) as the materlal is assumed to be drawn from an infinite source.

17
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As the part completes 1its processing on any workstation it 1s
transferred to a contalner (KL) at that station. Upon reaching a
speclfied container limit (KSIZE) (i.e. the lot size) the contalner is
transferred to the production storage area location (PSL) of that
workstatlion. The production storage area at each stage 1is the
inventory of materlals to supply a productlon process at a subsequent
stage, The production storage area of workstation one is deslignated as
(PSL1). In a push system the units which are held in the storage area
of a station are pushed to the next statlon when the next station is
ready to process more units, Each workstation in a push system is
ready to process unlts when they are avallable in the preceding
sta!..u's prodvction storage areas. In a simllar manner, the parts are
processed at and pushed onto the later workstatlons. The finlshed
product storage is designated as (FPS). In the example considered the
storage area of the fourth workstation is the finished product storage.
The FPS of the last station will accumulate finished products unless 1t
i1s depleted. The next rate located after the FPS area is the usage
rate (UR). This rate is influenced by the current demand rate (CDR)
which is influenced by an auxiliary variable (demand variability (DV))
to add uncertainty in demand and the amount of parts in FPS. The usage

rate of the system 1s the minimum of the CDR and FPS.

To monitor the changes in the system additional auxiliary variables and
levels are Included. The accumulated level of each production storage
area (APSL) is monitored so that average buffer size between
workstations can be determlned. Also, the level of work-in-process
(WIP) which consists of the sum of the production storage areas and

contalner levels of all stations between the first and second last
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stations of a line 1s used to find the amount of work-in-process in the
system at any point of tlme. Another auxiliary varlable for finding
the throughput (THRUPUT) of the llne is also included. The throughput
of a line is the number of parts that have been processed by the system

and the time required for processing all these parts.

3.2.2 Push system with finite buffers

A push system which has finlte buffers limits the size of the buffers
located between the workstations. Flgure 6 represents the flow diagram
of a push system with finite buffers. Each production storage area is
limited to a given maximum level. If the storage area of a station is
full the corresponding statlon will stop producing any more units and
is sald to be blocked. The first work statlon in this system draws
from an infinite source so it willl never be starved but the production
rate (PR1) will have to check if PSL1 has space (l.e. the maximum
buffer size has not been reached}. The finite buffers in the line make
the work proceed from a statlon to the downstream buffer whenever space
is avallable, and from there to the downstream station when it becomes
free, For the other workstations (in this example workstations two,
three and four) there are two conditions to check before the processing
of a part can occur on a workstation: the i'* workstation must check if
there is enough inventory in the preceding station (i-1) to supply the
production rate at station 1 and also check if there is enough buffer
space in the subsequent station (i+1) for the units processed at
station 1. As shown in Figure 6 this is indicated by additional

information flows from the storage area of each workstation (PSL's) to

the workstation (FR's).
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3.2.3 Kanban controlled pull eystem

The system diagram for the pull system can be seen In Figure 7. In this
system work is drawn along the line by downstream consumption. When an
item moves out of a workstation, the usage triggers the production of
the next item from the previous workstation. In keeping with the pull
nature of the system the flow diagram description will start at the end
of the serlal production line. The usage rate is activated If there ls
a demand for a product. This rate draws from the finished product
storage area (FPS). If the current demand rate depletes the inventory
of the FPS area to a certain level, the trigger mechanism (which is a
kanban level) for thils storage level is activated and thls in turn
activates the production process at workstation four. The productlion
rate {PR4) will continue to replenish the material consumed from the
FPS area provided there is material in the previous buffer (PSL3) and
until the trigger level is reached at FPS in which case 1t will stop
production. The production storage location is supplied by a flow of
intermediate goods dictated by the production transfer rates (TPR's).
These transfer rates are for the purpose of executing the effect of
transferring the kanban container (KL) from the production process to
the storage location at the instant the container reaches full capaclty
(KSIZE). When PRZ is active it has to draw from a supply of materlal
from the preceding storage area (PSL3). This will deplete material
from PSL3 until the trigger mechanism for PR3 is activated. PR3
continues producing wuntil the trigger level at PSL3 1s reached.
Simllarly, thls transfer of information will continue on to
workstations two and one and start the production of parts at either
workstation when their respective triggers are activated and continue

until the material drawn at each statlon is replenished.
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3.2.4 Long Pull Strategy

The system flow diagram for the long pull is gilven in Figure 8. The
| long pull as seen in the system diagram starts from workstatlon four
and spans workstations one, two and three to create a pull effect at
workstation one. 1In this system a unit is allowed to enter the system
from the moment one unlt has finished productlon at the last stage
(PR4) of the production process. The individual buffers in the system
are not restricted but there 1s a limit on the total number of buffers
allowed in the system at any polnt of time. 1In a manner similar to the
pull system described in the previous section the pull here is started
at workstation four when the trigger at FPS 1is activated by the
consumption of material by the usage rate (UR) which ls in effect when
there 1s a demand for a product. In contrast to the pull strategy the
trigger level does not activate the production process at the stage
immediately preceding it but instead creates a pull at the first
workstation. The production rate at workstation one (PR1) 1is act’ -
only if there 1s a pull and the maximum size of allowable inventory in
the span of the pull 1s not exceeded. The maximum allowable inventory
consists of the levels in the contalners and the buffer sizes of the
workstations within the span of the pull. The production process (PR1)
at workstation one requires information about the level of the maximum
allowable inventory (MAXINV), the level of WIP in the span of the pull
and the level of production storage area at the end of the pull (FPS).
This can be seen as information flows in the given flow diagram. Once
a unit s produced at PR1 the unit is then pushed on to workstations
two, three and four in a manner similar to that given for the push
system with infinite buffers. For example, if a pull is created from

workstation four and produces one unit at workstation one, the unit
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completed at workstation one wlll be pushed to the subsequent
workstations until the production process is completed (FPS). Provided
that the maximum inventory is not exceeded, the long pull wlll remain

active until the trigger level at workstation four is reached.

Program listings of all the various strategies are given in Appendix

A 2.

3.3 Analysis and discussions of simulation runs conducted

Upon completion of the simulation models different experiments were
conducted to test the systen behaviours under various operational
conditions. Various performance parameters such as the throughput,
average buffer contents, etc. were tested for all the systems. Most of
the simulation runs were tested using ten different random number
seeds. A statistical analysis was performed by flrst constructing 95%
conflidence intervals (C.I.) (Chatfileld 1983) for these runs,. Then
Duncan’s multiple range test (Hines and Montgomery 1980) was applied to
these runs to see if there were slgnificant differences at the 5
percent level between all pairs of means. The experiments were

conducted to give a comprehensive analysis of the research lssues

related to serial production lines.

3.3.1 Analysis of push systems

Similation Run 1: Effect of changes in lot size on WIP

System parameters:

(1) 3 workstations

(1i) Production rates for all stations are assumed to be normally

distributed w'th a mean of 10 and a standard devlatlion of 0.25

25



(1i1) Length of the run =

Runs conducted:

21

a) Contalner size (KSIZE) =1

b) KSIZE
c) KSIZE
The results of thess experiments are shown in Figures 9 to 11.
results show that as the lot slze increases WIP also increases.
the varlability in the production steorage areas (PSL's) increases as

KSIZE increases.

I

3

5

This indicates that smaller lot sizes are preferable.

Similation Run 2: Effect of changes in lol size ca throughput

System parameters:

(1)

(11)

4 workstations

distributed with a mean of 10.

(11i) Length of the run =

105

The results are glven 1ln Table 1

Production rates for all statlions are assumed to be normally

Table 1: Effect of changes in lot size on throughput
Cases |KSIZE Throughput (95% C.1.)
Cv=20.025 1 CV=0.100 | CV=0.500 ]| Cv = 1.000
Case A| 1 1042.9010. 23| 1040. C0x0. 59| 1024, 60%3, 36| 1004. 1016, 78
Case B| 3 1035. 3040. 68| 1033. 20+1. 11|1017. 9043, 66| 998.7016. 90
Case C| S 1030. 00+0.00{1026.00+1.51|1010.50+3, 53| 992.50%6. 14

Duncan's multiple range test was performed and the results indicate

that there are significant differences at a 5 percent level between all

palrs of means for the throughput.
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From Table 1 it can be seen that as the lot size lIncreases,

the

throughput decreases due to the walting time for lots to be completed

at one statlon before proceeding to the subsequent stations.

Simulation Run 3: Effect of Increased variability of production rates

In thls experiment the throughput of the line and the average buffer

content were examined using dlfferent coeffients of varlations (CV).

The results are given in Table 2.

System Parameters:
(1)

(11

4 workstations

with a mean of 20,

The production rates of all workstatlons are normally dlstributed

(111) Length of the run = 42

Table 2: Effect of increased variability of production rates

Cases cv bl b2 b3 Throughput

95% C.I. 95% C. 1. 95% C. I. 95% C. 1.

Case A 0 1.4320.00 1.43#0.00 1.43£0.00 | 831.00+0.00
Case B 0.1 2.70+0.53 2.29£0.49 2.15%0.23 | 826,.80%1.06
Case C 0.3 5.62%1.57 4.25%1.70 3.79+0.71 | 817.00%3.02
Case D 0.5 8.21+2.76 6.26%2.65 5.63+1.15 | 808.70%4,71
Case E ] 15.30£5.36 10.9115.57 9.43+2,.25 | 783.419.76

Duncan’s multlple range test was performed and the

results Indlicate

that there are significant differences at a 5 percent level between all

pairs of means except for the following cases:

bl - cases (A and B),

b2 - cases (A, B, and C), and (C and D)

31
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b3 - cases (A and B)

throughput ~ cases (A and B)

From these results it can be seen that the average buffer content
increases as the coefficient of varlation Increases while the

throughput decreases.

Simulation Run 4: Impact of bottleneck workstations:

System Parameters:

(1) 4 workstations

(i1) Production rates for all stations are glven 1in Table 3 and are
normally distributed with a standard deviation of 0.25

(111) Length of run = 21

Table 3: Impact of bottleneck workstations

Cases |PR1 PRZ2 PR3 PR4 bl b2 b3 Throughput
95% C.I. 954 C.I. 954 C.1, 95% C.I.
Case A| 20 20 20 10| 1.43 1.39 102.14 205.70
+0.06 +0.11 *0.15 10.35
Case B| 20 20 10 20| 1.43 103.33 0.72 205,40
+0.06 0. 11 +0.01 0. 37
Case C| 20 10 20 20| 104.68 0.73 0.72 205.00
*0.08 0,01 +0.01 +0.00
Case D| 10 20 20 20| 0.73 0.73 0.72 204.10
10,01 0. 00 10.00 10.23

Duncan’s multlple range test was performed for the throughput and the
results indicate that there are significant differences at a 5 percent

level between all palrs of means except for cases (A and B).

In an unbalanced line it is essential that the bottleneck does not

suffer from starving as the throughput 1s dependant on the bottleneck
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workstation. In the case of a push system with infinite buffers the
bottleneck pulls the buffer content towards itself and there is no
starving as the WIP in the input buffer 1s allowed to bulldup before
the bottleneck station. This result is verified and 1s shown in Table
3. In Case D there is no accumulation of WIP before Workstation 1

since PR1 1s assumed never to be starved of material.

Simulation Run 5: Effect of increased variability in case of a

bottleneck workstation

System Parameters:

(1) 4 workstatlons

(11) Productlon rates for the workstations 1, 2 and 3 are normally
distributed with a mean of 20 while the bottleneck statlon 4 has a
mean of 10.

(111) Length of run = 105

Table 4: Effect of increased variability in case of a bottleneck

workstation
Cases cv bl b2 b3 Throughput
95% C. I. 954 C. 1. 95% C. 1. 95% C.I.
Case A o] 1.4420.00 1.43x0.00 522.23+0,00| 1046.00%0.00
Case B 0.1 | 3.3040.64 2.98%0.61 518.20%0.86| 1045.80%1.00
Case C 0.3 | 7.32%£1.82 6.25%2.03 510.00%2.87| 1046.20%2.99
Case D 0.5 |13.45%6.00 9.28%3.24 502.16%4.97| 1046.10+4.88
Case E 1 |20.9626.16 17.67+6.65 482,61%9,39| 1045.60%9.54

Duncan’s multiple range test was performed and the results indicate
that there are significant differences at a 5 percent level between all

palrs of means except for the following cases:
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bl -~ cases (A and B) and (B and C)
b2 - cases (A and B), (B and C) and (C and D)
b3 - c¢ases (A and B)

Throughput - none are significantly different

The accumulation of inventory before the bottleneck 1s consistent with
the results obtained in the previous experiment., As the coefficient of
variation of all the workstatlons lncreases the inventory before the
bottleneck decreases while the other buffers (bl and b2) and the

throughput remains the same.

Similation Run 6: Placement of workstations with variable processing

times
System Parameters:
(1) 3 workstations
(11) Production rates for the workstations are normally distributed
with a mean of 10. The varlable workstations have a standard
deviation of 2.
(111) Length of run = 21
(iv) Case A: PRl and PRZ are variable workstations ; PR3 ls constant
Case B: PR1 and PR3 are varlable workstations ; PR2 1s constant
Case C: PR2 and PR3 are variable workstations ; PR1 1s constant
Figure 12 shows the variation of WIP for Cases A, B, and C. The
variation in WIP level is least for Case B. This result indicates that
placing variable workstations at the first and last workstations glves

better line performance.
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Similation Run 7: Placement of buffers in a balanced production line

System Parameters:
(1) 4 workstatlons
(i1} Production rates for the workstations are normally distributed

with a mean of 10 and a standard deviation of 2.

(1i11) Length of run = 105

(iv) Total number of buffer spaces avalilable = 9

Table S: Placement of buffers in a balanced production line

Cases bl b2 b3 Throughput
95% C.I.

Case A 3 3 3 1022. 901, 37
Case B 2 4 3 884. 40+2.03
Case C 5 2 2 826. 102, 27
Cate D 2 2 5 824, 70+3.02
Case E 3 4 2 882.40z%1,88
Case F 3 2 4 886.80+2, 28
Case G 2 3 4 884. 40*2.03

Duncan's multiple range test was performed for the throughput and the
results indicate that there are significant differences at a 5 percent
level between all palrs of means except for the followlng cases:

cases (C and D), (B, F and G) and (E and F)

As seen clearly in Table 5 the allocatlon of equal buffers (Case A)
maximized throughput. For buffers which are close to equal allocation
(Cases B, E, F and G) the throughput is less but for buffers which

differ more in size (Cases C and D ) the least throughput is attained.
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Similation Run 8: Placement of extra buffer slots

In experlment 7 it was shown that the equal allocation of buffers

maximizes throughput. Using an equal allocation of buffers thisg

experiment will test where additlional buffers should be placed. Cases

A, B and C are for the placement of one additional buffer while cases

D, E, F, G, Hand I are for the placement of two addltional buffers.

System Parameters:

(1) 4 workstatlons

(11) Production rates for the workstations are normally distributed
with a mean of 20 and a standard deviation of 2

(111) Length of rmn = 105

(iv) Total number of buffer spaces avallable = 9

Table 6: Placemert of extra buffer slots

Cases bl b2 b3 Throughput
95% C. 1.

Case A 4 3 3 1612.50%6. 65
Case B 3 4 3 1684.30+4. 72
Case C 3 3 4 1611. 604, 55
Case D S 3 3 1612. 50+6. 65
Case E 3 5 3 1703. 2045, 64
Case F 3 3 5 1611.604. 55
Case G 4 4 3 1741. 20%s6. 48
Case H 4 3 4 1730. 506, 23
Case I 3 4 4 1731.00%5.01

Duncan's multiple range test was performed for the throughput and the
results indicate that there are significant differences at a 5 percent

level between all pairs of means except for the followlng cases:
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for one extra buffer slot - cases (A and C)

for two extra buffer slots - cases (D and F) and (H and I)

For the placement of one additlonal buffer slot it can be seen from
Table 6 that Case B which has a center welghted spread is the best
buffer allocation for maximizing throughput,. If there are two
additlional buffer slots which must be added to the same buffer then a
center weighted spread (Case E) s again the best allocatlon for

maximizing throughput. If this restriction is removed then the buffers

should be allocated as equally as possible.

Simulation Run 9: Reversibility in serial lines

In this experiment we test the effect of two serial lines that are
mirror images of each other.
System parameters:

(1) 4 workstation

(1}) Production rates of all the workstatlons are assumed to be
normally distributed with a mean of 10. The standard deviation of
each workstation 15 listed in the table given below.

(11) Length of the run = 105
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Table 7: Reversibility in serial lines

Cases |SD1|SD2(SD3|SD4 bl b2 b3 Throughput
954 C. L. 95% C. 1. 95% C, 1. 95% C.I.

Case A| 31 0| O | O | 3.09%1.10 0.90+0.27 0.88£0.24 |[1039.20+2,05

Case B| 0 | 0 | O | 3 | 0.78£0.00 0.78%0.00 3.4310.81 {1041.80+1.54

Case C| 3 | 3 | 0| 0| 3.7840.90 2.1120.54 0.77+0.00 |1036.50+2,22

Case D O | O | 3 | 3 | 0.78+£0.00 3.30+1.09 3.46%0.57 [1038.10£2.62

Case E[ 3| 3 | 3| 0| 3.78t0.90

[
N
N
H
o

.96 1.83+0.24 (1032.80%1,.99

Case F| O | 3 | 3 | 3 | 3.31+1.40 3.46%0.85 3.13%0.73 |1034.10%2.27

Duncan's multlple range test was performed for the throughput and the
results indicate that there are no significant differences at a S
percent level between all palrs of means when making the following
comparisons: (Case A with Case B), (Case C with Case D) and (Case E

with Case F).

The results indicate that two serial production lines that are mirror
images of each other have the same production capacity and have a
similar trend of buffer allocation. This proves the following

statement provided by Yamazaki and Sakasgawa (1975):
Any serial line has a dual line which ls identical except that the
direction of materlal flow 1s reversed - the first workstation in
the primal line 1s the last in dual line, etc. The production

capacities of a line and its dual line are identical.

3.3.2 Analysis of pull system

Simulation Run 1: Nature of the pull system

System Parameters:

(1) 3 workstations
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(11) Productlon rates for the workstations are normally distributed
with a mean of 10 and a standard deviation of 0.25

(111) Demand rate is normally distributed with a mean of 5 and a
standard deviation of 0.25

(iv) Length of run = 21

(v) KSIZE = 5 for each workstztion

(vi} KNUM = 2 for each workstation

From Figures 13 to 15. the goal seeklng nature of the pull system is

demonstrated by the fluctuations in production rates caused by the

system reacting to the changes in demand, i.e. production occurs only

when there is a demand for that product.

Sim:lation Run 2: Variation in WIP lnventory

System parame.ers:

(i) 3 workstatlons

(11) Production rates for the workstations are normally distributed
with a mean of 10 and a standard deviatlon of 0.25

(11i) Demand rate is normally distributed with a mean of 5 and a
standard deviation of 0.25

{1v) Lengsth of run = 21

Various cases of the WIP inventory were analyzed and are shown :

Table 8: Variation in WIP inventory (Cases analyzed)

Cases KSIZE KNUM
Case a 4 7
Case B 7 4
Case C 8 3
Case D 3 8
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From the Flgures 16 to 21 it could be seen that a smaller number of
kanbans with proportionally larger contalner sizes produce more
inventory variations, l.e. smaller lot sizes are preferable to larger

ones. Thls 1s conslistent with JIT principles of attaining lot sglzes

which approach one unit.

3.3.3 Analysis of long pull system

In this sectlon various research toplics such as: where the long pull
has to be located, the span of control of each long pull and the
corresponding amount of work-in-process inventory etc. were analyzed.
The span of the long pull is modelled such that the moment one unit is
finished at the end of the span of control we allow one more unit to
enter the system. The individual buffers are not limlted but the total
number of units within the span of control of the long pull in the
system is limited. The following parameters were used in the

experiment and are deflined:

Maxlinv: This is the maximum work in process that is allowed in the span
of control of the long pull.

Critical work-in-process level: This is MAXINV allowed within the span
of the long pull. Below this level the
MAXINV chosen will act as a bottleneck
and decreases the throughput. For any
number above this critlcal level the
throughput remains the same,

Trig amt: This is the maximum level of WIP that 1s allowed in the

buffer where the long pull is located. The withdrawal of one
unit from this buffer will activate the long pull.

Simulation Run 1: Location of the long pull

Here, we test where the pull has to be located in a serial production
system with a bottleneck work station.
System parameters:

{1) 6 workstatlons
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(11) Work stations 1,2,3,5 and 6 have a production rate of 15 with a
standard deviation of 0.25. The bhottleneck workstation (4) has a
production rate of 9 with a standard deviaticn of 0.25.

{11i1) The demand 1s assumed to be normally distributed with a demand of
15 with a standard deviatlion of 0.25.

(1v) The maximum inventory where the trigger (pull) ls set to 2.

{v) Length of the run = 105

Cases analyzed: Locatlon of the long pull

Case A: Locatlon of long pull at siation 3

Case B: Locatlon of long pull at station 4 (at bottleneck)

Case C: Location of long pull at statlion S

Case D: Locatlion of long pull at station 6

* For all cases the span of the longpull is to station 1
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Table 9a:

Location of the long pull
( All variables are given for a 95% C.1.)

Cases [Maxinv] b1 b2 b3 b4 b5 B Throughput
3 0.61 0.61 0.70 0.60 0.60 0.62 784, 30
$0.01 £0.01 #£0.01 #0.01 #0.01 +0.01 +11.59
Case A{ 4 0.60 0.59 0.97 0.58 0.58 0.66 744.10
$0.00 £0.01 $M.01 #0.00 +0.01 #0.01 8. 00
*5 0.59 0.59 1.00 0.58 0.57 0.67 728.00
$0.01 £0.00 #0C.01 #*0.00 #0.00 $0.00 +3.09
5 0.68 0.68 0.99 0.68 0.68 0.74 936. 50
$0.00 *0.00 *0.00 #*0.00 0.00 +0.00 +0.61
Case B|* & 0.68 0.68 1.98 0.68 0.68 0.94 937.90
30.00 #0.00 +0.00 #0.00 =#0.00 +0.00 0. 39
7 0.68 .68 2.97 0.68 0.68 1.14 937.90
*0.00 10.00 #0.00 *0.00 0.00 =+0.00 +0. 39
=7 0.68 0.68 1.40 0.68 0.68 0.82 937.90
$0.00 £0.00 #0.00 #0.00 #0.00 +0.00 10.39
Case C}] 8 0.68 0.68 2.39 068 0.68 1.02 937.90
+0.00 0.00 20.00 0.00 0.00 =0.00 *0.39
S 0.68 0.68 3.40 0.68 0.68 1.22 937.90
#).00 10.00 0.00 +0.00 #0.00 =0.00 0. 39
8 0.67 ©.67 1.08 0.66 0.66 05.75 907. G0
$0.00 +0.00 #0.02 #0.00 10.00 0.00 12,11
Case D|* 9 0D.68 0.69 1.97 0.68 0.68 0.94 937. 90
*0.00 £0.00 $0.02 0.00 #0.00 #0.00 *0. 39
10 0.69 0.69 2.96 0.68 0.68 1.14 937.90
30.00 *0.00 *0.03 0.00 $0.00 *0.00 +0. 39
Duncan’'s multip'e range test was performed only for the cases

asterisked (®) in the above table and the results indicate that there

are significant differences at a 5 percent level between all palrs of

means except for the following cases:

bl - cases (R, O and D)
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b2 - cases (B and C)
b3 - cases (B and D)
b4 - cases (B, C and D)
b5 - cases (B, C and D)

B - cases (B and D)

Throughput - cases (B, C and D)

The results given in the above table were obtained by performing the

experiments in the followlng sequence:

RUN 1: With the pull located at workstation 4 (bottleneck) 1t 1s found
that the critical WIP lnventory for the span of contreol of the longpull
is 6 since thls value gives the maximum throughput and minimum average

buffer content.

RUN 2: This 1s to test the control of each longpull and the
corresponding amount of WiF. By using the principle of equal buffer
allocation a MAXINV of 4, 8 and 10 were used for cases A, C and D
respectively. Case B is stlll found to be the best in terms of

throughput and average buffer content when compared to the other cases.

RUN 3: The MAXINV selected for cases C and D may not be the critical
WIP. Therefore, more tests were conducted and the results are given in

the above table. It is seen that for cases C and D the critical WIP

levels are 7 and 9 respectively.

Now a simulation run is performed where the span of control of the long

pull encompasses 3 workstations but the location ¢. the lorng pull is as



follows: Case
Case
Case
Case

The results of

Table 9b: Loca

this simulation run are given

tion of long pull

Location of long pull from
Location of long pull from
Lecatlon of long puil from

Locatlon of long pull from

station 3 to

statlon 4 to

statlion 5 to

station 6 to

station 1

statlion 2

station 3

station 4

below ln Table 9b.

(All varlables are given for a 95% C.1.)

Cases |Maxinv| b1l b2, b3 b4 bs B Throughput

Case A| 4 0.60 0N.59 0.97 0.58 0.58 0.66 744,10
+0.00 #0.00 =20.01 +0.00 0.00 +0.00 +8, 00

Case B| 4 312.22 0.68 1.55 0.69 0.68 63.15 939, 00
$0.37 %0.00 #0.00 $0.00 10.00 +0.08 $0. 48

Case C| 4 .43 310.26 1.53 0.68 0.68 62.91 940. 10
2L 12 $0.29 #0.01 #0.00 0.00 +0.08 $0. 41

Case D} 4 1.43 1.43 309.03 0.68 0.68 62.69 941,10
#0.12 #0.09 #0.30 *0.00 £0.00 =+0.07 $0. 41

Duncan's multiple range test was performed for the throughput and

results Iindicate that there are

no significant

differences

the

in

throughput at a 5 percent level between all palrs of means except for

Case A,

In Table 9b the maxizum inventory level was found in a similar manner

as it was found in "abie 9a.

observations can be made:

1.

workstation.

The long pull should contain the bottleneck

. Ta average work-1ln-process level is higher than

From these results the following

the results given in Table 9a due to the accumulation
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of work-in-process before the beginning of the long

pull.

From the results in Tables 9a and Sb the following parameters
concerning the locatlon and span of control of a long pull were
observed:

(1) The long pull should be located at the bottleneck or after and
span to the first workstation. If the span of the long pull does
not encompass the bottleneck the throughput is greatly minimized.

(2) The critical WIP level has to be chosen carefully as shown in

Table 9a.

Similation Run 2: Effect of variability of production rates on

Critical WIP

(1) 6 workstations

(11) All work stations have a production rate normally distributed
with a mean of 15. The bottleneck workstation (PR4) has a
productlon rate normally distributed with a mean of 9.

(111) The demand is assumed to be constant at 30.

(iv) The long pull is located at workstatlon 4.

(v} Length of the run = 105
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Table 10: Effect of variability of production rates on Critical WIP

cv critical WIP | Throughput critical WIP | Throughput
(trig amt = 2)| 95% C.I. (trig amt = S)}| 95% C.I.

0 5 938.00#0. 00 5 938. 0010. Q0
0.1 6 938. 50%1.66 6 938.00%1. 43
0.3 7 937.90+3.82 7 938.70%4.17
0.5 8 916. 2045, 98 7 939. 1016. 64
0.7 11 877.00+6.57 8 938. 4018, 51
0.9 15 824.60%8. 64 10 938.70+11.72

1 20 796.80%9, 87 11 937.50%12. 39

Duncan’s multiple range test was performed only for the throughput and
the results indicate that there are significant differences at a 5

percent level between all pairs of means except for the following

cases:
Trig amt 2 - cases (A, B and C)

Trig amt S - no significant differences

From the results 1t can be seen that with the trig amt of 2 the
critlcal WIP keeps increasing as the CV lncreases. However, after a CV
of 0.3 the trigger amount itself becomes a bottleneck after which the
throughput decreases. However, if the trigger amount is higher (trig

amt = 5) the critical WIP level increases whereas the throughput

rgmains the same.

Simtlation Run 3: The role of MAXINV as the bottleneck

(1} 6 workstations

(1) All work stations have a production rate of 15. The bottleneck
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workstation {(PR4} has a production rate with a mean of 9.

(111i) The demand is constant at 30.

]

(iv) Trig amt =5

(v) Maxinv = §

(vl) Pull is located at the bottleneck workstation

{(vii) Length of the run =

105

Table 11: Role of MAXINV as the bottleneck

Cases cv Throughput
95% C. 1.
A 0 938. 00+0. 00
B 0.1 933.30+1.58
c 0.3 907.20%2. 33
D 0.5 853.70+4. 41
E 0.7 784.3016. 88
F 0.9 718.2016.24
G 1.0 681.80%5, 42

Duncan's multiple range test was

performed for the throughput and the

results indicate that there are significant differences at a 5 percent

level between all pairs of means except for the following cases:

Cases (A and B).

The results indicate after a CY of 0.1 MAXINV acts as a bottleneck

thereby decreasing the throughput.

3.3.4 Comparative Btudy of the various systemss

A comparative study of the various systems was performed to analyze the
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behaviour of each system under almost similar condltions. The fact
that the average lnventory is different for different systems makes the
study more complicated. This 1is because the distribution of the

inventories varies from buffer to buffer deprending on the allocation

strategy and the system used.

Similation Run 1: Effect of various svotems on buffzr allccation

and through.ut
Paramsicrs used for various systems:
t1) 4 workstations
(i1) Production rates are normally distributed with a mean of 10

(1i1) Demand is normaliv distributed with a mean of 15 and a standard

deviation of .25
(iv) Length of the run = 105

(v) Buffer allocations

Push finite Pull Longpull
(equal buffers) (Kanban) {(Maxinv)
Buffer Vector Buffer Vector

(5,5,5) {5,5,5) 15
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Table 12: Effect of various sBystemsa on buffer allocation and
throughput

a) Pull system

Cases 1' cv bl b2 b3 B Throughput
S$5% C. 1. 95% C. L. 95% C. 1. 95% . 1. 95% C. 1.

Case A| 0.1 1.83$+0.24 1.53#0.21 1.5020.16 1.65%0.15 |1039.9040,71

Case B| 0.3 |2.31+0.08 I 12#0.19 1.87%0.11 2.1110.10 |1027.30t2.82

Case C| 0.5 |2.41+£0.71 2.1440.11 1.89#0,05 2.15%0.05 ;1003.60%3.57

Case ['| 0.7 |2.46120.07 2.18+0.09 1.8910.06 2.17+0.05 | 970.60%4.60

Case E! 0.9 |2.5610.07 2.2210.08 1.90+0.04 2.2410.05 | 932.2015.48

Case F'| 1.0 |2.60%20.06 2.22120.09 1.92%0.04 2.24+0.05 | 911.00%5.60

Duncan’'s multiple range test was performed for the above table and

the

results indlicate that there are significant differences at a 5 percent

level between all pairs of means except for the following cases:

bl - cases (B, C, D, E and F)

b2 ~ cases (B, C, D, E and F)

b3 - cases (B, C, D, E and F)

B - cases (B and D) and (C, D, E and F)

Throughput - all are significantly different
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b) Push system with finite buffers
Cases cv bl b2 b3 B Throughput
95% C. 1. 95% C. I. 95% C. 1. 95% C. 1. 954 C. I.
Case A} 0.1 {1.8520.26 1.65%0.31 1.52%0.21 1.68%0.17 |1039.90%0.86
Case B| 0.3 ]2.38%0.08 2.19+0.19 1.92%0.13 2.160.10 |1027.80%2.76
Case C| 0.5 [2.39%20.06 2.14%0.11 1.90%0.05 2.14%0.05 |1004.003.60
Case D| 0.7 |2.43%0.07 2.12+0.09 1.8610.05 2.14+0.05 968. 1014. 40
Case E| 0.9 [2.46%0.06 2.1310.08 1.83%0.05 2.14+0.04 | 925.0016.06
Case F| 1.0 |2.4520.06 2.12+0.06 1.8210.05 2.13%0.04 | 902.906.32

Duncan’s multiple range test was performed for the above table and

the

results indicate that there are significant differences at a 5 percent

level between all pairs of means except for the fsllowing cases:

bl - cagses (B, C, D, E and F)

b2 - cases (B, C, D, E and F)

b3 - cases (B, C, D, E and F)

B - cases (B, C, D, E and F)

Throughput - all are significantly different

c) Long pull system
Cases cv bl b2 b3 B Throughput
95%4 C. 1. 95% C. 1. 95% C. 1. 95% C.1I. 95% C. 1.

Case A| 0.1 |1.89%0.33 1.67+0.34 1.5120.17 1.70%0.18 {1039.9020.53
Case B| 0.3 [2.97£0.53 2.8910.64 2.55%0.28 2,79+0.21 |1031.70%0.22
Case C| 0.5 [3.20£0.57 2.9110.41 2.92%0.45 3.030.25 |1020.00%5.71
Case D 0.7 |3.2320.43 3.20+0.34 3.23%0.28 3.20%0.12 [1001.80%5.49
Case E| 0.9 [3.23%0.34 3.23£0.32 3.2820.20 3.25%0.10 | 977.30%8.33
Case F| 1.0 |3.2520.32 3.24+0.30 3.30%0.18 3.26%0.09 | 963.70%9.15
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Duncan's multiple range test was performed for the above table and the
results indicate that there are slgnificant differences at a 5 percent
level between all palrs of means except for the following cases:

bl - cases (B, C, D, E and F)

b2 - cases (B, C, D, E and F)

b3 - cases (C and D) and (D, E and F)

B - cases {(C, D and E} and (D, E and F)

Throughput - all are signiflicantly different

Push and pull have lower WIP levels as compared to longpull, All
systems have lower throughput with increased variability. However, at
higher levels of uncertainty longpull performs better (i.e. higher
throughput). This 1is intuitively clear since a constraint on the

system has been relaxed.

Simulation Run 2: Effect of various systems on Lost Sales (LS)

System Parameters:

(1) 4 workstations

(11) Productlion rates are normally distributed with a mean of ten

(111) Demand is normally distributed with a mean of 12 and a standard
deviation of .25.

(v) Buffer allocations

Push Pull longpull
(equal buffers) (Kanban) Maxinv
Buffer Vector Buffer Vector

(3,3,3 (3,3,3) 9

(vl) Length of the run = 21
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Table 13: Effect of various systems on Lost Sales (LS)

Cases | CV Push (finite) Pull Push (inflinite) Longpull
954 C. 1. 954 C. 1. 954 C. 1. 954 C. 1.
Case A| 0.1 51.10+0.63 50.10%0.53 49,70+0. 48 49.70+0. 48
Case B| 0.3 S57.80%1.30 58.3010.62 53.80%1.30 54.30%1.07
Case C| 0.5 70.00%1. 43 70.30%1.35 57.60%2.00 60. 40%1.18
Case D| 0.7 86.00%1.75 B3.30%1.89 61.50+2, 68 68. 201, 42
Case E| 0.9 103. 60%2. 44 98, 70+4. 06 65. 303, 49 76.50%2. 24
Case F| 1.0 111.70%2,.82 103. 50%2. 19 67.10%4.04 81.20+2.15

Duncan’s multiple range test was performed for the above table and the
results indicate that there are significant differences at a 5 percent
level between all pairs of means except for the following cases:

Push (infinite) - cases (E and F)

As the varlability increases the amount of demand that is not met
increases in all the systems due to the decrease in throughput. At a

higher level of uncertainty longpull and push with infinite buffers

performs the best.

Simulation Run 3: Reaction of the different systems to demand

System parameters:
(1) 4 workstations

(11) Production rates have a mean of tea

(111) Case (1): Demand rate is constant wich a mean of 10 for 42 time

units then there is no demand for 21 1ime units and again there

is a constant demand rate of 10 units for 42 time units

Case (2): Demand is constant with mean of ten over the entlire



length of the run

(iv} Buffer allocations

Push Pull longpull
(equal buffers) (Xanban) Maxinv
Buffer Vector Buffer Vector

(3,3.3) (3,3,3) 9

(v) Maxinv =9
(iv) Length of the run = 105

Table 14: Reaction of the different systems to demand

bl b2 b3 B T
Case 1 0.7802 0.7788 0.7178 0.7189 1045
Push
(infinite) Case 2 0.7802 0.7788 0.7778 0.7789 1045
Case 1 1.4518 1.4156 1.3793 1.4156 838
Push
(finite) Case 2 0.7802 0.7788 0.7778 0.7789 1045
Case 1 1.4518 1.3654 1.3901 1.3858 837
Pull
Case 2 0.7802 0.7788 0.7778 0.7789 1045
Case 1 0.6745 0. 6606 0.6471 0.6674 835
Longpull
Case 2 0.7802 0.7788 0.7778 0.7789 1045

As expected push with infinite buffers does not react to the changes in
demand. These results indicate that the push wiih finite buffers, pull

and long pull systems react to the changes in demand as and when

necessary.
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CHAPTER 4

SYSTEM DYNAMICS MODELLING AND ANALYSIS OF A

SPARK PLUG ASSEMBLY PLANT

The principles of push and pull systems were applied to develop two
models for a local spark plug assembly plant. First, a descriptlon of
the assembly plant processes was given and the problems faced by the
plant were lidentified. Then, a system dynamics model of the existing
assembly process (a push system) was developed with the existing
company policy and the results were verified. New policies were tested
and the results were compared with the existing policy. The second
model was developed using system dynamics to Incorporate a pull system

to study the system behaviour.

4.1 DESCRIPTION OF THE SPARK PLUG ASSEMBLY

A clear description of the flow of material in ihe spark plug assembly
plant is first discussed (see Figure 22). In addition to spark plug
assembly the company under study also manufactures shell terminals and
centre wires which are used in the second step uf the assembly process.
The raw shells are extruded from colled steel stock which 1s fed
through six punch and die stations progressively, to form a shell.
Then the shells are chucked (lacorations added), washed, crunterbored,
welded and threaded before being shipped to an outside source for zinc
plating and chrome protection. The shell terminals (open or closed

form) are manufactured on automatic screw machines through progressive
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Raw Shell
Manufacture

Combination Plug
Machine

F— GTG ——| Packaglng

Tamper

Figure 22, Structure ~f the spark plug assembly process

and simultaneous machining of steel or aluminum rods. Then they are

sent to the same outslde source as the shells for electroplating. The

centre electrode wire consists of a copper coated iron wire welded to a

nlckel wire. The assembly of the spark plug can be divided into four

main operations:

1.

The core assembly (combination machines) consists of four shots
of aluminum oxide powder belng injected between the centre wire
and insulator and tamped under high pressure to form a gas
tight seal. For resistor type plugs a spring and resistor are
also fed into the I1nsulator. The last step in the core
assembly is to apply cement to the terminal (also called studs)
and screw it lnto the insulator.

The plug tampers assemble the finlshed insulators (from core
assembly), gaskets and shells using aluminum oxlde powder to
form a seal. Automatic inspection devices reject defective
plugs.

The GTG (Gasket, Trim and Gap} operatics adds and crimps into
position the attached gasket. The centre electrode 1s trimmed.
The side ot the electrode is then bent to give the precise gap
for optimal plug performance and the gaskets are inspected.

The packaging operatlon conslsts of manually feeding the plugs
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onto a conveyor where the plugs are packaged ln different types
of packs and then fed into boxes.
The finished plugs are either shipped or transferred to a high-bay

storage system which 1s a computer-directed, manually-operated

retriever system,

4.2 Problems observed at the plant

The most notlceable problem in the area of the spark plug assembly ls
the bulld up of inventories before the plug tamper machlnes. This was
mainly due to the shortage of plated shells. Since the company under
study manufactures a variety of parts and the policy of the company is
to change over parts if the plated shells run ouf; inventorlies tend to
accumulate before the plug tamper machines. Some of these inventorles
remained there for a month or more before belng used again. Thls not

only used up floor space but also tied up capital invested in these

Inventories.

The maln contributing factor for these inve.torles to remain on the
shop floor 1s the insufficlent amounts of plated shells. This is
attributed to the fluctuation in delivery times of the plated shells
from an outside source and the company pollicy of nolding minimum
amounts of plated shells as inventory. Other factors include:
breakdown of machines manufacturing raw shells, and efficlency of the

work force (eg. absenteelism, newly hired workers, etc.).

A possible factor for the problems faced by the company maybe due tn

the present company scheduling policy. The schedule used currently by
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the company is often staggered In terms of start up times of the
various machines !n the assembly of a spark plug. Also, the present
lead time (5 days) used In manutacturing raw shells may effect
work-1in-process inventoirles and throughput. Some of the problems faced
by the company have teen ldentifled. The primary objective of this
work ls, therefore, to use a system dynamlc~ apfroach for simulating
~he Industrial system and identlfy wvarlous policies to effectively

reduce the varlous problems faced by the company.

4.3 GVSTEM DYNAMICS MODEL OF THE ASSEMBLY PROCESS

The model presented here is of a multi stage manufacturing system. It
consists of a serlal production line with an assembly process in the
second stage. The data was collected for the assembly of one spark
plug type and modelled. The system dynamics model 1is shown in
Flgure 23. The flow diagram given shows both information flows and
material flows between various rates and levels. The company under
study uses a push strategy for manufacturing shells and to assemble the
spark plugs, A description of all the rates, levels and auxiliary

levels of the model given in Figure 23 are first given.

Tie  wanufacturing of raw shells 1is determined by the raw shell
production rate (RSPR). The amount of shells manufactured are set to
equal the demand for the part type and a correction factor (PRCORR)
which Indicates the number of additional units to compensate for the
rejects levels at the different stages of the assembly process. The
raw siells manufactured are stored in the shells for plating inventory

(SFP). This inventory != depleted by the shells for plating order rate
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(SFPOR} when the shells are sent to an external source for
electroplating. Thls rate is determined by the order time and the
order interval. The pollicy of the company under study is to send all
the shells accumulated in SFP out for plating which have been produced
until the beglnning of the morning shift. The ordering Iinterval
currently used 1s once a day. The amount of shells which are sent out
for plating but have not yet returned from the external source 1is
represented by SFPOO (shells for plating on order). The dellvery
completion rate (DCR) is given by a third order delay. This delay
represents the time it takes the external source to return the shells
after plating. The DCR 1s determlned by the plating lead time (PLT)
which is the average time it takes the external source to deliver the
plated shells. The plated shells (SP) which are delivered are stored
in inventory and are now ready to be used in the second process of

assembling a spark plug.

The first machine in the assembly process is the combination machine
which runs at a production rate (PR1) which is determined by the
desired production rate (DPR1} and by production variability (PV1).
Once a part is finished at PR1 it is dropped into a contalner (KL1)
located at that station and upon reaci:ing the container capacity
(KSIZE} it s transferred (TPR1) to the storage area for the
comblnation machlnes (PSL1). Parts found defective at this stage are
rejected at a glven rate (REJECT1) and accumulated in a bin (REJLEV1}.
If the plated shell inventory f.1ls to zero and the expected dellvery

is late PR1 is stopped (STOP} and the machine is changed cver to

assemble a different part.
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The second machine in the assembly process 1ls the plug tampers machine,
If there are assembled raw cores in PSL1 and plated shells in SP then
the plug tampers machine can contlnue agsembly of the part at a
production rate (PR2) influenced by a desired production rate (DPR2)
and production variability (PV2). The plug tamper machine (PR2) will
therefore, check the level of Inventory Iin PSL1 and the level of
invent -y in SP before commencing its assembly process. The assembled
parts are dropped into a contalner (KL2) and once the container reaches
capaclty (KSIZE) it is transferred (TPR1) to the production storage
area of the plug tamper machine (PSL2). The parts which are found
defectlve are rejected at a given rate (REJECT2) and collected in a bin
(REJLEV2). If the supply of shells (SP) are depleted then the PR2 1s

stopped (STOP) and the machines is changed over for another part.

The third step in the assembly is the GTG machine which produces at a
rate (PR3) determined from the desired production rate (DPR3) and
production variability (PV3). The assembled parts are tested and
placed on racks. For the purpose of modelling, the containers are
retalned for this assembly process. That is, the tested parts are
assumed to be piaced In containers (KL3) which are then transferred

(TPR3) to the production storage area of the GTG machines (PSL3).

The last step in the assembly process is the packaging of the finlshed
product. This is done at a rate (PR4) determined from a desired
production rate (DPR4)} and production variablillty (Pv4). Agaln, for
the purpose of modelling it is assumed that these units are placed into

containers (KL4). When the limits of the contalner are reached the
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finished product is transferred (TPR4) to the finished product storage

{FPS) of the packaging area.

The assembly of a new spark plug type 1s determined by the company
schedu! . For PR1, PR2, PR3 and PR4 the time to start is given by
START1, START2, START3 and START4 respectively, which glves the day
that a new part type 1s started and the shift schedule for that
machine. For the purposes of modelilng a 21 hour day will be used
since 1t represents the actual number of hours that are avallable ior
assemblins, and manufacturing parts. The morning shift is represented
by hours 7-14; the afternoon shift by hours 14-21; and the night shift
by hours 21-7. According tc company pollcy and using a 21 hour day and
the followlng shifts: the combination machine (PR1) is run during the
morning shift; the plug tamper machine (PR2) 1s run for two shifts:
morning shift and the afternoon shift: the GTG machine (PR3) is also
run for two shifts: morning shift and afterncon shift; and the
packaging machine (PR4) 1s run for one shift: morning shift. The

manufacturing of raw shells is run during all three shifts.

The manufacturing of shells which are used in the second step of the
assembly process i3 first planned since the shells require time for
manufacturing in the plant and tlme .or electroplating from an external
source before they are completed and del'vered. Since the external
source has variable dellvery times for the plated shells, the schedule
provides a lead time for the manufacture of raw shells which will allow
for the manufacturing process, the time taken for the material to be

chipped, electroplated and dellvered and a safety factor in the case of
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late delivery times. The schedule presently used aims for a 5 day lead
time as thls will ensure a sufficient time for the arrival of plated
shells to be used in the second stage of assembly process (PR2). The
company policy of stoppling production of a specific part type if the
plated shells (SP) Iinventory is empty will be maintalned for the

purposes of this study.

4.4 Model validation

The validity of the model developed is determined by comparing the
sluulated results with the observed data collected from the assembly
plant. The observed data was collected for one particular spark plug
type through 1its entire marufacturing and assembly process in the
plant. For this particular spark plug assembly run it was found that
production started according to the following schedule: the combinatlon
machine (PR1) started on day 0, the plug tamper machine (PR2) started
on day 2, the GTIG machine (PR3) started on day 3 and the packaging
machine (PR4) on day 5. The amount of raw cores avallahle for PR1 was
126290, It was also found that the raw shells (RSPR)} for this spark
plug type started the manufacturing procyss with a lead time of two
days (LT = 2 days) before the assembly process was started on the
combination machiue, Also, the raw shells were sent for electroplating
to the external supplier during the morning shift (ORTIME) and at an
order interval (OINTERVAL) of once a day. The supplier usually

deiivers the raw shells at an average of 2.6 days but for the observed

spark plug type there was a delivery delay (LSHOCK) of one day.

Using the same parameters (schedule, raw cores avallable, lead time,
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order lnterval,

collected,

the purpese of model wvalidation.

order time and deiivery delay) as the actual data
a simulation run was performed on the model developed for

It was found that the slmulated

values of the varlables compare well wlth the observed values as shown

in Taple 15.

Table 15:

Plug type

Observed and simulated

values for a particular spark

Varlable Name

Actual Value

Simulated Value

Amount
at PR1

Re Ject
Output
PSL1

Amount
at PR2

Re jJect
Cutput

Auount
at PR3

Re ject
Output

Amount
at PR4

processed

# of PR1

of PR1

proressed

% of PR2
of PR2

processed

% of PR™
of PR3

processed

100399

4%

96383

3500

92883

0.337%

92570

92570

11.98%

81480

81480

101700

4%

97500

2960

94540

0.337%

94100

944500

11.98%

83150

B3000

The difference between the raw cores avallable for assembly and the

amount processed at PRl Is due to the company policy of stooping the

assembly process 1f the plated shell inventory is empty.

However,

in generw. ihe schedule followed by the company for various
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spark plug types 1s as follows: The assembly process started on days 0,
2, 3 and 5 for the combination machine, plug tamper machine, GTG
machine and packaging machine, respectively with a lead time of 5 days
for starting the manufacture of raw shells, The order interval for
sending the raw shells for electroplating is once a day during the

mornlng shift with an average plating lead time of 2.6 days.

In the following section this general schedule was used as the base
case to study the effect of varilous policles such as: varying lead
times with and without delivery delays using different schedules, using
different production rates for the assembly process, and the impact of
different plating lead times and order intervals. The purpose of this
analysis was to determine the best schedule and correspondlng lead time

and the plating order time and order interval that the company should

follow.

4.5 Analysis and results of simulation runs performed for the present
system

Simulation Runs 1, 2, and 3 were performed to £ind the best schedule

and lead time for starting the manufacture and assembly of raw shells

under both regular conditions and with a shock in the delivery of

plated shells. The results show the levels of &FP, SFPOO, SP,

throughput (FPS) and the time it takes it takes for the glven

throughput.

Simulation Run 1: Impact of lead time with original schedule

The original schedule is an example of the type of schedule usually
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followed by the company. The company schedule to start the assembly
process ls: the manufacturing of raw shells ls started with a lead time
of approximately 5 days. In anticlpatlon of the plated shells
delivery, the combination machine (PR1) starts the manufacture of a new
spark plug type and the raw cores undergo the first assembly process.
Simlilarly PRZ, PR3 and PR4 are ready to start the assembly of the new
spark plug type as soon as the previous spark plug type processes are
finished. Thls often leads to a staggered start up schedule of the
assembly line machlnes. The original schedule in this case starts
manufacturing of the raw shells with a lead time (LT} and the PR1, PR2,
PR3 and PR4 are started according the schedule START1, START2, START3
and START4 respectively.

System Parameters:

(1) START1 = Lay O + LT
(1) START2 = Day 2 + LT
(11i) START3 = Day 3 + LT
(lv) START4 = Day 5 + LT

(v) SHOCK in the dellvery completion rate occurs at time = 78 and
lasts for a duration of one day during which no shells are
delivered

Table 16: Impact of lead time with original schedule

Throughput ; Threoughput ;

LT {(days) Run correponding Run with shock correponding
time time

5 EX1A 95500 ; 264 EXS1A 77500 ; 246

2 EX1B 94000 ; 201 EXS1B 66500 ; 180

1 EX1C 79000 ; 176 EXS1C 56500 ; 156

0 EX1D 3000 ; 92 EXS1D 3000 ; 92
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A lead time of 2 days is found to perforn the best even with a SHOCK In

the system as seen from work-in-process levels and throughput (See

Figures 24 to 29).

Simulation Run 2: Impact of lead time on one day difference schedule

This experiment tests the schedul ing of the assembly machlines with a

one day difference In start up time when a new spark plug ls to be

manufactured,

System Parameters:

(1) START1 = Day O + LT
(11) START2 = Day 1 + LT

(111) START3

Day 2 + LT

(iv) START4

[}

Day 3 + LT
{v) SHOCX in the delivery completion rate occurs at time = 78 and

lasts for a duration of one day during which no shells are

delivered

Table 17: Ilapact of lead time on one day difference schedule

Throughput ; Throughput ;
LT (days) Run correponding Run with shock correponding
time time
5 EX2A 95500 ; 222 EXSZA 78500 ; 204
2 EX2B 95000 ; 158 EXS28B 56500 ; 119
1 EX2C 3500 ; 72

The results (Figure 30 to 34) show that lead time of 2 days gives the

best throughput even with a shock in delivery for one day.
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Similation Run 3: Impact of lead time with synchronized schedule

Thls policy schedules the machines in Lthe assembly process to start at
the same time (synchronized schedule]).

System Parameters:

(1) START1 = Day 0 + LT
(11) START2 = Day 0 + LT
(111) START3 = Day 0 + LT
(iv) START4 = Day 0 + LT

(v) SHOCK in the deljvery completlion rate occurs at time = 78 and
lasts for a duration of one day during which no shells are

delivered

Table 18: Impact of lead tiwe with synchronized schedule

Throughput ; Throughput ;
LT (days) Run corresponding | Run with shock corresponding
time time
S EX3A 95500 ; 202 EXS2A 78500 ; 197
3 EX3B 96000 ; 160 EXS2B 73500 ; 139
2 EX3C 94500 ; 139 EXS3C 57000 ; 114
1 EX3D 3000 ; 32 EXS3D 3000 ; 32

The results (Flgures 35 to 42) show that a lead time of 2 days glves
the best results for throughput. Although the throughput for this best
case is less (by 1000 unlts) than the best cases for the original and
one day difference schedule, the corresponding time required to achieve
a throughput of 139 1s considerably less than for the orlginal schedule

(201} and for the one day difference schedule (158).
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Simulation Run 4: Impact of current production rates on WIP

and throughput

Experiment 3 was performed to test different production rate policles
and the effects on WIP and throughput for the schedules in experiments
1 and 2 with a lead time of 2 days. The purpose of this experiment was
to check I1f there was a significant improvement in the level of

throughput and WIP levels with increased production rates and decr.ased

variabllity.
System Parameters:

Case-1 : Original production rates of assembly machines

Mean
Machine Production cv
Rate
FR1 3403 0.31
PR2 2141 .13
PR3 1671 0.17
FR4 3827 0. 45

Case-2 : Origlnal production rates with improved variability

Mean
Machine Production cv
Rate
PR1 3403 0.1
PR2 2141 0.1
PR3 1671 0.1
FR2 3827 0.1
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Case-3 : Increase in original productlon rates of assembly machlnes

Mean
Machine Production cv
Rate
PR1 4100 0.2
PR2 2230 0.13
PR3 1949 0.17
PR4 5400 0.2

Case-4 : Productlon rates of assembly machlines at full capacity

Mean
Machine Production cv
Rate
PR1 4920 o
PR2 2520 0
PR3 2280 0
PR4 6480 0

Table 19: Impact of current production rates on WIP and
throughput (Cases analyzed)

Schedule Case-1 Case-2 Case-3 Case-4
Original EXA EXB EXC EXD
EXSA EXSB EXSC EXSD
One Day EXE EXF EXG EXH
Difference EXSE EXSF EXSG EX4H
Synchronized EXI EXJ EX EXL
EXSI EXSJ EXSK EXSL

The results show WIP and throughput levels for the original schedule
(Flgures 43 to 46}. For the original schedule Cases 1 and 2 give the

same final throughput whereas, Cases 3 and 4 give slightly l-ss final
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throughput at an earller time. With a shock added to the orlginal
schedule the same trend is observed but with more impact on cases 3 and
4. Cases 3 and 4 give slightly higher levels of work-in-process than

cases 1 and 2 but with a shock added to the system this difference is

amplified.

For the one day difference schedule (see Figures 47 to 50) it was found
that Cases 1 and 2 gave the maximum level of throughput whereas, Cases
3 and 4 gave less final throughput. When a sﬁ;ck was added to the
system all four cases gave the same level of final throughput.
Slmilarly, the WIP levels for Case 4 and Case 3 were higher than for
Cases 1 and 2. With a shock added to the system all four cases gave

approximately the same levels of WIP.

For the synchronlzed schedule (see Figures 51 to 54) Cases 1 and 2 gave
more final throughput than for Case 3 and conslderably more than for
Case 5. With a shock added to the system the final throughput was the
same for all four cases. Similarly, the WIP level for Case 4 and Cage
3 was higher than for Cases 1 and 2 and with a shock added all four

cases had approximately the same levels of WIP inventory.

From these results 1t 1s seen that increasing the production rates or
decreasing the variabllity does not produce significant improvement in
throughput. Also, the level of WIP increases as the production rates

are improved because there is an accumulation of WIP before each

workstation.
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Simulation Run 5: Impact of plating lead time and order interval

In experiment 5 we t~st the effect of changlng the average time for
shells plated (PLT) =nd two order interval (OINTERVAL) policles: one a
day, at the beginning of the morning shift (time = 7) and twice a day,
at the beglnning of the morning shift and towards the end of the
afternoon shift, For the followlng experiments a lead time (LT) of 2
days and 1 day both with a SHOCK (no delivery for one day)} and without

wlll be tested:

Cases PLT OINTERVAL
Case~-1 2.6 1
Case-2 2.6 2
Case-3 2.0 1
Case-4 2.0 2
Case-5 1.0 1
Case-6 1.0 2

Table 20: Impact of plating lead time and order interval
(For each schedule the first row represents throughput
and the second row represents the time required to
achleve this throughput)

Case A: with LT = 2 days

Schedule Case-1 Case-2 Cage-3 Case-4 Case-5 Case-6
94000 95000 95500 95500 95500 95500
Present
201 202 202 202 202 201
One day 95500 95500 95500 95500 95500 95500
difference| ,qq 158 159 158 159 159
94500 95500 95500 95500 95500 95500
Synchronized
139 139 139 139 139 139
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Case B: LT = 2

days with a SHOCK

Schedule Case-1 Case=-2 Case-3 Case-4 Case-5 Case—-6
66500 71500 80000 83500 95500 95500
Present
180 181 197 198 201 202
56500 62500 79500 83500 95500 95500
One day
difference| 4 135 140 155 158 158
57000 63000 80000 84000 95500 95500
Synchronized
114 115 135 136 139 139
Case C: LT = 1 day
Schedule Case-1 Case-2 Case-3 Case~4 Case-5 Case-6
79000 83500 95500 95500 95500 95500
Present
176 177 180 180 180 180
3500 4000 60 11500 95500 95500
One day
difference| ., 72 72 74 138 138
3000 4500 6000 11500 95500 95500
Synchronlzed
32 32 33 50 118 1i8
Case D: LT = 1 day with a SHOCK
Schedule Case-1 Case~2 Case-3 Case-§ Case-5 Case-6
56500 61500 73000 78500 95500 95500
Present
156 158 160 176 180 180
3500 4000 €000 11500 95500 95500
One day
difference| ., 72 72 74 138 138
3000 4500 6000 11500 95500 95500
Synchronized
32 32 33 50 118 118
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The throughput and time taken to achieve the given throughput are found
in the above tables. Generally, an order interval pollcy of twice a

day gives better throughput than once a day.

4.6 System dynamics model of the assembly process using a pull system

The spark plug assembly under study was also modelled using the
princlples of a pull system (Figure 55). The notation used in this
figure is the same as that for the push system with a few key
differences:; Each machine in the assembly process is not started by a
specific schedule as it was for the push system. The assembly of a
part is first triggered at the last stage (FPS)} when there is a demand
for a spark plug type. Whlile there is a demand for a product, the FPS
inventory will be depleted. When the trigger level of the FPS area is
reached this wlll send an information flow to the productlon process
(PR4) to replenish the units that were depleted in FPS until the
trigger level is reached. The start up of PR4 will require material
from the preceding station storage area (PSL3). Inventory from PSL3
Wwill be depleted until a trigger level 1s reached and this will send an
information flow to PR3 to replenish PSL3 until the trigger is reached.
In a similar manner PSL2 1s depleted and the trigger for that 1is
activated to start the production process at PR2. At this point two
checks are made: inventory must be present in both SP and PSL1 for PR2
to start the assembly process. The company policy of stopping
productlon of a specific part type if the plated shells (SP) inventory
is empty will be maintained for this model. When the trigger level of
PSL1 is reached thls will activate PR1 which will start after a

prespecified lead time. This allows the raw shells to be manufactured
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and sent out for plating. The SP level will send an information flow
to the delivery completion rate when triggered and this in turn starts
to deplete the shells for plating on order (SFPOO) which will come from
the raw shell lnventory (SFP). The SFP 1lnventory will be depleted and
cause an Information flow to travel to the raw shell manufacturing

process (RSPR) when the trigger level is reached.

In the previous section where a push system was used to model the spark
plug assembly process different schedules were used for the experliments
and it was found that a synchronized schedule with a lead time of 2
days gave the best performance with respect to throughput and the
average level of WIP. However, thlis inveolved a lengthy time consuming
process of varlous simulation runs. Then the spark plug assembly
plant was modelled using system dynamics and incorporating a pull
system (see Figure 55). The advantage of using a pull approach is that
the model 1tself gives the required schedules to be used to satisfy the
demand requlrements. The schedule given by the pull system was found
to be a synchronized schedule and this was consistent with the best
schedule found in the experimental runs using a system dynamics model
with a push systen. This is consistent with the JIT principle of
producing "the right amount of product when required“. JIT involves
levelling the production schedule and this is achieved by synchronizing
the production schedule. Also, it was found that the system behaviour
of the pull model gave the same throughput and WIP results that the

synchronized schedule in the push system did (Figure 56).
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CHAFTER 5
CONCLUSIONS

In this research system dynamlcs models were developed to address the
three systems: push, pull and long pull. Several simulation runs were
conducted and the results analyzed. Also, a leocal spark plug assembly
plant was studied and modelled using both the push and pull approaches.
Various policles for these systems were reviewed and results were
glven. The proposed simulatlon models were obtalned using the dynamic

simulation software, DYNAMO (PC version 3.1).

5.1 Contributions of the research

In this work simulation models using system dynamics were developed to
give a comprehensive analysis of various research issues 1n serlal
production lines. Most of the results in the 1literature glve
counterintuitive results. Also, an analysis of various factors of the
long pull system such as, 1lmpact of work-in-process inventorles on
throughput, location of the long pull, span of control of each long
pull and the éorrespondlng amount of work-in-process inventory, was

required.

In this research, an attempt was made to consider all these issues. A
comprehensive analysis of the push, pull and the long pull systems was
done using system dynamics. Various simulation runs were performed to

study the lmpact of these systems on the work-in-process levels and
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throughput., A comparative study was performed on these systems to
analyze system characteristics and to find which strategy performs the
best and to remove the misconceptions of these systems. Also a
simulation modei using system dynamlcs was developed for a local spark
plug assembly plant and various problems faced in the operations of the
ascembly system were identified. Various policles to test the

performance of the plant using push and pull systems were developed and

tested.

5.2 Summary of serial production lines
5.2.1 Results of push systems
1. Effect of changes in lot size on WIP
a. WIP increases as lot slze increases

b. Variabllity in production storage areas increases as the lot

size increases

2. Effect of changes in lot size on throughput

a. As lot size increases, throughput decreases

3. Effect of increased varlability of production rates
a. Average buffer content increases as the coefficient of

variation increases whereas the throughput correspendingly

decreases

4. Impact of bottleneck workstations

a. There 1s an accumulation of WIP before the bottleneck station
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5. Effect of increased variabllity in case of a bottleneck station
a, There is an accumulation of WIP before the bottleneck station
b. As the coefficlent of varlation of the productlon rates
increases the inventory before the bottleneck decreases while
the other buffer contents correspondingly increase
c. As the coefficient of variation increases throughput remalns

the same

6. Placement of workstations with variable processing times
a. Variable workstations should be placed at the first and last

stations

7. Placement of buffers in a balanced production line

a. Equal allocatlon of buffers maximizes throughput

8. Placement of extra buffer slots
a,. Use an equal allocation of buffers as far as possible

b. Use a centre welghted spread for maximlzing throughput

9. Reversibility in serial lines
a. Serial productlon lines which are mirror images of each other

in terms of production rates have similar throughput and

trend of buffer allocation
5.2.2 Results of pull system

1. Naturs of the pull system

a. The goal seeklng nature of a pull system 1s evident by the
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fluctuations in production rates caused by the system
reacting to changes in demand
2. Variation in WIP inventory
b. A smaller number of kanbans wilth proportlionally larger

containers produces more inventory varlation

5.2.3 Results of long pull systems
1. Location of the long pull
a. A long pull should be located at the bottleneck or after

b. There exists 2 critical WIP level within the span of the pull

2. Effect of variability of production rates on critical WIP
a. As the coefficlent of variation increases, the critical WIP

increases whereas the throughput remains tr- same

3. The role of maximum inventory as a bottleneck
a. As the coefficlent of wvariation of production rates
increases, the maximum inventory (Maxinv) will become a

bottleneck and thereby decrease throughput

5.2.4 Results of the comparative study of the various systems
1. Effect of various systems on buffer allocation and throughput
a. The push system with flnite buffers and the pull system have
lower WIP levels than the long pull system
b. All systems (push, pull and long pull) have lower throughput
with Increased variabllity in production rates

c. At higher levels of uncertalnty the long pull system gives
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higher throughput

2. Effect of various systems on lost sales
a. As varlability of production rates increases the lost sales
increases for all systems (push, pull and long pull)
b. At higher levels of uncertainty the long pull system and the

push system with infinlte buffers perform the best

3. Reaction of the different systems to demand
a. The push system with finite buffers, the pull system and the
iong pull system react to chsages In demand due to the
feedback control mechanisms in these systems whereas, the
push system with infinite buffers does not react to changes

demand

5.3 Results of the spark plug assembly plant analysis
Simulation models of a local spark plug assembly plant were developed
using a system dynamics Iincorporating push and pull approaches. Frem
the simulatlion runs conducted the fellowing parameters gave the best
performance in terms of throughput and the time required to achleve
this throughput:

1. Synchronized schedule

-

2. A lead time of two days for the manufacture of raw shells

-~

3. An order interval of twice a day
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APPENDIX A.1

SIMULATION WITH DYNAMO

Dynamo is a computer program which compiles and executes continuous
simulatlon models. It is designed to be an effective ald in simulating
system dynamics models whose behaviour depends more on the aggregate

flows rather than the occurrence of discrete events (Pugh 1976).

There are seven equation types 1in Dynamo. The seven types are

discussed briefly in the following paragraphs.

N
LEVEL
vk AN

RATE | RATE

D A

~
-é—CEINSTANT

Level (L} equatlons are the integral equation types in Dynamo. They
relate a quantity at the current time to its value at the previous time

that calculations are made, and its rate of change during the interval
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between the calculations. In Dynamo the present time is indicated with
a postscript .K, and the preceding time instant is represented by the
postscript .J following the variable name. The incremental simulation

time interwval, At, is written as DT. Thus, a level can be written as:

LEV.K = LEV.J + (DT) x (Rate of change)
where,

LEV.K = Present value of LEV.

LEV.J = Immediate Past Value of LEV.

DT = Incremental Slimulation Time Interval.

Auxiliary (A) equations are simple algebraic functions of levels and
other auxlillary wvarlables at the same time Instant. Auxiliary
equatlons may not depend upon other auxiliary variables which in turn
depend on the auxlliary deflned; 1i.e, simultaneous equations among
auxillary equations are not permitted. One form of auxliliary equatlions

can be written as:

AUX.X = LEV.K x CONST.
where
AUX.K = An Auxlliary Variable at Present
LEV.K = Present value of a LEV
Const = Some Constant Value

Rate (R) equations are much like auxiliary equations in that they are
algebralc functions of levels and auxiliaries at the same instant. For
the rate varlables a double postscript .JK is used in the right hand
slde of the equal sign for rates that are independent variables that

represent time from past to present. Thus, the LEV equatlions can be

written as:
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LEV.K = LEV.J + (DT) x (RATE. JK)

In cases where a rate 1s a dependant varliable, its postseript 1s .KL,

which denotes the time from present to future. A rate equatlon can be

written as:

RATE.KL = AUX.K / CONST

vhere
RATE.KL = A Rate of the Next Instant
AUX.K = An Auxiliary Variable at present
CONST = Some constant value

Supplementary (S) equations are algebralc equatlons that are computed

to provide output.

An initial value (N) equation must be provided for every level and may
be provided for auxiliary or rate. A constant may also be computed

initlally by this equation type. (The N equatlon is the only equatlon

that exists for the quantity).

A glven constant (C) differs from an initlally computed constant in

that the right hand side is restricted to a numerical value.
A table (T) is an arrzy of numerical values that provides the values
upon which the table look-up function operates. A table function used

to express a relatlonship between two variables.

Once all equations are written, Dynamo executes them in the following

sequence: The first quantities to be calculated at the instant k are
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the levels. These depend on the previous value (at time J), on
auxiliarlies computed at time J, and on the rates computed for the
interval UK. As all quantitles for J and JK have already been
calculated, there 1is no difficulty In carrylng out the level

computations.

Next, auxillaries, ordered properly by Dynamo, are calculated for the
instant K from levels at K and other auxiliaries calculated earllier for

k.

Finally, rates are calculated for the interval KL from the levels and
auxiliaries at time k. Like the levels, the rates do not provide any

ordering problens.

Once the rates have been calculated, the present time is advanced DT
time units, all gquantities that have been calculated for time k are now
considered to be values at time J; and the rates for the interval KL
are now treated now as though they are JK wvalues. The computation

cycle then starts all over agaln with the level computatlions.

A.1.1 Selection of Computational Interval, DT

The choice of the size of DT requires a compromise between a large DT
which demands slightly less computer time and a small DT which assures
numerical accuracy. A good way to choose DT 1s first to select a value
based on the delays in the model, and then check this choice by
rerunning some run with a much smaller DT. The accuracy of any model
results assoclated with any particular DT is almost impossible to

determine except by this procedure.
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A.1.2 Concluding remarks

After wunderstanding the system dynamics methodology, 1t can be
concluded that the methodology embodles several features and underlying

viewpolints which distinguish it from other modelling approaches. These

features include:

1, An emphasis on understanding the causes of dynamlic behaviour

2. Inclusion of all variables relevant to the problem behaviour

3. A focus on policy design rather than decision making or
forecasting

Although other modelling techniques embody some of these features,

system dynamics appears to be unique in combining all these aspects,
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APPENDIX A.2

PROGRAM LISTINGS

.2.1 Pusgh with infinite buffers

WORKSTATION 1

PR1.KL=DPR1.K

A DPR1.K=PV1.K
PV1. K=NORMRN(PAMT1, SD1)

L KL1.K=KL1i.J+DT*(PR1.JK-TPR1. JK)
KL1=0

TPR1. KL=CLIP{KSIZE/DT, 0,KL1.K, KSIZE)

L PSL1.K=PsL1. J+DT*(TPR1. JK-PRZ. JX)
PSL1=0

WORKSTATION 2

PR2.KL=CLIP(DPR2.K,0,PSL1.X,DT*DPR2.K)

DFR2.K=PV2.K
PY2. K=NORMRN (PAMT2, SD2)

KL2.K=KL2, J+DT*(PR2. JK-TPR2. JK)
K1.2=0

TPR2.KL=CLIP(KSIZE/DT, 0,KL2.K,KSIZE)
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PSL2.K=PSL2. J+DT* (TPR2. JK-PR3. JK)
PSL2=0

WORKSTATION 3

PR3.KL=CLIP(DPR3.K, 0, PSL2.K, DT*DPR3.K)

DPR3.K=PV3.K
PV3. K=NORMRN (PAMT3, SD3)

KL3,K=KL3. J+DT* (PR3. JK-TPR3. JK)
KL3=0
TPR3.KL=CLIP(KSIZE/DT, 0,KL3.K,KSIZE)

L PSL3.K=PSL3. J+DT*(TPR3. JK-PR4. JK)

PSL3=0

WORKSTATION 4

PR4.KL=CLIP(DPR4.K, 0, PSL3.K, DT*DPR4.K)

DPR4. K=PV4.K
PV4. K=NORMRN (PAMTA4, SD4)

L KL4.K=KL4. J+DT*(PR4. JK-TPR4. JK)

KL4=0

TPR4. KL=CLIP(KSIZE/DT, 0,KL4.K,KSIZE)

L FPS.K=FPS. J+DT*® (TPR4. JK-UR. JK)

FPS=0

R UR.KL=MIN(FPS.K, CDR.X)

CDR. K=DAMT®*DV.K
DV. K=SAMPLE (NORMRN (1.0, SDD), 1, 1)

WIP.K=KL1.K+PSL1.K+KL2. K+PSL2, K+KL3.K+PSL3.K
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THROUGHFUT

THRUPUT. K=THRUPUT. J+DT* (TPR4. JK)
THRUPUT=0

STOCKOUT LEVEL

DNMET. K=CDR. K-UR. KL

L CDNMET.K=CDNMET. J+DT*DNMET. J

CDNMET=0

NO. OF STOCKOUTS
TNDKNMT IS TOTAL NO. OF TIMES DEMAND IS NOT MET

A NDNMET.K=CLIP(O, 1/DT, O, DNMET.K)
L TNDNMT.K=TNDNMT. J+DT* (NDNMET. J)
N TNDNMT=0

B1,B2,B3 ARE AVERAGE BUFFER SIZES

L LEVEL1.K=LEVEL1. J+DT*(PSL1. J/DT)

LEVEL1=0

A Bl.K=LEVEL1.K"DT/LENGTH

L LEVEL2.K=LEVELZ. J+DT*(PSL2. J/DT)
N LEVEL2=0
A B2.K=LEVEL2, K*DT/LENGTH

L LEVEL3.K=LEVEL3. J+DT*(PSL3. J/DT}
N LEVEL3=0

B3.K=LEVEL3. K*DT/LENGTH

BAVE. K=(B1.K+B2.K+B3.K)/3

L LEVEL4, K=LEVEL4. J+DT*(FPS. J/DT)

LEVEL4=0
B4.K=LEVEL4. X*DT/LENGTH
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* CONSTANTS

KSIZE=1

PAMT1=10
SD1=0. 25
PAMT2=10
5D2=0. 25
PAMT3=10
SD3=0. 25
PAMT4=10
5D4=0. 25
DAMT=10

SDD=. 25

o o oo g 0o 0 g o g oo O

* SYSTEM PARAMETERS

SAVE PR1,KL1,TPR1,PSL1,DPR1.PRZ,KLZ,TPRZ.PSLZ.DPRZ.PR3,KL3.TPR3.PSL3
SAVE DPR4, PR4,KL4, FPS, DPR3

SAVE UR,CDR,NIP,DNMET,CDNMET,NDNMET.TNDNMT.THRUPUT,BI,BZ,BG.BAVE.B4
SPEC DT=0.03125/LENGTH=21/SAVPER=. 125/PRTPER=. 125/PLTPER=, 125

A.2.2 Push with finite buffers

MODEL PUSH4.DYN -- using four workstations to illustrate the push system
. with finite buffers

WORKSTATION 1

R PR1.KL=CLIP(0.DPR1.K,PSLl.K+KL1.K+DPR1.K'DT.MAX1]
WIP1.K=PSL1,K+KL1.X

™

o

DPR1.K=PV1.K
A PV1.K=NORMRN (PAMT1, SD1)

L KL1.K=KL1.J+DT*(PR1. JK-TPR1. JK)
N KL1=0

135



TPR1.KL=CLIP(KSIZE/DT,0,Ki!.K,KSIZE)

L PSL1.K=PSL1. J+DT*(TPR1. JK-PR2. JK)
N PSL1=BUFF1

WUKSTATION 2
PR2.KL=CLIP(0,CLIP(DPR2.K, 0,PSL1.K, BUFF1+DT®*DPR2.K}, "
PSL2.K+KL2. K+DPR2. K*DT, MAX2)

WIP2. K=PSLZ2.K+KL2. K

DPR2. K=PV2.K
PV2, K=NORMRN (PAMT2, SD2)

KL2.K=KL2. J+DT* (PR2. JK-TPR2. JK)
KL2=0

TPR2.KL~=CLIP(KSIZE/DT, 0,KL2.K,KSIZE)

L PSL2.K=PSL2. J+DT* (TPR2. JK-PR3. JK)

PSL2=BUFF2

WOHKSTATION 3

PR3.KL=CLIP(0O, CLIP(DPR3.K, 0, PSL2.K, BUFF2+DT*DPR3.K), *
PSL3.K+KL3. K+DPR3. K*DT, MAX3)

WIP3.K=PSL3.K+KL3. X

DPR3.K=PV3.K
PV3. K=NORMRN (PAMT3, SD3)

KL3.K=KL3. J+DT*(PR3. JK-TPR3. JK!
KL3=0

TPR3. KL=CLIP(KSIZE/DT, 0,KL3.K,KSIZE)

PSL3. K=PSL3. J+DT*(TPR3. JX-PR4. JX)
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PSL3=BUFF3

" WORKSTATION 4

PR4.KL=CLIP(O, CLIP{DPR4.K, O, PSL3.K, BUFF3+DT*DPR4.X), *

“PS. K+KL4. K+DPR4. K*DT, MAX4)

DPR4.K=PV4.K

PV4. K=NJRMRN (PAMT 4, SD4)

KL4.K=KL4, J+DT* (PR4. JK-TPR4. JK)
KL4=0

TPR4.KL=CLIP(KSIZE/DT, 0,KL4.K,KSIZE)

FPS.K=FPS. J+DT* (TPR4. JK-UR. JK)
FPS=0

UR. KL=MIN(CDR. K, FPS.K)

CDR. K=DAMT*DV. K

DV. X=SAMPLE (NORMRN(1.0,SDD}, 1,1)
WIP.K=KL1.K+PSL1.K+KL2. K+PSL2. K+KL3.K+PSL3.K

THROUGEPUIT

THRUPUT. K=THRUPUT. J+DT* (TPR4. JK)
THRUPUT=0D

STOCKOUT LEVEL.
DNMET. K=CDR. K-UR. KL
CDNMET. K=CDNMET. J+DT* (DNMET. J)

CDNMET=0

NO. OF STOCKOUTS
TNDNMT IS TOTAL NO. OF TIMES DEMAND IS NOT MET

137



A NDNMET.K=CLIP(0O, 1/DT, O, DNMET.K)
L. TNDNMT, K=TNDNMT. J+DT* (NDNMET. J)

TNDNMT=0

B1,B2,B3 ARE AVERAGE BUFFER SIZES

L LEVEL1.K=LEVEL1. J+DT*(PSL1. J/DT)
N LEVEL1=0

B1.K=LEVEL1.X"DT/LENGTH

L LEVEL2.K=LEVEL2. J+DT*(PSL2. J/DT)
N LEVEL2=0

B2.K=LEVEL2.K*DT/LENGTH

L LEVEL3.K=LEVEL3. J+DT*(PSL3. J/DT)

LEVEL3=0

A B3.K=LEVEL3.K*DT/LENGTH

BAVE.K=(B1.K+B2.K+B3.K)/3

L LEVEL4.K=LEVELA4. J+DT*(FPS. J/DT)

LEVEL4=0

A B4.K=LEVEL4. K*DT/LENGTH

O o0 o 0 o0 g o g o o00

CONSTANTS

KSIZE=1

PAMT1=10
SD1=0.25
PAMT2=10
SD2=0. 25
PAMT3=10
SD3=0, 25
PAMT4=10
SD4=0.25
DAMT=15

SDD=0. 25
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MAX1=2
MAXZ=2
MAX3=2
MAX4=2
BUFF1=0
BUFF2=0
BUFF3=0
BUFF4=0
SYSTEM PARAMETERS

s« O 0O 0 o a0 a0

SAVE PR1,KL1, TPR1,PSL1, DFR1, PR2,KL2, TPR2, PSL2, DPR2, PR3, KL3, TPR3, FPS, DPR3
SAVE UR, CDR, WIP, DNMET, CDNMET, NDNMET, TNDNMT, THRUPUT, B1, B2, B3, BAVE, B4
SPEC DT=0.03125/LENGTH=21/SAVPER=. 125/PRTPER=. 125/PLTPER=. 125

A.2.3 Pull gystem

MODEL JPULL4.DYN -- using 4 workstations illustrate pull system

* WORKSTATION 1

L KL1.K=KL1. J+DT* (PR1. JK-TPR1. JK)
N KL1=0

R TPR1.KL=CLIP(KSIZE/DT,0,KL1.K,KSIZE)

L PSL1.K=PSL1, J+DT*(TPR1. JK-PR2. JK)
N PSL1=0

R PR1.KL=CLIP(DPR1.K, O, (KNUM1*KSIZE-PSL1.X},KSIZE)

A DPR1.K=PV1.K
A PV1_ K=NORMRN(PAMT1,SD1)

* WORKSTATION 2

L KL2.K=KL2. J+DT* (PR2. JK-TPR2. JX)
N KL2=0
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TPR2. KL=CLIP(KSIZE/DT, 0,KL2.K, KSIZE)

L PSL2.K=PSL2. J+DT*(TPR2. JK-PR3. JK}

PSL2=0

PR2.KL=CLIP(CLIP(DPR2.K, 0, (KNUM2®*KSIZE-PSL2.K), *
KSIZE),0,PSL1.K,DT*DPR2.K)

DPR2. K=PV2. K

A PV2.K=NORMRN (PAMTZ, SD2)

WORKSTATION 3

L KL3.K=KL3, J+DT*(PFR3. JK-TPR3. JK)
N KL3=0

TPR3. KL=CLIP(KSIZE/DT, 0,KL3.K, KSIZE)

L PSL3.K=PSL3. J+DT*(TPR3. JK-PR4. JK)

PSL3=0

PR3.KL=CLIP(CLIP(DPR3.K, 0, (KNUM3*KSIZE-PSL3.K), "
KSIZE),0,PSL2.K,DT*DPR3.K)

DPR3.X=PV3.K

A PV3,K=NORMRN (PAMT3, SD3)

WORKSTATION 4

L KL4.K=KL4, J+DT*(PR4. JX-TPR4. JK)

KL4=0

TPR4.KL=CLIP{KSIZE/DT, 0,KL4.K,KSIZE)

L FPS.K=FPS. J+DT* (TPR4. JX-UR. JK)

FPS=0

PR4.KL=CLIP(CLIP(DPR4.X, O, (KNUMA®KSIZE-FPS.K), -~
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KSIZE), 0,PSL3.K, DT*DPR4.K)

DPR4.K=PV4.K
PV4, K=NORMRN (PAMTA4, SD4)

UR. KL=MIN(CDR. K, FPS.K)

A CDR.K=DV.K

DV. K=SAMPLE (NORMRN (DAMT, SDD), 1, 1)

WIP.K=KL1.K+PSL1.K+KL2. K+PSL2. K+KL3.K+PSL3.K

THROUGHPUT

THRUPUT. K=THRUPUT. J+DT* (TPR4. JX)
THRUPUT=0

STOCKOUT LEVEL

DNMET. K=CDR. K-UR. KL
CDNMET. K=CDNMET . J+DT*DNMET. J
CDNMET=0

NO. OF STOCKQUTS
TNDNMT IS TOTAL NO. OF TIMES DEMAND NOT MET

NDNMET. K=CLIP(0, 1/DT, 0, DNMET.K)
TNDNMT . K=TNDNMT. J+DT* (NDNMET. J)
TNDNMT=0

B1,B2,B3 ARE AVERAGE BUFFER SIZES
LEVEL1.K=LEVEL1. J+DT*(PSL1. J/DT)
LEVEL1=0

B1.K=LEVEL1.K*DT/LENGTH

LEVEL.2. X=LEVEL2. J+DT* (PSL2. J/DT)
LEVEL2=0

B2.K=LEVEL2.K*DT/LENGTH
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L LEVEL3.K=LEVEL3. J+DT*(PSL3. J/DT)
N LZVEL3=0
A B3.K=LEVEL3.K*DT/LENGTH

A BAVE.K=(B1.K+B2.K+B3.K)/3

L LEVEL4.K=LEVEL4. J+DT*(FPS. J/DT)
N LEVEL4=0D
A B4.K=LEVELA.K*DT/LENGTH

* CONSTANTS

KSIZE=1
KNUM1=2
KNUM2=2
KNUM3=2
KNUM4=2,
PAMT1=10
SD1=0.25
PAMT2=10
SD2=Q, 25
PAMT3=10
SD3=0. 25
PAMT4=10
SD4=0. 25
DAMT=15
SDD=0.25

0o o000 ocaonoogono0oaonaaaq

* SYSTEM PARAMTERS

SAVE PR1,KL1,TPR1, PSL1,DPR1,PR2,KL2, TPR2, PSL2, DPR2, PR3, PSL3, PR4, KL4, TPR4, DPR4
SAVE KL3, TPR3, FPS, DPR3, FPS, UR, CDR, WIP, DNMET, CDNMET, NDNMET, TNDNMT, THRUPUT
SAVE B1,B2,B3,BAVE,B4

SPEC DT=. 03125/LENGTH=21/SAVPER=. 125/PRTPER=. 125/PLTPER=, 125

A.2.4 Long pull system
* MODEL LPULL4.DYN -- using FOUR workstations to illustrate the long pull
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HORKSTATION 1

PRl.KL=CLIP(0,CLIP(DPRI.K,O.(KNUM'KSIZE-FPS.K).KSIZE).NIP.K.MAXINV)

DPR1.K=PV1.K
PV1.K=NORMRN (PAMT1, SD1)

L KL1.K=KL1.J+DT*(PR1. JK-TPR1. JK)

KL1=0

TPR1. KL=CLIP(KSIZE/DT, 0,KL1.K,KSIZE)

L PSL1.K=PSL1. J+DT*(TPR1. JK-PR2. JK)

PSL1=0

WORKSTATION 2

PR2.KL=CLIP(DPR2.K,0,PSL1.K, DT*DPR2.K)

DPRZ.K=PV2.K
PV2. K=NORMRN (PAMT2, SD2)

L KL2.X=KL2. J+DT*(PR* ‘.-TPR2.JK)

KL2=0

TPR2. KL=CLIP(KSIZE/DT, 0,KL2.K, KSIZE)

PSL2.K=PSL2. J+DT*(TPR2. JK-PR3. JX)
PSL2=0

WORKSTATION 3

PR3. KL=CLIP{DPR3.K, 0, PSL2. K, DT*DPR3.K)

DPR3.K=PV3.K
PV3. K=NORMRN (PAMT3, SD3)
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KL3.K=KL3. J+DT* (PR3. JK-TPR3. JK)
KL3=0

TPR3. KL=CLIP(KSIZE/DT, 0,KL3.X,KSIZE)

L PSL3.K=PSL3. J+DT* (TPRA. JK-PR4. JK)

PSL3=0

WORKSTATION 4

PR4.KL=CLIP(DPR4.K, 0, PSL3.K, DT*DPR4.K)

DPR4.K=PV4.K
PV4. K=NORMRN(PAMT4, SD4}

KL4.K=KL4. J+DT*(PR4. JK~TPR4. JK)
KL4=0

TPR4.KL=CLIP(KSIZE/DT, 0,KL4.K,KSIZE)

FPS. k=i PS. J+DT® (TPR4. JK-UR. JK)
FFG=0

UR.KL=MIN(CDR.K, FPS.X)

CDR.K=DV.K

DV. K=SAMPLE (NCRMRN (DAMT, SDD), 1, 1)
WIP.K=KL1.K+PSL1.K+KL2. K+PSL2. K+KL3.K+PSL3.K

THROUGHPUT

THRUPUT. K=THRUPUT. J+DT* (TPR4. JK)
THRUPUT=0

STOCKOUT LEVEL

DNMET. K=CDR. K-UR. KL,
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CDNMET. K=CDNMET. J+DT*DNMET. .J
CONMET=0

NO. OF STOCKOUTS
TINDNMT IS TOTAL NO. OF TIMES DEMAND IS NOT MET

NDNMET. K=CLIP(0, 1/DT, 3, DNMET.K)
TNDNMT. K=TNDNMT. J+DT* (NDNMET. J)
TNDNMT=0

B1,B2,B3 ARE AVERAGE BUFFER SIZES

LEVEL1.K=LEVEL1. J+DT* (PSL1. J/DT)
LEVEL1=0

A B1.K=LEVEL1.K*DT/LENGTH

LEVEL2.K=LEVEL2, J+DT*(PSL2. J/DT)
LEVEL2=0
B2.K=LEVEL2. ¥.*DT/LENGTH

L LEVEL3.K=LEVEL3. J+DT* (PSL3. J/DT)

LEVEL3=0

A B3.K=LEVEL3.K*DT/LENGTH

O o a oo ag o000 0

BAVE.K=(B1.K+B2.X+B3.X)/3

CONSTANTS

KNUM=5

KSIZE=5
PAMT1=10
SD1=0. 25
PAMT2=10
sD2=0, 25
PAMT3=10
SD3=0. 25
PAMT4=10
SD4=0. 25
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C DAMT=10
C SDD=0.25
C MAXINV=50

* SYSTEM PARAMETERS

SAVE PR1,KL1, TPR1, PSL1, DPR1, PR2,KL2, TPR2, PSL2, DPR2, PR3, KL3, TPR3, PSL3, FPS, DPR3

SAVE PR4,KL4, TPR4, UR, CDR, WIP, THRUPUT, DNMET, CONMET, NDNMET, TNCNMT, B1, B2, B3, BAVE
SPEC DT=0. 03125/LENGTH=21/SAVPER=. 125/PRTPER=. 125/PLTPER=. 125

A.2.5 Spark plug assembly plant - Push system approach

* MODEL CASEPUSH.DYN -- using four workstations to illustrate the case
. study of local spark plug assembly plant

N TIME=0

* RAW SHELL PRODUCTION RATE

R RSPR.KL=MAX(0, CLIP(O, PULSE(DSPR. K/SHIFT, SHIFT*3, 0, DAY)* (1+STOP.K), ~
SFPUSE. K, PRCORR.K) )

SFPUSE. K=SFPUSE. J+DT* (RSPR.KL)

SFPUSE=0

DEMAND=100000

PRCORR. K=(1+REJAMT3)* (1+REJAMT2) * (DEMAND)

> 0 =

This basically stops production if shells have run out
STOP.K=CLIP(0,-1,H1.K, Q)}+CLIP(0, -1, 0, AMT2.K)
SPNIL.X=CLIP(O,1,SP.K,0)

AMT1.K=AMT1. J+DT®*(SPNIL. J/DT)

AMT1=0

= - > >

A H1.K=CLIP(0,CLIP(~-1,0,AMT1.K, 1), AMT1.K,2)
A NOSP.K=CLIP(0,1,H1.K,0)

L AMT2.K=AMT2.K+DT* (NCSP. J/DT)

N AMT2=0

A H2.K=CLIP(-1,0, AMI2.K, Q)
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DSPR. K=NORMRN (SMEAN, SSD}
SMEAN=25000
SSD=1667

SHELLS FOR PLATING INVENTORY

SFP. K=SFP. J+DT* (RSPR. JK~SFPOR. JK/DT)
SFP=0

SHELLS FOR PLATING ORDER RATE

R SFPOR.KL~=PULSE(SFP.K, DT, ORTIME, OINTERVAL }
C ORTIME=7
C OINTERVAL=21

0o 0 > v =2 2 r

= =2 -

SHELLS FOR PLATING ON ORDER AND DELIVERY COMPLETION RATE
WITH LEAD TIME OF 2.6 DAYS SD.1.2
CONVERTED LEAD TIME TO HOURS (7 HOUR SHIFTS) IS 54.6 DAYS SD. 25.2

TSFPQQ. K=TSFP0O. J+DT* (SFPOR. JK/DT)

TSFPOO=0

SFPOO. K=SFPOQ, J+DT* ( (SFPOR. JK/DT)-(DCR. JK/DT))
SFPO0O=0

DCR. KL=DET AY3(SFPOR. JK, PLT*DAY ) *DSHOCK. K

DSHOCK. K~1+STEP (-1, TSHOCK )+STEP(1, TSHOCK+LSHOCX )
TSHOCK=400

LSHOCK=21

PLT=2.6

SHELLS PLATED INVENTORY

TSP. K=TSP. J+DT* (DCR. JK/DT)

TSP=0

SP. K=5P. J+DT* ((DCR. JK/DT)-PR2, JK)
SP=SPSTK

LEAD TIME FOR ORDERING SHELLS TO BE MANUFACTURED (APPROX. ONE WEEK)
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5 WORKING DAYS 5*21

LT=105

WORKSTATION 1 - COMBINATION MACHINES

L RCUSE.K=RCUSE. J+DT*(PR1. JK}

RCUSE=0
PR1.KL=MAX(0,ZLIP(0, CLIP(CLIP(CLIP(MAX (0, PULSE (NORMRN (MEAN1,SD1}, *
SHIFT, SHIFT,DAY)), 0, TIME.K, START1.K+LT),0, TIME.K,LT), "

0,SP.K,0)*(1+STOP.K),RCUSE. K, PRCORR.K) )

START1.K=SHIFT*(3*DAY1-2)

L KL1.K=KL1.J+DT*(PR1. JK~-TPF1. JK~-REJECT1. JK)
N KL1=0

REJECT1.KL=REJAMT1*PR1.KL
REJAMT1=0, 04

REJLEV1. K=REJLEV1. J+DT* (REJECTI1. JX)
AEJLEV1=0

TPR1. KL=CLIP(KSIZE/DT, 0,KL1.X,KSIZE)

PSL1.K=PSL1. J+DT* (TPR1. JK-PR2. JK)
PSL1=0

WORKSTATION 2 - PLUG TAMPERS

PR2. KL=MAX(0, CLIP(0, CLIP(0, CLIP{MAX (0, PULSE (NORMRN(MEAN2, SD2), *
SHIFT*2,SHIFT, DAY)), 0, TIME. K, START2.K+LT), 0, SP.K), 0, PSL1.K)**
(1+STOP.K))

START2. K=SHIFT* (3*DAY2-2)

KL2.K=KL2, J+DT*(PR2. JK-TPR2. JK-REJECT2. JK)
KL2=0
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R REJECTZ2.XL=REJAMT2*PR2.KL

REJAMT2=0. 00337

L REJLEV2.X=REJLEV2, J+DT* (REJECT2. JK)

REJLEV2=0

TPR2.KL=CLIP(KSIZE/DT, 0,KL2.K,KSIZE)

L PSL2.K=PSL2. J+DT*(TPR2. JK-PR3. JK)

PSL2=0
WORRSTATION 3 - GTG MACHINES

PR3.KL=MAX(0.CLIP(0,CLIP(MAX(O.PULSE(NORMRN(MEANS.SDB],SHIFT‘Z.SHIFT.DAY)).
0, TIME. K, START3.K+LT), 0,PSL2.K))
START3.K=SHIFT*3* (DAY3-1)

KL3.K=KL3. J+DT* (PR3. JK~TPR3. JK-REJECT3. JK)
KL3=0

REJECT3. KL=REJAMT3*PR3.KL
REJAMT3=0. 018

REJLEV3. K=REJI EV3. J+DT* (REJECT3. JK)
REJLEV3=0

TPR3. KL=CLIP(KSIZE/DT, 0,KL3.X, KSIZE)

L »’SL3.K=PSL3. J+DT*(TPR3. JK-PR4. JK)

PEL3=0
WORKSTATION 4 - PACKAGING

PP.Q.KL=MAX(0,CLIP(O,CLIP(MAX(O.PULSE[NOMN(HEANQ,SDM.SHIFT.SHIFT,DAY)). -
0, TIME.K, START4.K+LT), 0, PSL3.K))
START4. K=SHIFT*3* (DAY4-1)
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L KLA4.K=KL4.J+DT* (PR4. JK-TPR4. JK)

]

0o oo o000 anaon G

KL4=0

TPR4.KL=CLIP(KSIZE/DT,0,KL4.K,KSIZE)

FPS.K=FPS. J+DT* (TPR4. JK)
FPS=0

WIP.K=SFP.K+SFP0O. K+SP. K+KL1.K+PSL1. K+KL2. K+PSL2. K+KL3. K+PSL3. K+KL4. K

CONSTANTS - NOTE PRODUCTION RATES ARE IN PARTS/HOUR

KSIZE=500
MEAN1=3403
SD1=1070
MEANZ2=2141
5D2=275
MEAN3=1671
SD2=276
MEAN4=3827
5D4=1713
SPSTK=0

PRODUCTION SHIFT SCHEDULE

C SHIFT=7

O 0O 0 0

DAY=21
PRODUCTION STARTUP SCHEDULE
JAY1=0
DAY2=2
DAY3=3

DAY4=5

ewsee PROGE’'] TEST BY CHECKING INDIVIDUAL LEVELS **%s
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L LEVEL1.X=LEVEL1. J+DT*(PR1. JK)
. LEVEL1=0
LEVELZ.K=LEVEL2. J+DT* (PR2. JK)
LEVEL2=0
LEVEL3. K=LEVEL3. J+DT* (PR3. JX)
LEVEL3=0
LEVEL4. K=LEVE._4. J+DT* (PR4. JK)
LEVEL4=0

—

Z - =2 - =2 r°

* SYSTEM PARAMETERS

SAVE PR1,KL1, TPR1, PSL1, PR2,KL2, TPR2, PSL2, PR3, KL3, TPR3,

SAVE PSL3, PR4,KL4, TPR4, FPS, WIP

SAVE REJECT1,REJLEV1,REJECT2, REJLEVZ, REJECT3, REJLEV3

SAVE RSPR, SFP, SFPOR, SFPOQ, DCR, SP, DSPR, PLT

SAVE LEVEL1, LEVEL2, LEVEL3, LEVEL4

SAVE SPNIL, AMT1, AMT2, H1, H2, NOSP, STOP, DSHOCK, PRCORR, RCUSE., SFPUSE, TSP, TSFPOO
SPEC DT=. 125/LENGTH=300/SAVPER=1/PRTPER=1/PLTPER=1

i

-2.6 Spark plug assembly plant - Pull system approach
MODEL CASEPULL.DYN -- using four workstations to illustrate the case
study cf local spark plug assembly plant

N TIME=0
* RAW SHELL PRODUCTION RATE

R RSPR. KL=MAX(0, CLIP(0, CLIP(PULSE(DSPR. K/SHIFT, SHIFT*3, 0, DAY), 0, -
KNUMSFP*KSIZE-SFP. K, KSIZE/500)® (1+STOP.K), SFPUSE. X, PRCORR. K} )

SFPUSE. K=SFPUSE. S +DT* (RSPR. JK)

SFPUSE=0

DEMAND=100000

PRCORR. K=(1+REJAMT3)* (1+REJAMT2 ) * (DEMAND)

> 0O = -

o

DEPR. K=NORMRN (SMEAN, SSD)
C SMEAN=25000
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Z 0O >

> Z o> >

SSD=1667

This baslcally stops productlion if shells have run out
STOP.K=CLIP(0, -1, H1.K, 0)+CLIP(0, -1, 0, AMT2.K)

A SPNIL.K=CLIP(O,1,SP.K,0)

SPNIL.K=CLIP(CLIP(O, 1,SP.K,DT*DPR2.KX), 0, TIME.K, STARTLT)
STARTLT=21

AMT1.K=AMT1. J+DT*(SPNIL. J/DT)

AMT1=0

H1.K=CLIP(O,CLIP(-1,0, AMT1.X, 1), AMT1.K,2)
NOSP.K=CLIP(0,1,H1.K,0)

AMT2. K=AMTZ2, K+DT* (NOSP. J/DT)

AMT2=0

H2.K=CLIP(-1, 0, AMT2.K, 0)

SHELLS FOR PLATING INVENTORY

L SFP.K=SFP. J+DT*®(RSPR. JK-SFPOR. JK/DT)

a o » v =2 - =2 r

SFP=0

SHELLS FOR PLATING ORDER RATE

SFPCR. KL=CLIP (PULSE(SFP.K, DT, ORTIME, OINTERVAL), O, KNUMSP*KSIZE-SP.K,KSIZE)
ORTIME=7
OINTERVAL=21

SHELLS FOR PLATING ON ORDER AND DELIVERY COMPLETION RATE
WITH LEAD TIME OF 2.6 DAYS SD.1.2

TSFPOO. K=TSFPOO. J+DT*® (SFPOR. JK/DT)

TSFPOO=0

SFPOO. K=SFP0O. J+DT* ( {SFPOR. JK/DT)~(DCR. JK/DT))
SFPOO=0

DCR. KL=DELAY3 (SFPOR. JK, PLT*DAY)*DSHOCK.K

DSHOCK. K=1+STEP(~1, TSHOCK) +STEP (1, TSHOCK+LSHOCK )
TSHOCK=400

L SHOCK=400
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C PLT=2.6

* SHELLS PLATED INVENTORY

TSP.K=TSP. J+DT* (DCR. JK/DT)

TSP=0

SP. K=SP. J+DT* ((DCR. JK/DT)-PR2. JK)
SP=SPSTK

Z =2

* LEAD TIME FOR ORDERING SHELLS TO BE MANUFACTURED
* 2 WORKING DAYS 2*21 --- NOT APPLICABLE HERE

C LT=49

* WORKSTATION 1 - COMBINATION MACHINES

L PR1USE. K=PR1USE. J+DT*{PR1. JK)
N PR1USE=0

R PRl.KL=HAX(D,CLIP(O,CLIP(O,CLIP(DPRl.K,O,KNUMI'KSIZE-PSLI.K.KSIZE], -
PRIUSE. K, PR1CORR. K), MINSP, TSP.K)* (1+STOP.K))

*R PR1.KL=MAX(0,CLIP(D.CLIP(DPRi.K.O.KNUMI'KSIZE—PSLI.K,KSIZE). ”

. PR1USE. K, PR1CORR. K)* (1+STOP.K))

PR1CORR.K=(1+REJAMT3)* (1+REJAMT2)* (1+REJAMT1)* (DEMAND)

DPRI.K=CLIP(PULSE(NORHRN(HEANI,SDI).SHIFT.SHIFT,DAY).O,TIHE.K.LT)

MINSP=0

PR1START.K=CLIP(0O, TIME.K, 0, PR1.KL)

- O > >

=

KL1.K=KL1. J+DT*(PR1. JK-TPR1. JK~REJECT1. JK)
N KL1=0

R REJECT1.KL=REJAMT1*PR1.KL
C REJAMT1=0.04

L REJLEV1.K=REJLEV1. J+DT* (REJECT1. JK)
N REJLEV1=0

R TPR1.KL=CLIP(KSIZE/DT, 0,KL1.K,KSIZE)
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PSL1.K=PSL1. J+DT*(TPR1. JK-PR2. JK)

N PSL1=0

WORKSTATION 2 - PLUG TAMPERS

L PR2USE. K=PR2USE. J+DT* (PR2. JX)

PR2USE=0

PR2. KL=MAX (0, CLIP(0, CLIP(0,CLIP(CLIP(CLIP(DPR2.K, 0,SP.K, DT*DPR2.K),
0,PSL1.K,DT*DPR2.K), O, KNUM2*KSIZE-PSL2.K,KSIZE), ~
PR2USE. K, PR2CORR.K), 0,SP.K)}*(1+STOP.K})

A PR2CORR.K=(1+REJAMT3)*(1+REJAMT2)* (DEMAND)

DPR2. K=PULSE (NORMRN (MEAN2, SD2 }, SHIFT*2, SHIFT, DAY)

L KL2.K=KL2.J+DT*(PR2. JK-TPR2. JK-REJECT2. JK)

KL2=0

R REJECTZ2.KL=REJAMT2*PR2.KL

REJAMT2=0. 00337

REJLEVZ.K=REJLEVZ, J+DT*{REJECTZ2. JK)
REJLEV2=0

TPR2. KL=CLIP(XSIZE/DT, 0,KL2.K,KSIZE)

L PSL2.K=PSLZ2. J+DT* (TPR2. JKX-PR3. JK)

PSL2=0

WORKSTATION 3 - GTG MACHINES

PR3USE. K=PR3USE. J+DT* (PR3. JK)
PR3USE=0

PR3. KL=MAX (0, CLIP(0, CLIP(CLIP(DPR3.K, 0, PSL2.K, DT*DPR3.K), *
0, KNUM3*KSIZE-PSL3. K, KSIZE), PR3USE. K, PR3CORR.K))

PR3CORR. K=(1+REJAMT3) * (DEMAND)

DPR3. K=PULSE (NORMRN (MEAN3, SD3), SHIFT*2, SRIFT, DAY)
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L KL3.K=KL3. J+DT* (PR3. JK-TPR3. JKX-REJECT3. JK)

KL3=0

REJECT3, KL=REJAMT3*PR3.KL
REJAMT3=0. 018

L REJLEV3.K=REJLEV3. J+DT*(REJECT3. JK)
N Rz . EV3=0

TPR3. KL=CLIP(KSI7I/DT, 0,KL3.K,KSIZE)

PSL3. ¥=P5L3. J+DT* (TPR3. JK-PR4. JK)

1.3=0

WORKSTATION 4 - PACKAGING

PR4.KL=-MAX(0, CLIP(O, CLIP(DPR4.K, 0, PSL3.K, DT*DPR4.K), FPS. K, DEMAND} )
DPR4. K=PULSE (NORMRN (MEAN4, SD4), SHIFT, SHIFT, DAY)

KL4.K=KL4. J+DT* (PR4. JKX-TPR4. JK)
KL4=0

TPR4. KL=CLIP(KSIZE/DT, 0,KL4.K,KSIZE)

L FPS.K=FPS. J+DT* (TPR4. JX)

O 0O 0 G O

FPS=0

WIP. K=SFP.K+SFP0O. K+SP. K+KL1. K+PSL1. K+KL2. K+PSL2. K+KL3. K+PSL3. K+KL4. K

CONSTANTS - NOTE PRODUCTION RATES ARE IN PARTS/HOUR

KSIZE=500
MEAN1=3403
SD1=1070
MEAN2=2141
SD2=275
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MEAN3=1671
SD3=276
MEAN4=3827
SD4=1713
SPSTK=0
KNUM1=:12
KNUM2-1 ]
KNUM3=25
KNUMSP=58
KNUMSFP=150

O o 0 o0 o o o 606G

* PRODUCTION SHIFT SCHEDULE

C SHIFT=7
C DAY=21

® esme® PROGRAM TEST BY CHECKING INDIVIDUAL LEVELS *®#*=*

LEVEL1.K=LEVEL1. J+DT"* (TPR1. JK)
LEVEL1=0
LEVELZ. K=LEVEL 2., J+DT* (TPR2. JK)
LEVEL2=0
LEVEL3. K=LEVEL3. J+DT* (TPR3. JK)
LEVEL3=0
LEVEL4. K=LEVEL4. J+DT*® (TPR4. JK)
LEVEL4=0

Z rZ2r=2r" -

* SYSTEM PARAMETERS

SAVE FR1,KL1, TPR1,PSL1,PR2,KL2, TPR2, PSL2, PR3,KL3, TPR3,
SAVE PSL3, PR4,KL4, TPR4, FPS,WIP

SAVE REJECT1,REJLEV1,REJECT2, REJLEVZ2, REJECT3, REJLEV3
SAVE RSFR, SFP, SFPOR, SFP0O, DCR, SP, DSFR, PLT

SAVE LEVEL1,LEVEL. ,LEVEL3, LEVEL4

SAVE DSHOCK, PR1USE, PR2USE, PR3USE, SFPUSE, TSP, TSFPOO
SAVE NOSP, STOP, PRISTART

SPEC DT=. 125/LENGTH=300/SAVPER=1/PRTPER=1/PLTPER=1
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