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Abstract

Continued technology scaling together with the integration of disparate tech-
nologies in a single chip means that device performance continues to outstrip inter-
connect and packaging capabilities, and hence there exist many difficult engineer-
ing challenges, most notably in power management, noise isolation, and intra and
inter-chip communication. Significant research effort spanning many decades has
been expended on traditional VLSI integration technologies, encompassing process,
circuit and architectural issues to tackle these problems. Recently however, three-
dimensional (3-D) integration has emerged as a leading contender in the challenge
to meet performance, heterogeneous integration, cost, and size demands through
this decade and beyond.

Through silicon via (TSV) based 3-D wafer-level integration is an emerging
vertical interconnect methodology that is used to route the signal and power sup-
ply links through all chips in the stack vertically. Delay and signal integrity (SI)
calculation for signal propagation through TSVs is a critical analysis step in the
physical design of such systems. In order to reduce design time and mirror well
established practices, it is desirable to carry this out in two stages, with the phys-
ical structures being modelled by parasitic parameters in equivalent circuits, and
subsequent analysis of the equivalent circuits for the desired metric. This thesis
addresses both these issues. Parasitic parameter extraction is carried out using
a field solver to explore trends in typical technologies to gain an insight into the
variation of resistive, capacitive and inductive parasitics including coupling effects.

A set of novel closed-form equations are proposed for TSV parasitics in terms
of physical dimensions and material properties, allowing the electrical modelling of
TSV bundles without the need for computationally expensive field-solvers. Suitable
equivalent circuits including capacitive and inductive coupling are derived, and
comparisons with field solver provided values are used to show the accuracy of
the proposed parasitic parameter models for the purpose of performance and SI
analysis.

The deep submicron era saw the interconnection delay rather than the gate
delay become the major bottleneck in modern digital design. The nature of this
problem in 3-D circuits is studied in detail in this thesis. The ubiquitous tech-
nique of repeater insertion for reducing propagation delay and signal degradation is
examined for TSVs, and suitable strategies and analysis techniques are proposed.
Further, a minimal power smart repeater suitable for global on-chip interconnects,
which has the potential to reduce power consumption by as much as 20% with
respect to a traditional inverter is proposed. A modeling and analysis methodology
is also proposed, that makes the smart repeater easier to amalgamate in CAD flows
at different levels of hierarchy from initial signal planning to detailed place and
route when compared to alternatives proposed in the literature.

Finally, the topic of system-level performance estimation for massively inte-
grated systems is discussed. As designers are presented with an extra spatial di-
mension in 3-D integration, the complexity of the layout and the architectural
trade-offs also increase. Therefore, to obtain a true improvement in performance, a
very careful analysis using detailed models at different hierarchical levels is crucial.
This thesis presents a cohesive analysis of the technological, cost, and performance
trade-offs for digital and mixed-mode systems, outlining the choices available at
different points in the design and their ramifications.
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1

Introduction

‘I believe the best is yet to come’

Jack S. Kilby [1 ]

1.1 Evolution of Microelectronic Systems

O
ver the last fifty years, the synergistic interaction between solid-state physics,
electrical engineering, and materials science has fueled the growth of the solid-

state circuits industry from infancy to become one of the largest industries in the
world. The technologies behind almost all modern electronic products, which touch
every aspect of human life, from computers to communication equipments, toys,
food, medical technology and the automobile industry are all based on microelec-
tronic devices and packaging technologies.

The miniaturization of electronic systems goes back to the days of World War
II. During this time, there was a increased demand for small size, light weight,
low power, and reliable military electronic systems because of the increased use
of these systems and ease in carrying them especially in aircrafts or for infantry
personnel who carried equipment in combat. Due to this demand, electronic systems
has moved from room-sized products toward hand-held devices with considerably
greater computational horsepower; the functions that a today’s chip performs are
essentially no different from those earlier products. Even for today’s applications
the performance metrics remain the same, but cost the constraint has come into
picture as a major design requirement especially in consumer electronic systems.

Consequently the process of device miniaturization evolved from few microm-
eters to nanometers today, and circuit complexity has advanced from Small-Scale
Integration (SSI) in 1960s, to Medium/Large Scale Integration (MSI/LSI) in 1970s,
to Very Large Scale Integration (VLSI) 1990s, and to Giga-Scale Integration (GSI)
in 2000s. This tighter integration continues at a break-neck speed toward a trillion
transistors per chip, Tera-Scale Integration (TSI) era, in 2020s. With the passage
of time, not only digital devices and memory, but also analog/mixed-signal blocks,

1



CHAPTER 1. INTRODUCTION

MEMS based sensors, biological functions are also being integrated on the same
die or package to build a complete system. In reconciling with feature size minia-
turization and technology divergence, and achieving smaller, faster, and cheaper
products, there exists many unprecedented difficult technological challenges at dif-
ferent hierarchy levels in electronic system design process [2 , 3 ].

1.1.1 Microelectronic

The electronics industry was launched by the invention of the Vacuum Tube, and
its basic usage was to amplify signals for radio and other audio devices. But,
Vacuum Tubes steadily spread into other devices, and the first tube was used
as a switch in calculating machines in 1939. The ENIAC of 1947, intended for
computing artillery firing tables, was the first electronic computer developed by
John W. Mauchly and J. Presper Eckert, Jr. During that time ENIAC was the
fastest computer, but it contained around 18,000 vacuum tubes which failed at
the rate of one in every 7 minutes, occupied 16,200 cubic-feet, weighted 60,000
pounds, and consumed 174 kW (= 233 horsepower) of electricity. The reliability
problems with the vacuum tubes and the excessive power consumption made the
implementation of larger engines economically and practically infeasible. These
problems were visible to many in the industry and hence momentum on research
into miniaturization of electronic systems grew. One can clearly see that there are
three inventions in the 20th century which has been greatly instrumental in the
evolution of the Integrated Circuit (IC) and thus in Information Technology (IT):
the invention of the transistor, monolithic concept and the planar process.

While searching for switches and amplifiers to replace mechanical relays and
the valves that so troubled ENIAC, J. Bardeen, W.H. Brattain and W. Shockley
of Bell labs, USA, invented the first point contact transistor. Thereafter, in 1950,
Shockley invented a new device called a bipolar junction transistor (BJT), which
was more reliable, easier and cheaper to build than the point contact devices.

On July 24, 1958, Jack Kilby of Texas Instruments scribed in his note book
what has come to be known as the idea of monolithic circuits, that circuit elements
such as resistors, capacitors, distributed capacitors and transistors - if all made of

Figure 1.1: First Point Contact Transistor and it’s co-inventors.

2



1.1. EVOLUTION OF MICROELECTRONIC SYSTEMS

Figure 1.2: Jack Kilby and the first IC (source: Texas instruments).

the same material - could be included in a single chip. On September 12, 1958, he
succeeded in fabricating a phase shift oscillator on a single piece of semiconductor,
which earned him the Nobel Price for Physics in 2000, for the invention which
revolutionized the modern electronic industry [1 ].

In 1959, the swiss physicist Jean Hoerni at Fairchild Semiconductor invented
the planar process, in which optical lithographic techniques were used to diffuse
the base into the collector and then diffuse the emitter into the base to produced a
transistor. This process consists of three basic steps: Oxidization, Photolithogra-
phy, and Etching. One of Hoerni’s colleagues, Robert Noyce, invented a technique
for growing an insulating layer of silicon dioxide over the transistor, leaving small
areas over the base and emitter exposed and diffusing thin layers of aluminium into
these areas to create wires, which led directly to modern ICs.

Gordon E. Moore, a co-founder of Intel, while working at Fairchild Semicon-
ductor in 1964, foresaw that the number of components, as well as the functionality,
that could be integrated on a single die would grow exponentially with time [4 ]. He
also observed that the microprocessor performance (clock frequency × instructions
per clock) also doubles every 1.5 to 2 years. As years went by, it turned out that
Moore was right, and it became less of a prediction and more of a self-fulfilling
prophecy known as Moore’s Law. It has been a goal and key performance indicator
of successful leading-edge semiconductor products and companies for the past four
decades.

1.1.2 Packaging

Packaging is an essential and integral part of semiconductor products. According to
[5 ], packaging serves major functions at the IC or device level, and at the system-
level. At the IC or device level, it serves four purposes: interconnection of electrical
signals, mechanical and environmental protection of circuits, distribution of power
(i.e., electrical energy), and dissipation of heat generated by the semiconductor
devices [5 , 6 , 7 ]. The approach for packaging must be selected based on the appli-
cation, because system requirements for computer, handheld, automotive, medical,
and bioapplications are all different. For example, miniaturization is more impor-
tant for handheld devices than automotive applications. However, regardless of the
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application, the functionality and complexity of the IC have been increasing and
driving the development of microelectronic packaging over the decades [5 , 6 , 7 ].

The microelectronics packaging technology started with the discovery of the
transistor in the late 1940s, and has evolved to serve the increasing complexity and
performance of the IC with the passage of time. Early transistors were housed in
plastic packages providing just the protection for the device. Once the military
became interested in highly reliable applications, the need for hermetic packages
were incorporated to prevent transistor gain degradation and junction leakage cur-
rent due to contamination and moisture. This led to the development of the metal
Transistor Outline (TO) packages [7 ]. With the development of silicon planar
technology, electronic packages were developed to fulfill the requirements of high
performance ICs containing large numbers of devices as it affects the operating
frequency, power, complexity, reliability, and cost of semiconductor products.

In much of the literature [5 , 7 ] the evolution of microelectronic packaging is
described starting with the Dual-In-line Package (DIP) of the 1970s. The DIP con-
tained a single chip connected with wire-bonds to interconnections on the package,
and the connections from package to system board were made with pins located
on both sides of the package. As the Input/Output (I/O) count in chips increased
with the passage of time, more connections were needed. Then, in the 1980s, the
whole package area was filled with pins forming a Pin-Grid Array (PGA) pack-
age. Also at the same time, a Surface Mount Technology (SMT) was adopted for
electronic production. SMT facilitated the assembly process, and the Quad-Flat
Package (QFP) was introduced. Later, in the 1990s, area array SMT contacts
provided by the Ball Grid Array (BGA) package started a new era in microelec-
tronic packaging enabling much smaller package size. The evolution of packaging
technology has increased the chip area to package area ratio, resulting in a much
smaller, thinner, and lighter package with an increased number of I/O pins. This
again has led to the Chip-Scale Package (CSP), which, by definition, is a package
with an area of less than 1.2 times the area of the chip [8 ] and a pitch of a few
hundred micrometers for the package I/O pads. At the beginning of the millen-
nium, Wafer-Level Packages (WLP), Three-Dimensional (3-D) integration, stacked
packages, and System-in-Packages (SiP) were adopted in the packaging industry to
allow even higher packaging density. The latest packaging concept is the System-on-
Package (SoP), which involves the integration of a whole system including passive
components into a single package, leading to miniaturized systems [9 ].

1.2 Trends in Further Miniaturization

1.2.1 Device and Interconnect Scaling

Historical facts reveal that the reduction of feature size used to fabricate ICs con-
tinues at a rate of 0.7 per year [2 ] in compliance with Moore’s Law [4 ]. It is quite
interesting to note that the smallest dimension on a wafer has been reduced from
several times the size of a red blood cell (6-8 µm) to that of the common cold virus
(20 nm). Table 1.1 summarizes the effects of technology scaling to the transistor
and interconnect performance metrics. As can be seen from the table, technology
scaling basically achieves three goals [10 ]: doubles the gate density, reduces the
energy per switching by 65%, and decreases the gate delay by 30%.
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To meet the technology goals, according to the simple interconnect scaling
theory, interconnect cross-sectional dimensions are scaled at the same rate as gates’
dimensions. As a result, the resistance of a unit length wire increases at the rate of
104% per year. In general, die area should decrease by 50% per year in successive
technologies, but new designs integrate more transistors and functionality per chip,
resulting in die area increment instead, and die size has been increasing at 13% per
year. Consequently global interconnect length increases at a rate of 6% per year,
and it’s RC time constant increases by approximately 130% per year! Delay of wires
has dominated that of gates, and the ratio of wire delay to gate delay increases at
a rate of 300% annually. Therefore, designers have had to pay attention to the
interconnect delay bottleneck.

As transistor count per unit area increases, the current required per unit area
increases by 43%. At the same time, the wire resistance rises rapidly, increasing IR
drop over wires. The worst effect of this is, with decreasing voltage, the tolerable IR
decreases proportionally. To account for total interconnect length, and to optimize
signal and power distribution networks effectively across the chip, manufacturers
have added more interconnection layers, which adds to the design complexity.

When the linear dimensions scale by a factor, the voltage must also be scaled by
the same factor to keep the electric field within a certain limit. However, a higher
supply voltage is necessary to provide a performance boost, because transistor
drive current is proportional to gate over drive (Vdd −Vt)

n, where n is in the range
of 1 − 2. Recently, the International Technology Roadmap for Semiconductors

Parameter Symbol Scaling/year

D
e
v
ic

e

Dimensions W, L, tox 0.7
Supply Voltage V 0.7
Drain Current IDS ⇒ W

L
1

tox
V 2 0.7

Gate Capacitance cg ⇒ WL
tox

0.7

On Resistance Rtr ⇒ V
IDS

1

Intrinsic Delay τ ⇒ Rtrcg 0.7
Power Dissipation P ⇒ V IDS 0.49
Switching Energy E ⇒ Pτ 0.34
Gate Density n ⇒ 1

WL
2.04

C
h
ip

Chip Area A 1.13

Chip Edge y ⇒
√

A 1.06

Current per unit area Ia ⇒ IDS
WL

1.43
Total Chip Current Iay2 1.61

W
ir

e

Cross-sectional Dimensions w, h, s, t 0.7
Resistance per unit length r ⇒ 1/wt 2.04
Capacitance per unit length c ⇒ w/h 1
RC Constant rc 2.04
RC delay/Gate Delay rc/τ 2.9
Local Interconnection Length Ll 0.7
Local Interconnection RC delay rcL2

l 1
Global Interconnection Length Lg ⇒ y 1.06
Global Interconnection RC delay rcL2

g 2.29

Table 1.1: Constant Field Scaling of Device and Wire Properties [2, 6, 11].
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(ITRS) predicts a slow down for scaling maximum supply voltage in the nanometer
regime due to the inability to further reduce threshold voltage due to leakage power
consumption and process variations. Moreover, lowering supply voltage on one hand
reduces the dynamic power consumption, and on the other hand naturally increases
operation current, which in turn requires thicker metal layers in order to reduce IR
drop. Total chip current increases at an annual rate of 61%, thus creating challenges
in power distribution system design and in package level thermal management [2 ].

Transistor switching energy is reducing at an annual rate of 66%, and it is
reaching the minimum energy that must be transfered in a single interconnect’s
binary transition, which is Es = kT ln(2), where k is Boltsmann’s constant and
T is absolute temperature [3 , 12 ]. In essence, in the regime of tera-scale integra-
tion innovative and radical changes in logic devices are essential to overcome the
challenges that hinder the performance and reliability of electronic systems.

1.2.2 Integrated Circuit Packaging

As narrated, the continuous reduction of cost per function has been the key to expo-
nential growth of electronic industry. But, the cost of assembling and packaging ICs
has not kept pace with the cost reduction in wafer fabrication; packaging cost ex-
ceeds the wafer production cost. Other driving forces for the evolution of electronic
packaging are performance, size and volume, time-to-market and reliability.

As the technology advances towards nanometer generations, density and per-
formance of individual chips are continually enhanced. Unfortunately, today, not
all of these merits can be translated to the system level due to the problem of
electronic packaging, which has presented a bottleneck for increasing system speed,
reducing power, and shrinking system size [5 , 7 ].

When the complexity of chips expand, the number of I/O pins rises exponen-
tially according to Rents rule [13 ], which consequently increases wiring demands
for system level interconnections. Thus, in order to provide enough wires for system
interconnections at a reduced substrate size, interconnect pitch has to be reduced
providing stringent limits on signal integrity at the package-level.

Technology Wire-bond Solder bump Adhesive bumps Micro-via

Resistance (mΩ) 30 − 100 1.0-3.0 15-30 0.2-1.0

Inductance (nH) 1.0-3.0 0.05-0.1 0.05-0.1 0.01-0.3

Capacitance (pF ) 0.01-0.05 0.002-0.01 0.002-0.01 0.0002-0.001

Discontinuities Severe Moderate Moderate None

Table 1.2: Typical values of parasitic components in different chip intercon-
nection technologies[8].

When chip speed is higher than several hundred MHz, the package exhibits very
large parasitic effects. For example, in today’s VLSI chips, the chip I/O pads are
still quite large, which requires very large buffers and off-chip drivers for off-chip
communications. In addition, the package itself and on-board interconnects have
much larger dimensions than that of the on-chip’s. They are hence large loads for
the off-chip drivers. Besides the higher power consumption and larger chip size
for these off-chip drivers, system performance is severely degraded. With higher
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operating frequencies and signal rise time shorter than two and a half times the time-
of-flight, transmission line effects become significant. Consequently, preservation of
signal integrity and timing becomes a difficult challenge as signals move from chip
to chip within the system. Table 1.2 summarizes typical values of chip to package
interconnection parasitic parameters. Also, it is essential to minimize impedance
discontinuities at chip-to-package and package-to-board interconnection junctions
and reduce cross-talk noise between adjacent lines.

The dearth of I/O pins also places more restrictions on the power supply net-
work design, as more gates per pin means longer current paths and increased current
in each path, requiring more on-chip bypass capacitance [5 , 11 ]. With the area ar-
ray bonding techniques where the pins are placed over the entire surface of the
package, the number of pins grow with the square of the chip dimension. Also with
the elimination of bond wire inductance, and the resistive drop over the on-chip
power supply grid is much less, as the current paths are shorter. This eases the
requirements on on-chip bypass capacitance, but there still exists a need for inno-
vative off-chip signalling schemes. Multi-chip packaging techniques, where several
chips exist in one package in a vertical stack (SiP), and the inter-chip links are
implemented locally, are another option to System-on-Chip (SoC).

As per most of the predictions if the current technology scaling continues with-
out particular low power design techniques, the power density of future micro-
processors will be a main limiting factor. With the dimension of chip and package
scaling down and clock frequency scaling up, electronic products have experienced
a dramatic increase in power density. The task of dissipating heat from ICs while
maintaining acceptable junction temperature has been a significant challenge for
semiconductor and system manufactures. With low power circuit and system ar-
chitectures, it is projected that in 2013, power dissipation of a high-performance
CMOS chip will be around 0.64 W/mm2 while its area is around 750 mm2, and the
maximum allowable junction temperature is about 90 oC [2 ]. This will result in a
thermal resistance budget at 0.19 oC/W for the whole module, indicating a great
challenge for heat removal in high performance products even with power efficiency
circuit and system architectures.

1.2.3 Dealing with Complexity: System-Level Integration

As the functionality and the number of gates in a chip has increased, the chip com-
plexity has also increased. Hence, a modular based approach is used. Today, for
example, an IC performs very different functionalities and uses diverse implementa-
tion styles such as processor cores, DSP blocks, FPGA blocks, analog/RF circuits
and memory, and it is designed from blocks of such interconnected resources - the
overall system is designed at a higher abstraction level. Usually such building blocks
can be shared and also re-uses as Intellectual Property (IP) blocks, which further
improves the productivity and reduces the time-to-market. This methodology has
been termed as System-on-a-Chip.

Many of today’s systems consists of complex SoCs with embedded processors,
significant amounts of memory and FPGAs, but they do not provide the total sys-
tem solution for real world systems. Such electronic systems digital and storage
blocks coexists with many other functional devices such as analog/RF, passive com-
ponents, sensors, and biological functions. These sensors and biological functions
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can be non-CMOS and non-silicon technologies, with different design and imple-
mentation styles. In integrating such disparate technologies in to a single chip, de-
signers are confronted with many technical and economic barriers [2 , 14 ], namely
huge initial investment for masks and their development, process dependent mem-
ory blocks, high precision analog blocks and the management of substrate coupled
noise, and process incompatibility with non-Si materials and/or MEMS. The mask
count increases as much if different types of technologies merge together to form a
single die. For example, dozens of smaller chips with different functionalities are
interconnected on a substrate using chip-to-chip interconnections, and packaged as
a single module. System level integration methodologies are preferred to overcome
most of the above mentioned barriers, reduce time-to-market, and offers greater
flexibility than single chip solutions.

Multi-chip modules (MCMs) were introduced by IBM in 1970s to enable high-
performance systems and in such a system dozens of smaller chips have been inter-
connected. The MCM technology allows the chips to be spaced more tightly with
less volume and weight than individually packaged ICs. There are three major
variations of MCM implementations: MCM-D, a multilayer, thin-film structures
on semiconductor or ceramic base layers, with deposited metal conductors and di-
electrics; MCM-C, a thick-film or co-fired ceramic technology; and MCM-L, organic
laminated multilayer boards.

Figure 1.3: System-on-Package, latest packaging concept, is involved in inte-
grating a whole system into a single package [15].

Moreover, due to ever increasing demands for low cost, smaller chips with more
functionality, and smaller time-to-market for portable systems, vertical integration
found to be an attractive option. Interconnecting bare or packaged chips in the
vertical dimension, known as three-dimensional integration.

By contrast, stacking packaged dies sometimes known as Package-on-Package
(PoP) - has its own advantages, including the ability to integrate chips from multiple
suppliers and different IC technologies, such as analog, digital, mixed-signal, RF,
and optoelectronic. In addition, packaged dies can be tested and burned in before
being stacked. Stacked packaging and wafer-level packaging methods are both rising
in popularity. After 3-D designs, the next highest efficiency can be achieved by
wafer-level packaging, especially CSP designs. These provide a footprint that is
just barely larger than the size of the die.
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Multiple-die packages must address key logistics issues, such as being able to
accommodate incompatible die shrinks; simplify management of multiple IC ven-
dors; enable package-level test and burn-in; enable the combination of high- and
low-yield devices; contribute to product quality and reliability; maximize configu-
ration flexibility and minimize time to market; and risk, because time is our most
precious commodity.

Figure 1.4: Moore’s Law and More - all the functions in a Electronic System
does not scale with Moores Law [2].

1.3 Interconnect Challenges and Strategic Solutions

Continued transistor scaling will not be as straightforward in the future as it has
been in the past because fundamental material and process limits are rapidly be-
ing approached. Meindel et.al. in [3 ] derived five key fundamental limits for
Tera-scale integration from thermodynamics, quantum mechanics, and electromag-
netism. These limits are independent of material, device structure, circuit configu-
ration, or system architecture.

The problem of interconnect delay and the possible solution domain can be
explained simply by the RC time constant of a wire [16 , 17 ], which is:

τ = rcL2 =
ρ

wt

ǫw

t
= [ρǫ]

[
1

ht

]

[L2]. (1.1)

As (1.1) expresses, the growing interconnect delay issue can be addressed by
material processes, reverse scaling (reduce the width while maintaining the same
aspect ratio) and reducing interconnect length.

Copper (Cu) interconnects perform better than aluminium (Al) because resis-
tivity of Cu is approximately 40% lower than that of aluminium [18 ]. Also, Cu has
a higher resistance to electromigration effects. Electromigration lifetime of Cu is
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Figure 1.5: Cross-section of Hierarchical Wiring with steadily increasing pitch
and thickness at each conductor levels to alleviate the impact of interconnect
delay on performance [2].

about 100 times longer than Al at the same current density. However, a drawback
with Cu as interconnect material is that Cu readily diffuses in most dielectrics and
acts as a recombination center in Silicon. Hence, a metallic (such as Ta, TaN) or
dielectric (such as SiN, SiC) diffusion barrier is generally needed to encapsulate
a Cu line to prevent electrical leakage and degradation of transistor performance.
These barrier films have much higher resistivity than Cu and approximately 20%
of the wire width is consumed by the film. Also, the cross-sectional dimesion of the
wire is close to the electron mean free path hence the electron scattering effect at
the conductor surface as well as the grain boundaries result in increased resistance.

In order to reduce the rate of resistance increase, the thickness is increased to
achieve a larger cross-section, which leads to tall and thin wires. Contemporary
technologies use wires with an Aspect Ratio (AR) approximately equal to 2−2.5. By
doing so, the annual increment of RC constant can be maintained at a constant rate,
and the delay over a global wire increases at a rate of 13% per year. Nonetheless,
the continuous increment of aspect ratio will not bring similar benefits because the
reduction in resistance will be offset by the dominance of inter-wire capacitance to
the total wire capacitance. The impact of this effect is a rise in coupling noise,
which is in two forms: cross-talk and signal integrity, and dynamic delay. Since the
reduction in packing density is not an option, the only way of reducing capacitance
is to use low permitivity (low-κ) dielectrics instead of SiO2 whose dielectric constant
is about 3.9. The low-κ and porous SiO2 currently being proposed are not robust
enough to withstand assembly and packaging process such as wire bonding. IBM,
who introduced the Cu/low-κ interconnect technology has announced recently their
new strategy to use air gaps as dielectric for the power hungry advanced technology
nodes.

As is evident from (1.1), another key technique in reducing interconnect delay is
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Figure 1.6: Delay for Metal 1 and Global Wiring versus Feature Size. From
180nm down to 15 nm, the delay of scaled wires increases by approximately 10
ps while that of fixed length wires increases by about 2000 ps. If these wires
are modified with repeaters, these delays reduce to approximately 3 ps for scaled
wires and 40 ps for fixed length wires. [2].

to reduce its length. The most simple way to do is to insert repeaters by breaking the
wire into several sections [19 , 20 ]. Usually these wire sections are highly capacitive
and high strength repeaters are needed. The adverse effect of this is increased
power consumption; it has been estimated that over 50% of the power in a high
performance microprocessor is dissipated by repeaters charging and discharging
interconnects [21 , 22 , 23 ]. Further, over 90% of this power is concentrated in
only 10% of the interconnects; i.e. those which are classed as global and run
for a significant fraction of the die length. The length of global interconnects can
effectively be reduced by integrating blocks in a stack and hence power consumption
can be reduced significantly.

1.3.1 Emerging Solutions - Alternatives for Cu/Low-κ

For some of the manufacturing challenges and limitations in Cu/low-κ intercon-
nect systems, the strategic solutions for the technology node beyond 45 nm is not
shown. Alternative to that some predominant options for interconnect design are
of greater importance for further miniaturization because: there are no metals with
conductivity significantly higher than that of copper; Dielectric constants cannot
go below 1, and to achieve dielectric constants below 2.5 porosity needs to be in-
corporated into the material, which weakens it; and unlike transistors, scaling or
shrinking deteriorate the performance of interconnects, and that deterioration will
(already has) become a significant limiter in overall circuit performance.

The performance limitation of interconnects and packaging shows clearly the
inadequacy of conventional solutions to meet the overall performance requirements
in high performance electronic systems in the nanometer regime. Traditionally, the
interconnect requirements have been met through distinctly separate functions of

11



CHAPTER 1. INTRODUCTION

Figure 1.7: Next generation chip interconnect technologies, such as Si
through-hole vias. They boost chip-to-chip data transfer tares, contribute to
smaller and thinner chips with higher performance, and improve heat radia-
tion and yield [24].

on-chip interconnects, package, silicon chip, and board-level technologies, but inte-
grated system level solutions are required for growing interconnect and packaging
challenges.

ITRS [2 ] suggest some of the possible solutions which can and have already
been proven to be effective in alleviating tyranny of interconnects. They are:

• Use different signaling methods: Circuit techniques, signaling techniques
such as multi-level, near speed of light, signal coding techniques. (Uses the
available technology with innovative approaches to reduce delay, crosstalk
etc.)

• Innovative design and package options: interconnect-centric design,
Package intermediated interconnect, Chip-Package co-design

• Use geometry: Three-Dimensional integration (reduces the wire length)
• Use different physics: optics, RF microwaves, Tera-hertz photonics (in-

troduce different information carriers other than charge.)
• Radical Solutions: Nanowires/nanotubes, Molecules, Spin, Quantum wave

functions

1.4 Scope of Thesis and Author’s Contribution

During the last decade KTH has a track record of research in response to interconnect-
centric design [25 , 26 ], chip-package co-design [27 ], and different signaling and in-
terconnect optimization strategies [25 , 26 ]. The scope of this thesis is the design,
modelling and analysis of system interconnections and their effects in massively
integrated 3-D ICs under cost, performance, and other technological constraints.
The technical contributions of this thesis are three-fold: signalling techniques for
global on-chip interconnects; cost, performance and technological trade-offs for 2-D
and 3-D mixed-signal ICs; and electrical modelling of Through-Silicon Vias (TSV)
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in 3-D ICs. The author’s contributions are discussed in the next few sections, with
a brief summary and key publications.

1.4.1 Smart Repeaters for Interconnections in Nanometer Tech-
nologies

Summary: Smart repeaters exploit the fact that in a parallel wire structure, the
effective capacitance of a given wire is dynamic; i.e. it is a function of not only
the physical geometry, but also the relative switching pattern described by the bits
on the wire in question (the victim) and the adjacent wires (aggressors). With
a traditional repeater, since the drive strength is static, the result is a spread of
the propagation delay, with the repeater strength being essentially too much for
every bit pattern other than the worst-case pattern. In the proposed repeater,
the drive strength is dynamically altered depending on the relative bit pattern,
by partitioning it into a Main Driver and Assistant Driver. For a higher effective
load capacitance both drivers switch, while for a lower effective capacitance the
assistant driver is quiet. By disconnecting part of the repeater when it is not
needed, the total load capacitance to the previous stage is reduced, resulting in
reduced energy consumption for those instances. It is experimentally shown that
for a UMC 0.18 µm technology the potential energy saving is 10% over a traditional
repeater for typical global wire lengths. Also, with the technology scaling the
potential average saving in energy can be as much 20%-30% for typical global wire
lengths in nanometre technologies.

Author’s Contribution: The first author came up with the concept, carried out an-
alytical work on dynamic energy saving and the timing model, designed the circuit,
carried out the simulations, and wrote the manuscripts of all of the following pub-
lications.

Related Publications:

1. Roshan Weerasekera, Li-Rong Zheng, Dinesh Pamunuwa and Hannu Ten-
hunen, ”Switching sensitive interconnect Driver to Combat Dynamic Delay
in on-Chip Buses,” in Lecture Notes in Computer Science (Proceedings of
PATMOS), vol. 3728, pp. 277-285, 2005.

Technical Contribution in the paper: This paper proposes a switching pattern
dependent-driver and provides circuit-level proof of concept.

2. Roshan Weerasekera, Dinesh Pamunuwa, Li-Rong Zheng and Hannu Ten-
hunen, ”Minimum-Power, Delay-Balanced Drivers for interconnects in the
Nanometer Regime,” in Proceedings of the international workshop on System-
Level Interconnect Prediction, German, March, 2006, pp. 113-120.

Technical Contribution in the paper: A methodology for design of the SMART
repeater is proposed and a high-level analysis of the energy saving is presented.
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3. Roshan Weerasekera,Dinesh Pamunuwa, Li-Rong Zheng and Hannu Ten-
hunen, ”Delay-Balanced Smart-Repeaters for on-chip Global Signaling”, in
PProceedings of the 20th International Conference on VLSI Design held jointly
with 6th International Conference on Embedded Systems, 2007, pp. 308-313.

Technical Contribution in the paper: The circuit level implementation of the
smart repeater, a first order delay model, power and delay comparison, crosstalk,
and sizing of assistant and main driver for different coupling capacitances are
presented.

4. Roshan Weerasekera,Dinesh Pamunuwa, Li-Rong Zheng and Hannu Ten-
hunen, ”Minimal-Power, Delay-Balanced Smart Repeaters for Global Inter-
connects in the Nanometer Regime”, IEEE Transactions on Very Large Scale
Integration (VLSI) Systems, vol. 16, no. 5, pp. 589-593, May, 2008.

Technical Contribution in the paper: Energy and timing models, driver cir-
cuit design, and experimental verification of the models have been revisited.

1.4.2 Cost and Performance Trade-offs for 2-D and 3-D Mixed-
Signal ICs

Summary: Because of today’s market demand for high-performance, high-density
portable hand-held applications, electronic system design technology has shifted
the focus from 2-D planar single-chip solutions to alternative options such as tiled
silicon and single-level embedded modules as well as 3-D integration. Among the
various choices, finding an optimal solution for system implementation deals usually
with cost, performance and other technological trade-off analysis at the system
conceptual level. It has been identified that decisions made within the first 20%
of the total design cycle time will ultimately affect upto 80% of the final product
cost. In this work, we discuss appropriate and realistic metrics for performance
and cost trade-off analyses both at system conceptual level (up-front in the design
phase) and at the implementation phase for verification in the 3-D integration. In
order to validate the methodology, two ubiquitous electronic systems are analyzed
under various implementation schemes and the pros and cons of each of them are
discussed.

Author’s Contribution: The author came up with the idea, derived all the models,
carried out the analyses, and wrote the manuscripts of all the following publications.

1. Roshan Weerasekera, Li-Rong Zheng, Dinesh Pamunuwa and Hannu Ten-
hunen, Weerasekera, Roshan; Li-Rong Zheng,; Pamunuwa, Dinesh; Ten-
hunen, Hannu, ”Early selection of system implementation choice among SoC,
SoP and 3-D Integration,” in IEEE International System-on-Chip Confer-
ence, September, 2007, pp.187-190.

Technical Contribution in the paper: A preliminary description on yield, cost,
and performance models for SoC, SoP, and 3-D integration for trade-off
analyses are presented in this paper.
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2. Roshan Weerasekera, Li-Rong Zheng, Dinesh Pamunuwa and Hannu Ten-
hunen, ” Extending Systems-on-Chip to the Third Dimension: Performance,
Cost and Technological Tradeoffs,” in Proceedings of the IEEE/ACM inter-
national conference on Computer-aided design, IEEE Press, November, 2007,
pp. 212-219.

Technical Contribution in the paper: An extensive discussion on the yield,
cost, thermal issues and performance of 2-D and 3-D integration options are
carried out in this paper.

3. Roshan Weerasekera, Dinesh Pamunuwa, Li-Rong Zheng and Hannu Ten-
hunen, ”2-D and 3-D Integration of Heterogeneous Electronic Systems under
Cost, Performance and Technological Constraints,” in IEEE Transactions on
Computer Aided Design of Integrated Circuits and Systems, September, 2008,
Under Review.

Technical Contribution in the paper: Yield, cost and performance models pre-
sented in first and second papers have been refined introducing the effects of
thermal-via insertion to reduce excess heat generated in 3D-ICs and the test-
ing cost.

1.4.3 Electrical Modelling of Through-Silicon Vias in 3-D Inte-
grated Circuits

Summary: Parasitic parameter (resistance, capacitance, and inductance) extrac-
tion of TSV structures is a critical step towards a successful physical design of
three-dimensional integrated circuits. Various TSV structures starting from a lone
TSV and going up to a 3 × 3 bundle have been simulated in a field solver with
varying geometrical parameters, and its electrical parameters have been extracted.
Then, a set of novel closed-form equations are proposed for TSV parasitics in terms
of physical dimensions and material properties, allowing the electrical modelling of
TSV bundles without the need for computationally expensive field-solvers. Finally,
suitable equivalent circuits including capacitive and inductive coupling are derived,
and comparisons with field solver provided values are used to show the accuracy
of the proposed parasitic parameter models for the purpose of performance and SI
analysis.

Author’s Contribution: The author came up with the idea, built the test structures,
analysis methodology, derived the empirical formulae, and wrote the manuscripts of
the following publications.

1. Roshan Weerasekera, Dinesh Pamunuwa, Hannu Tenhunen, and Li-Rong
Zheng, ”Modelling Through-Silicon-Vias in 3D-ICs,” IET Electronic Letters,
September, 2008, Under Review.

Technical Contribution in the paper: This paper proposes novel compact closed-
form equations for TSV parasitics in terms of physical dimensions and mate-
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rial properties allowing electrical modelling of TSV bundles without the need
for computationally expensive field-solvers.

2. Roshan Weerasekera, Dinesh Pamunuwa, Matt Grange, Hannu Tenhunen,
and Li-Rong Zheng, ”Parasitic Parameter Estimation and Electrical Mod-
elling of Through-Silicon Vias in 3-D ICs,” IEEE International Symposium
on Circuits and Systems 2009, Under Review.

Technical Contribution in the paper: This is a detailed discussion of the com-
pact closed-form equations proposed in paper 1 for TSV parasitics with delay
and noise amplitude estimations using extracted and predicted parasitics.

3. Matt Grange, Roshan Weerasekera, Dinesh Pamunuwa and Hannu Ten-
hunen, ”Exploration of Through Silicon Via Interconnect Parasitics for 3-
Dimensional Integrated Circuits” IEEE International Symposium on Circuits
and Systems 2009, Under Review.

Technical Contribution in the paper: Trends in TSV bundle parasitics, signal
integrity issues and related metrics are discussed.

4. Roshan Weerasekera, Matt Grange, Dinesh Pamunuwa, Hannu Tenhunen,
and Li-Rong Zheng ”Modelling and Analysis of Through Silicon Via Inter-
connects in 3-Dimensional Integrated Circuits” In submission to IEEE trans-
actions of VLSI.

Technical Contribution in the paper: Trends in TSV parasitics, their empir-
ical models, and signal integrity issues are throughly discussed in this paper.

1.5 Thesis Organization

This thesis is organized into seven chapters. Chapter one is the introduction to
the thesis where the historical evolution and trends in electronic system design,
research overview and author’s contribution are discussed. The second chapter pro-
vides basic theoretical background for interconnect modelling and analysis. Trends
in TSV parasitics and novel compact closed-form equations for them are proposed
in Chapter 3. In Chapter 4, signalling techniques suitable for on-chip global inter-
connects for 2-D and 3-D integrated circuits are presented. Based on the process
and gate level data available, a system conceptual level chip/die parameter estima-
tion methodology is discussed in Chapter 5. These models are not originally from
the author’s research work, but a comprehensive collection and some changes being
made in compliance with the current needs. Using these system level parameters,
yield and cost models for various packaging options are derived. Chapter 6 dis-
cusses the cost and performance trade-off analysis methodology for 2-D and 3-D
integration are presented with two case studies. In Chapter 7, the conclusions and
future work is elaborated.
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2

Interconnect Modelling and Analysis

This chapter serves as a general introduction to the research issues discussed
in this thesis. It starts by discussing non-idealities in wires, and carries out
a comprehensive review on established parasitic estimation techniques and
electrical modelling from low to high frequencies for wires. The chapter ends
with a discussion of delay estimation models.

2.1 Introduction

T
he significant difference between any two electronic system, for example a per-
sonal computer and a washing machine controller is the pattern of intercon-

nections between various active and passive components. These interconnections or
wires carry signals from one place to another and make up the different function-
ality that the user expects. Thus, realizing the interconnections between various
devices and modules make up an electronic circuit or system.

Electronic Systems are packaged in a hierarchy of chips, carriers, circuit boards,
chassis and cabinets (Refer Figure 2.1). At each level of hierarchy, signals are
transported on different kinds of interconnections. On-chip wires constitute the
lowest level in a hierarchy that spans chip- to package-level connections (such as
bond wires, package vias and solder balls, and package traces), circuit-board level
connections (thick film wires), backplane-level wires (thick film metal layers or
cables), chassis-level connections (more cables) and finally rack-level connections
(such as bus bars made of solid metal straps or rods for power connections).

The designer of an electronic system/circuit has multiple choices in realizing the
interconnections, which appear in the schematic diagrams as simple lines without
apparent impact on the overall circuit performance. These are ideal wires assumed
to be equi-potential regions, voltage variations at the near end of the wire are as-
sumed to appear at the far end of the wire at exactly the same point of time, i.e.
propagation speed is infinitely high. A real wire, however, is not an ideal conduc-
tor with zero resistance, capacitance and inductance, but rather an unintended or
parasitic circuit element. Also, interconnect structures in state-of-the-art ICs and
packages form a complex geometry with capacitive, resistive and inductive coupling
between neighbouring systems. All these non-idealities have an effect on the desired
circuit behaviour.

17



CHAPTER 2. INTERCONNECT MODELLING AND ANALYSIS

Figure 2.1: Electronic Packaging hierarchy in Electronic Systems [5].

With the increase in circuit performance, complexity, density and levels of in-
tegration in nanometer technologies, it is essential to include all parasitic effects in
the circuit analysis and optimization process. But this approach is not very con-
structive due to a plethora of design variables in the optimization process, and the
complexity of the overall circuit with millions of nodes require an unacceptably high
computational time. Furthermore, this approach has the disadvantage of potentially
masking the true problem, because at a given circuit node, only few dominant pa-
rameters affect the overall performance. Therefore, complete circuit optimization
represents a trial and error or heuristic approach rather than a methodological
approach to the design process. Thus, usually designer are compelled to have a
clear insight into the parasitic wiring effects, their relative importance, and their
reduced-order models. By identifying the critical portions of a system, it can be
analyzed more effectively for relevant parasitic effects.

Furthermore, in order to compare different interconnect schemes the most im-
portant metrics that are usually used as figures of merits in interconnect perfor-
mance are: [28 , 29 ] propagation delay, or equivalently, performance; power con-
sumption; and noise coupling, which impacts the reliability. Evaluating above
mentioned figure of merits require estimating wire parasitics because all figures of
merits are functions of parasitics. This chapter discusses the electromagnetic view
of wires, methods and basis for estimating wire parasitics, and interconnect delay
estimation techniques.
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2.1. INTRODUCTION

Figure 2.2: Electromagnetic View of a Wire [30]. If I,V change at the drive
point, B,E change as well; disturbance propagates away from the drive point at
the speed of light v = c√

ǫr
.

2.1.1 Electromagnetic View of Interconnects

When a wire is excited with an electrical signal it will travel down the wire forming
an electric field due to its potential and a magnetic field due to the current flow-
ing in the wire. Ideally the electromagnetic field components in a wire, shown in
Figure 2.2, are perpendicular to each other and to the direction of wave propaga-
tion, called Transverse Electro-Magnetic (TEM) mode waves. All electromagnetic
behaviours can ultimately be explained by Maxwells four basic equations shown
in Table 2.1. Maxwell’s equations for complex geometries are usually solvable by
numerical methods with the aid of a field solver [31 ], requiring prohibitive amounts
of computation time for large ICs. Field solvers use numerical techniques to solve
Maxwell’s equations by one of two classes of methods. The first uses the differ-
ential form of the governing equations and are called Finite Difference (FD) and
Finite Element Method (FE) methods. The other methods use integral equation
approaches such as the Method of Moment (MoM) and the Boundary Element
Methods (BEM).

For the most part, the use of field solvers is restricted to critical portions of
the chip due to the complexity and the resultant high computational time. Hence,
based on the frequency range of interest, length of the line, and the rise time of the
signal, these equations are simplified to achieve faster computation.

To perform timing and signal integrity analysis, it is necessary to translate
layout information such as wire width and length, the geometry of surrounding wires
and substrate parameters into electrical parameters. Then, they can be combined
with other circuit elements to estimate the overall system performance, and also
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CHAPTER 2. INTERCONNECT MODELLING AND ANALYSIS

optimization. The most general wire model is the transmission line, but most wires
do not behave as transmission lines, for example on-chip wires are more resistive
than off-chip wires and do not show transmission line properties. Generally wires
may be modeled as Capacitive (C), Resistive (R), RC, LC, RLC, R(f)L(f)C lines
with capacitive and/or inductively coupling. The next section describes how these
parameters are extracted in order to complete an electrical model of the wire.

Differential Form Integral Form

Gauss’s Law ∇ · ~D = ρ

∮

S

~D · d ~A =

∫

V

ρd~V

Gauss’s Law ∇ · ~B = 0

∮

~B · d ~A = 0

Faraday’s Law ∇× ~E = −∂ ~B
∂t

∮

c

~E · d~l = − d
dt

∫

S

~B.d ~A

Ampere’s Law∗ ∇× ~H = ~J + ∂ ~D
∂t

∮

c

~H · d~l =
∫

S

~J.d ~A+ d
dt

∫

S

~D.d ~A

Table 2.1: Maxwell Equations: Maxwell’s four equations express how electric
charges produce electric fields (Gauss’ Law), how currents and changing elec-
tric fields produce magnetic fields, and how changing magnetic fields produce
electric fields. In non-dispersive, isotropic media, the field vectors are related
as: ~B = µ ~H, ~D = µ~E Also, from the law of charge conservation, we can write
∇× ~J = −∂ρ

∂t

2.2 Parasitic Estimation and Extraction

Wire parasitic extraction is usually carried out by representing complex structures
as a collection of simple geometric elements, and then each parasitic value is com-
bined using superposition or introducing scale factors to obtain the parasitics of
the complex structure. There are commonly used industrial tools which simply
extract the wire parameters for given any complex structures such as ANSOFT
Q3D Extractor [32 ], FastHenry [33 ] and FastCap [34 ]. Many of these commercial
tools assume that the electromagnetic field through interconnects is quasi-static;
they ignore the displacement current in Maxwell’s equations. With such a simplifi-
cation, electrical fields remain static outside conductors, but magnetic fields retain
frequency dependency inside conductors so that the skin effect can be accounted for
properly. Capacitance and conductance of a structure are determined by electrical
fields only; resistance and inductance are determined only by magnetic fields. In
other words, by ignoring the displacement current, magnetic and electrical fields
are decoupled in the quasi-static theory, and can be solved independently. Because
of the decoupling a quasi-static field solver is quicker and it can solve much bigger
problems in less time than a full-wave solver. Many modern quasi-static solvers
can perform whole-package RLGC extraction of a complicated package design in a
few hours. However, it would be far too inefficient to embed multiple field solver
calls during the course of an iterative optimization involving circuit simulation, and
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2.2. PARASITIC ESTIMATION AND EXTRACTION

the methods explained below are proven to be accurate within 1-10%, and used in
general for the vast majority of calculations.

2.2.1 Resistance

By definition, from the fundamental laws of electrostatics, the resistance is the ratio
of potential difference of the two ends of a wire to the total current flowing into it:

R ≡ Φ12

I
=

−
∫

L
~E.d~l

∫

A
σ ~E.d~l

(2.1)

Resistance is dominated by the cross sectional area and the resistivity (inverse of
conductivity) of the signal conductor. The resistance of a uniform wire with width
w, thickness t, and resistivity ρ, is:

rdc =
ρ

t
︸︷︷︸

=R�

l

w
= R�

l

w
(2.2)

Since the thickness is usually a constant for a given technology, it is customary to
incorporate it with the resistivity and form a single constant called sheet resistance
of the material.

(A) Frequency dependency: The Skin Effect

At DC or low frequencies, the current flowing in a conductor will spread out uni-
formly as much as possible over the cross-section. As the frequency increases, the
current density inside is not uniform, but drops away exponentially with depth into
the conductor. This phenomenon is known as the skin effect. This leads to current
crowding primarily on the surface and the effective cross-section where current flows
reduces. As a consequence, wire resistance increases with the frequency.

Skin effect is defined as the depth below the surface of the conductor at which
the current density decays to 1/e (about 0.37) of the current density at the surface
[35 ], and is given by:

δe =

√
ρ

µπf
. (2.3)

Skin effect onset occurs generally close to the frequency (cut-off frequency, fs) where
δ ≤ 0.3t and is fully developed when δ ≪ t (as a guideline δ ≤ 0.1t ) [36 ]. For

w

t

δ

Figure 2.3: Wire Cross Section.
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Figure 2.4: Skin Depth versus frequency of Al and Cu On-Chip Interconnects
[37].

typical on-chip wires, δe is found to be equal to 1.5tw/(t + w) with relative error
less than 5% for 0.25 < t/w < 10 [25 ].

It is straightforward to define an effective resistance by dividing the product
of resistivity and wire length by the effective area that the total current passes
through. The effective area is now limited to wt − (w − 2δ)(t − 2δ) ≈ 2δ(w + t),
and the expression for frequency dependant resistance at high frequencies is:

R(f) =
l
√

πµρf

2(w + t)
(2.4)

Additionally to that there is an empirical formula which is widely used to describe
the frequency dependent behaviour of a wire over a ground plane:

R(f) =

{
rdc f ≤ f0

rdc

√
f
f0

f ≥ f0
(2.5)

where f0 = ρ
µπδ2

e
is referred to as the break frequency at which this phenomenon

begins to dominate.
Furthermore, the accurate frequency dependent modelling of wire parameters

includes resistance and inductance. A thorough discussion is included in Section
2.2.2.

(B) Diffusion Barrier Effect

Another factor responsible for increased resistivity - effective Cu wire resistivity of
2.2× 10−8 Ωm compared to 1.7× 10−8 Ωm for bulk Cu - is the presence of a finite
cross-sectional area consumed by the higher resistivity metal barrier material which
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Figure 2.5: Effect of Grain Boundary and Surface scattering to Cu Resistivity
[2].

encapsulates the Cu interconnect. Barrier material is usually a refractory material
such as Titanium (Ti) or Tantalum (Ta) or their Nitrides [38 ]. This metal barrier
prevents the diffusion of Cu into the surrounding dielectric. Since the resistivity of
the barrier material is extremely high, it is reasonable to assume that Cu carries
all the current, and therefore, the effective area through which current conducts is
reduced. As the barrier thickness cannot scale as rapidly as the interconnects, it
increasingly occupies a higher fraction of the interconnect cross sectional area while
restricting the current flow within the material with lower resistivity. The effect on
resistivity because of the barrier is given by [39 ]:

ρb =
ρo

1 − Ab

wt

, (2.6)

where ρo is the bulk resistivity at a given reference temperature, Ab is the area
occupied by the barrier, and w and t are the wire width and thickness respectively.

(C) Surface and grain boundary scattering Effect

In addition to that, resistivity of on-chip metal interconnects begins to increase
as the minimum dimension of the metal line becomes comparable to the mean
free path of the electrons due to the fact that surface scattering has a significant
contribution to resistivity compared to the contribution from bulk scattering. The
modelling of this effect dates back to 1938 by Fuchs [40 ] for 1-dimension, which
was later extended to 2-D [41 ] in 1952. Fuchs’s scattering governed expression for
resistivity of a thin film metal is in terms of bulk resistivity:

ρ =
ρo

[

1 − 3(1−p)
2k

∞∫

1

(
1
x3 − 1

x5

)
1−e−kx

1−pe−kx dx

] . (2.7)
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Here k = d
λmfp

; d is the smallest dimension of the film, λmfp the bulk mean free

path of electrons, p the fraction of electrons which are elastically reflected at the
surface, and ρo the bulk resistivity of Cu equal to 1.7 µΩcm. The dominance of
the surface effect depends on the parameter k. For Cu, p = 0.47 and λmfp = 421
oA@0oC [42 ]. When k ≫ 1, scattering governed resistivity can be expressed as
[42 ]:

ρ =
ρo

1 − 3(1−p)
8k

(2.8)

Grain boundaries in polycrystalline interconnect act like partially reflecting planes.
When the grain size is comparable to the electron mean-free path, the electrons
suffer greater gain boundary effect further increasing the resistivity. That can be
expressed mathematically [43 ] as:

ρg =
ρo

3
[

1
3 − αg

2 + α2
g − α3

gln
(

1 + 1
αg

)] , (2.9)

where, αg =
λpg

dg(1−pg) . Here, dg grain diameter, and pg the grain boundary reelection

coefficient (0 < pg < 1). In the limits of very small and very large α, (2.9) takes
the simple forms:

ρg ≈
{(

1 + 3
2α
)
ρo for α ≪ 1,

4
3αρo for α ≫ 1.

(2.10)

Resistivity equation for a thin wire combined with surface scattering and gain
boundary effects is rather complex to use in simple calculations and hence, a
reduced-form expression is highly desirable and useful in interconnect analysis.
Based on an empirical study on surface and grain boundary scattering models
proposed in [40 , 41 , 43 ] and with the aid of curve fitting techniques, [44 ] has
presented a simple closed form resistivity model given by:

ρ(w) = ρB +
Kp

w
, (2.11)

where the fitting parameters ρB and Kp are 2.202 × 10−8 Ωm and 1.030 × 10−15

Ωm2, respectively. Notably, ρB is almost the same as bulk resistivity of Cu. The
notable absence in this formula is a term which describes the dependency of wire
thickness on resistivity in relation to the scattering effect. [45 ] has presented an
experimentally validated model including wire thickness too. That is:

ρ = β + α
1

wt
, (2.12)

where, α = 0.0072 and β = 1.9357 µΩcm−1.

(D) Temperature Effect

A qualitative view of the temperature dependence for resistance may be obtained
by examining the effects of temperature on carrier concentration; in basic terms,
conductivity relates to the carrier concentration (q) and mobility of the carriers (µ)
as given by: σ = qµ. Carriers are created by the ionization of atoms within the
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lattice comprising the solid, and conductors are easily ionized by nature. They all
have a surplus of free electrons. At the temperature of interest, essentially all the
atoms in a conductor are ionized and the supply of electrons is virtually constant
with temperature. However, the carriers usually do not move in a straight line when
they traverse through a material. This movement is influenced by defects in the
lattice, impurities, grain boundaries, and fixed ions. As temperature increases, the
carriers are more active and suffer more collisions, thereby reducing the mobility.

In the case of conductors, the loss of mobility is entirely due to ionic scattering
and depends on the characteristic of the particular material and can be usually
characterize using the traditional relationship [46 ]:

ρ(T ) = ρo(To) [1 + tcr(T − To)] (2.13)

where ρ(T ) is the wire resistivity at any given temperature T , ρ(T0) is the wire
resistivity at the reference temperature T0, tcr is the temperature coefficient of
resistance (TCR) of the bulk material. Mathematically, the TCR is the slope of
ρ(T ) vs. T curve normalized to ρ(T ), and for the cases where the TCR is nonlinear,
a linearized average over a range of temperature may be derived. For bulk Cu, tcr =
0.39-0.43 %oC−1 at 20 oC [46 , 47 ].

A study on Cu wires in 65 nm technology has been carried out by Lu et.al. [48 ]
of IBM corporation. They proposed an experimentally validated empirical equation
which described the dependence of wire resistance with surface and grain boundary
scattering together with the temperature :

ρsg = ρ0

[

1 + tcr bulk(T − To) +
α

w
+

β

h

]

(2.14)

where ρ0 is bulk wire resistivity, w and h are wire width and height of the Cu por-
tion, and the model parameters α and β are positive constants, which are functions
of a surface scattering coefficient and gain boundary scattering coefficient. α has
been extracted for each metal level (i.e. for each wire thickness h) as α = a + b

h .
The coefficients are: a = 0.021 µm, β = 0.016 µm, b = 0.0014 µm2 [48 ]. They
have also found that tcr is equal to 0.43 %oC−1 at 20 oC.

2.2.2 Inductance

Inductance is a measure of the distribution of the magnetic field near and inside
a current-carrying conductor. This measure is a property of the physical layout of
the conductor, and is a measure of the ability of that conductor to link magnetic
flux, or store magnetic energy. The fundamental definition for inductance is

L =

∮
~B · d ~A

I
(2.15)

The definition of inductance follows a loop property: i.e. in order to determine
the inductance accurately the current return path should be known. In modern
interconnect structures return current is over a range, and an exact return path
cannot easily be identified. However prior work established that the current return
path is primarily in the power distribution network, and other adjacent wires [49 ].
The loop formed by the signal wire and the return path can potentially extend to
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Figure 2.6: Frequency Dependence of Inductance. Low frequency inductance
of a wire is the sum of internal and external inductances, while at high fre-
quencies, internal inductance vanishes.

several hundred micrometers away from the wire under consideration. This vastly
complicates the extraction of parasitic inductance of a given wire, as it depends
not only on the characteristics of a particular wire, but also potentially on the
characteristics of several thousand other wires. In order to estimate the inductance,
the induced current is assumed to return at infinity. This method was proposed
by Rosa [50 ] in the early part if the 20th century, and was further introduced for
circuit analysis by Ruheli [51 ].

(A) Partial and loop-based inductance

A simple approach that can be used for inductive parasitic extraction is to use the
free space relationship, which relates loop inductance (L) of a wire to its capacitance
(Cǫr=1) assuming a dielectric of air in the medium [52 ], given by:

L =
ǫ0µ0

Cǫr=1
(2.16)

This method is used in the tool Raphael RC2 [37 ], which is a two dimensional
parasitic extraction tool. Considering the middle conductor in a three parallel
conductor system, the self and mutual inductance equations become:

Ls =
ǫ0µ0

2

(
1

Cs
+

1

Cs + 2Cc

)

(2.17)

Lm =
ǫ0µ0

2

(
1

Cs
− 1

Cs + 2Cc

)

(2.18)

where Cs can either be Csmid or Cscorn based on the wire in consideration. Unfor-
tunately in a IC, this assumption does not hold up and more sophisticated methods
need to be used.

When the return paths are not known a priori, the widely accepted method
requires partial inductance elements be calculated for the whole loop. This is
defined as the flux created by the current of one segment through the virtual loop
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which another segment forms with infinity. The partial inductance can be found
for two coupled segments, a and b by solving the integral [53 ]:

Lab,partial =
µ

4π

1

AaAb

∫

Aa

∫

la

∫

Ab

∫

lb

dla · dlb
|ra − rb|

dAadAb (2.19)

where Aa and Ab are the cross-sections of the segments, and la and lb their lengths.
To calculate the partial inductances of rectangular cross-sectional wires, closed-

form equations presented in [50 ] are used. The formulae for self and mutual induc-
tances of a rectangular wire with l ≫ w + t are shown in (2.20) and (2.21).

Lself =
µol

2π

[

ln

(
2l

w + t

)

+
0.2235(w + t)

l
+

1

2

]

(2.20)

Lmutual =
µol

2π

[

ln

(
2l

s

)

− 1 +
s

l

]

(2.21)

Here, µ0 is the permeability of air equal to 4π × 10−7 H
m .

Loop inductance is the sum of partial self and mutual inductances of the seg-
ments which form all loops in the system. This can be expressed mathematically
as:

Lloop =
∑

i

∑

j

sijLp,ij with (2.22)

sij =

{

−1 when current flows in opposite directions

+1 when current flows in the same direction

where Lp,ij is the partial inductance of segment li due to current ij on segment lj .
If i = j, Lp,ij is the partial self inductance, else the partial mutual inductance. In
order to find Lp,ij of each branch either (2.19) and (2.21) or (2.20) may be used.

(B) Internal and External Inductance

For a wire with a finite conductivity, the magnetic flux exists both inside and
outside the conductor. Therefore inductance of a wire can be subdivided into
two components: internal inductance (Li), for the inductance of the wire due to
magnetic flux inside the wire; external inductance (Lext), for the inductance of the
wire due to magnetic flux outside the wire (Loop or partial inductance is external
to the wire). Then, the total inductance of a wire is the summation of external and
internal inductances. Typically, internal inductance accounts for less than 10% of
the total low-frequency inductance of a single wire, or open loop. For closed loops,
the internal inductance may be a significant portion of the loop inductance, due to
the cancellation of self- and mutual inductances.

When modeling the internal inductance, the high frequency effect of the current
distribution has to be considered, because when the skin effect is well developed,
current resides on the surface of the wire. For a wire with a circular cross section,
the internal inductance can be found using the formula:

Li =
µl

8π
. (2.23)
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For a wire with rectangular cross-section, the widely used formula to find the in-
ternal inductance is:

Li =

{
rdc

2πf0
f ≤ f0

rdc

2π
√

ff0
f ≥ f0

(2.24)

where f0 is the break frequency. In addition to this, Choudhury et al in [54 ]
described a modelling methodology for internal inductance, but no expressions were
presented as a function of wire geometries, which can easily be used early in the
design phase.

(C) High frequency and proximity effects

In addition to the skin effect mentioned in Section 2.2.1, the current distribution
inside a conductor also changes with frequency due to the proximity effect. If the
current in these two wires flows in opposite directions, the currents concentrate to-
wards each other; otherwise, the two currents shift away from each other. Both the
skin effect and the proximity effect are essentially due to the same mechanism - the
current tends to concentrate closer to the current return path in order to minimize
the inductance. Note that at high frequencies, the resistance of a conductor also
depends on the surrounding signal activities due to the proximity effect.

Another effect of frequency on the inductance is due to multi-path current
re-distribution. In an integrated circuit, there are many possible current return
paths, e.g., the power/ground network, nearby signal lines, and the substrate. The
distribution of the return current among these possible paths is determined by the
impedance of the individual paths. At different frequencies, the relationship among
the impedances of different paths will change, as well as the distribution of the
return current. The return current is distributed in those paths so as to minimize
the total impedance at a specific frequency .

If the frequency dependent effects are very important to consider in a desired
frequency range, the cross-sections are subdivided into sections smaller than the
skin depth at the maximum frequency of interest. Then, the current distribution
in each filament can be regarded as uniform. To calculate the partial inductances
of rectangular cross-sectional wires, closed-form equations proposed by Rosa [50 ]
are used. In this manner, an inductively coupled RL circuit can be formed for the
conductor. By solving currents in this circuit at several points in the frequency
domain, the frequency dependent resistance and inductance can be obtained [55 ].
This technique, which is known as partial element equivalent circuit (PEEC), is the
foundation for frequency dependent parasitic extraction tools such as FastHenry
[33 ], and was first proposed in [56 ].

To capture the proximity effect, it is reasonable to consider the inductance
between different RL circuits formed for the conductors in the neighbourhood [57 ].
It is quite obvious that such an inductively coupled RL circuit is computationally
inefficient to solve in SPICE, and therefore, wires can be modelled with frequency
independent lumped-element circuit models up to an arbitrary maximum frequency
using simple ladder networks [35 ]. Some works that present such ladder circuits
are [58 , 59 , 60 ].
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Figure 2.7: Interconnection Line facing substrate and its Electrostatic Field.
Capacitance of a conductor over a ground plane has two components: due to it
direct vertically below electrostatic field, and fringing field. As wire width scales
down, the parallel plate capacitance estimation underestimates the capacitance
in several orders of magnitude due to the significant fringing field.

2.2.3 Capacitance

Capacitance relates to the electric field as represented by the ratio of voltage to
charge, and for a two conductor system, the wire capacitance can be defined as

C ≡ Q

φ12
=

∮

S
~D · d ~A

−
∫

A
σ ~E.d~l

(2.25)

Here, φ12 is the voltage between the two conductors, A is any surface enclosing the
positively charged conductor, and L is any path going from the negative conductor
to the positive conductor. A physical approach requires the analytical solution of
Poisson’s equation, which often results in lengthy and complicated equations, often
nonsolvable. To extract the capacitance of multi-conductor systems, electric field
solvers such as Ansoft Q3D Extractor [32 ], FastCap [34 ] provide an accurate but
computationally expensive solution.

In the design phase, there is a compelling need for fast, but accurate formu-
lae for the estimation of capacitance values. Such equations necessarily represents
an approximation. Several such analytical equations have been proposed in the
literature, which are accurate enough to estimate interconnect capacitance for op-
timization purposes.
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Figure 2.8: Replace the rectangular line profile with an oval one, composed
of a rectangle and two half cylinders.
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Single Wire over a Ground Plane: The per unit length parallel plate capacitance of
the micro-strip line structure is given by:

Cp = ǫk
w

h
, (2.26)

where ǫk is the permit
The above simple parallel plate approximation underestimates the capacitance

of a wire by several orders of magnitude if applied to the very high aspect ratio
(height /width) wires in DSM technologies because the fringing field contributes
significantly to the wire-to-ground capacitance. It is essential that the contribution
of the fringe components of the E-field to the capacitance is taken into account.
[61 ] presents an equation including fringing component for infinitesimal thin wire
where width (w) is much greater than the distance from the ground plane (h):

C =
εw

h

{

1 +
2h

πw

[

1 + ln
(πw

h

)]}

for w ≫ h (2.27)

This formula underestimates the capacitance because the derivation does not take
into account the thickness of the conductor.

Another method to capture this fringing field effect is that a wire is decomposed
into a rectangular cross section with a width (w) and a circular cross section with a
diameter equal to wire thickness (t). Wire capacitance is then calculated as the sum
of a parallel plate capacitor and a cylindrical wire over a ground plane. However,
smooth surfaces such as an ellipsoid will have less charge accumulated near the
ground plane than a square, which has sharp corners for congregation of charges.
Also, circle has a perimeter πt compared to a perimeter of 4t for a square. These
two factors may underestimate the total capacitance and therefore, to compensate,
Yuan et.al. suggested in [62 ] to consider a parallel plate capacitor with width w− t

2
and a cylinder with radius t

2 , giving a total capacitance of:

C = ε







w − t
2

h
+

2π

ln

(

1 + 2h
t +

√
2h
t

(
2h
t + 2

)
)







(2.28)

However, this formula determines capacitance accurately only when w ≫ t
2 and

t ≈ h. As this ratio drops in the region of w < t
2 , this formula underestimates

the capacitance, and therefore, the physically motivated approach was abandoned
and an empirical formula suggested in [62 ]. Since then, several such capacitance
estimation empirical formulae depending solely on curve-fitting techniques have
been proposed in the literature, and a comparison has been carried out in [63 ].
[64 ] presents an equation which has a better accuracy than previously presented
models when width/height ration drops below 2-3.

Csak = ε

[

w

h
+

0.15w

h
+ 2.8

(
t

h

)0.222
]

(2.29)

Another formula which is slightly more complex is reported in [65 ]:

Cmeij = ε

[

w

h
+ 0.77 + 1.06

(w

h

)0.25

+ 1.06

(
t

h

)0.5
]

(2.30)
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A Wire in a Multi Layered Structure: In contemporary ICs, multiple metal layers
are in use, and these 3-D interconnects have been simplified to two-dimensional or
quasi-three-dimensional structures, based on the layout pattern. If the layers above
or below a set of wires in consideration are routed densely, they can be approximated
as a ground plane, reducing the structure to a two-dimensional model. Under this
condition, capacitive parasitics shown in Figure 2.9 are scalable functions of wire
cross-sectional dimensions. Considering a single wire in a multilayer interconnect
system, capacitance can be decomposed into two components: self capacitance (Cs)
and mutual or line-to-line capacitance (Cc). In a multilevel interconnect structure,
two capacitance structures can be identified: parallel lines on one plate, and parallel
lines between two plates. The first structure emulates lines without top wiring, and
the second structure emulates lines with top wiring.

w

t

s

h
CfCf CfCp CpCp

CcCc

C
′
f C

′
f

Figure 2.9: Wire geometries and related capacitive parameters of a top-Layer.

In such an environment since the presence of adjacent conductors significantly
alters the electric field around the central conductor, the effect of the wire spacing,
s, must be taken into account in the expression for wire capacitances. [64 ] presents
self and mutual capacitance formulae for a wire, which can be used to estimate
capacitance of the middle wire by Cs + 2Cc. Sakurai’s mutual capacitance formula
is:

Cc = ε

[

0.03
w

h
+ 0.83

(
t

h

)

− 0.07

(
t

h

)0.222
]
( s

h

)−1.34

(2.31)

Total capacitance given by Cs +2Cc is in good agreement with the values predicted
by a field solver, but individual components are not intended to provide accurate
results. Such accurate formulae are proposed in [66 , 67 ].

A complete set of such equations partitioning the wire capacitances into ground
and coupling components have been proposed in [68 , 69 ]. These equations allow a
self capacitance to be defined both for a conductor sandwiched between two other
conductors in (2.34), and also a conductor which has just one adjacent conductor
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in (2.35).

Cf = ǫk

[

0.0075
w

h
+ 1.4

(
t

h

)0.222
]

(2.32)

C
′

f = Cf

[

1 +

(
h

s

)β
]

(2.33)

Csmid = Cp + 2C
′

f (2.34)

Cscorn = Cp + Cf + C
′

f (2.35)

The per unit inter-wire capacitance or the coupling capacitance is given by:

Cc = Cf − C
′

f

+ ǫk

[

0.03
(w

h

)

+ 0.83

(
t

h

)

− 0.007
(w

h

)0.222
](

h

s

)1.34

(2.36)

The above set of equations are accurate to within 90% only when the wire geome-
tries satisfy the following inequalities:

0.3 <
w

h
< 30, 0.3 <

t

h
< 10, 0.3 <

s

h
< 30.

When the wire geometry is out of that range, it is possible to treat the rectangular
conductors as equivalent round wires if w ≤ 2H, where H = h + t

2 . There is a
mutual coupling capacitance formula given in [70 ] for two round conductors over
a ground plane. Zheng [25 ] presents an equivalent radius of square conductors to
find self and mutual capacitance. The radius of the equivalent round conductors is
then R = 0.25w + 0.335t, and the self and mutual capacitance terms are given by :

Cs =
πεk

ln

[
2H

√
4H2+(s+w)2

R(s+w)

] − wεk

2H
(2.37)

Cc =

2πεk ln

[√
4H2+(s+w)2

R(s+w)

]

ln

[
2H

√
4H2+(s+w)2

R(s+w)

]

ln

[

2H(s+w)

R
√

4H2+(s+w)2

] (2.38)

The relative error of the above two equations is less than 12% for most of VLSI
interconnect geometries when t

w < 2 and s
w < 2 [69 ].

2.2.4 Conduction

The typical interconnect materials such as Cu and Al shows a considerably constant
capacitance with the frequency variation. Since the DC leakage and the time-
varying fields deposit negligible charge, the charge remains constant, and under
quasi-static conditions, electric field remains constant with the frequency, which
leads to a constant potential difference. Hence, the ratio of charge to potential
difference is also a constant. However, when the dielectrics are inhomogeneous or
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lossy, the capacitance will be strongly dependant on frequency. Then the dielectric
constant can be defined as:

ǫ = ǫ
′ − jǫ

′′

(2.39)

= ǫ
′ − j(ǫb +

σ

ω
) = ǫ

′

(1 − jtanδ) (2.40)

Then the conduction is:
G = ωCtanδ (2.41)

2.3 Electrical Level Modelling

As long as the wire cross-sectional dimension is much smaller than the wavelength,
the signal propagation in the medium can be assumed as TEM or quasi-TEM mode
[71 ]. This requirement is generally satisfied for on-chip interconnects. For exam-
ple, the wave length of a 10 GHz frequency signal is around 30 cm, which is several
orders of magnitude greater than the cross-sectional dimension of interconnects in
nanometer regime. The basic physical structure and electrical and magnetic fields
of a general electronic system interconnection were shown in Figure 2.2. Under the
TEM mode of propagation, all wires can be generalized as transmission lines which
have series resistance and inductance, and parallel capacitance and conductance.
The corresponding electrical model for an infinitesimal length (∆x) is depicted in
Figure 2.10. In the limit that ∆x → 0, the model in Figure 2.10 renders the differ-
ential equation relating the spatial and time dependence of currents and voltages
[25 ] as:

−∂V

∂x
= rwI + lw

∂I

∂t
and (2.42)

−∂I

∂x
= gwI + cw

∂V

∂t
(2.43)

where x is the length, t the time, V the voltage, I the current, and rw, lw, gw and cw

the per unit values. In many practical applications, it is reasonable to assume that

V (t)

Rdrv r∆x l∆x

c∆x g∆x

CL

length (l)

Figure 2.10: A typical on-chip interconnect with its driver, which is rep-
resented by a saturated ramped input voltage source (V (t)) and its internal
resistance (Rdrv), and the load capacitance (CL). Per-unit parasitic parame-
ters r, l, g and c for a infinitesimal section is also shown. Note: the term “wire”
refers to the wire on its own, while “interconnect” refers to the wire with its
load and driver.
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gw is negligible, because dielectrics exhibit relatively lossless behaviour in many
cases. Combining (2.42) and (2.43) results in:

∂2V

∂x2
= (rwcw + lwgw)

∂V

∂t
+ lwcw

∂2V

∂x2
(2.44)

The general solution to (2.44) can be written as:

v(x, t) = Ae−γxejωt (2.45)

where γ is the propagation constant equal to
√

(g + jωc)(r + jωl), which provides
information about the wire characteristics. The propagation constant can be broken
down to its real and imaginary parts; the real part, α is the attenuation constant,
and β, the phase velocity. From a practical point of view α describes the way that
the signal attenuates when travels along the wire while β represents how fast the
signal propagates. The velocity of propagation is vp = ω

β . Then (2.45) can be
described in the following form:

v(x, t) = Ae−αxej(ωt+βx) (2.46)

In the low frequency RC regime, the velocity of signal propagation is
√

ω
RC ; i.e.

phase velocity is proportional to
√

f . At high frequencies, r << ωl and the phase
velocity approaches to the speed of light - i.e. wire is acting as a waveguide.

This analysis gives us a different physical insight to the wave propagation nature
in a wire. In the low frequency RC regime, signals do not attenuate significantly
but travel more slowly along the line. As the frequency increases, the velocity
increases while the amplitude of the signal decreases due to attenuation; in the
high frequency domain (LC-regime), signals travel near their maximum velocity,
with severe attenuation.

Each frequency component travels at a different speed along the wire. For short
wires, the delay between the fastest and slowest components is negligible compared
to the transition time itself. Hence, no discernible difference can be seen at the
output. For longer wires, the high frequency components arrive first, though they
have undergone severe attenuation. Eventually the lower frequency components,
which contain a significant portion of power, catch up later. Hence, we do not get
sharp edges toward the end of the wire. It is worth to note that inserting repeaters
or boosters amplify the high frequency components of a signal, but does not change
the frequency characteristics of the interconnect at all [72 ].

There are two special cases of the above wave equation, which typically arise
in electronic systems:

1. Resistive Interconnections: In the case of highly resistive wires such as on-
chip interconnects, where rw >> lw, and assuming a perfect dielectric (gw ≈
0), the wave equation reduces to the well-known diffusion equation:

∂2V

∂x2
= rc

∂V

∂t
(2.47)

Sakurai rigorously derives the solution to this condition for a single distrib-
uted RC line in [73 ].
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2. Ideal Transmission Line: When the series inductance dominates the series
resistance (i.e. lw >> rw) and ignoring gw, the two equations in (2.44)
become the standard wave equation:

∂2V

∂t2
= v2

p

∂2V

∂t2
(2.48)

where vp is the propagation velocity given by vp = 1
lwcw

. Also, The velocity

of propagation along a line under TEM is vp =
√

1
µǫ = C√

ǫr
, where µ is the

permeability of the medium, ǫr the relative permit

2.3.1 Choosing a Wire Model

(A) Lumped and Distributed Wire Models

A dimensionless ratio of the physical length of a wire to the signal wavelength, l
λ ,

which is referred as the electrical length is used to determine whether to model
the wire as a lumped or distributed model. A wire is considered to be electrically
short if the electrical length is less than unity. These electrically short wires belong
to classical circuit analysis and it is quite safe to approximate the entire line as
a lumped RC or RLC segment because the signal level along the entire length of
the wire is almost constant. A rule of thumb to determine whether a wire can be
represented by a lumped circuit or not is to test its length against the following
criterion:

l ≤ λ

10
(2.49)

Alternatively stated, the wire length should be significantly smaller than the short-
est wave length, which is equal to vc

fT
. In general, fT , the highest operating fre-

quency (the cut-off frequency or the corner frequency) is determined by the rise and
fall times of the propagated signal. In the case of a simple RC circuit representation
of a wire, the cutoff frequency occurs at 1

2πRC . For a input signal with rise time tr,
the rise-time measured between 10% and 90% is tr = 2.2RC, and substituting for
RC, the cut off frequency reduces to [55 , 71 , 74 ]:

fT =
0.35

tr
. (2.50)

That is however from the signaling medium perspective. Even though the frequency
spectrum of a trapezoidal pulse is infinite, the energy of the signal is concentrated
in the lower part of the spectrum and rapidly decreases with increasing frequencies.
To be more specific, approximately 15% of its frequency components are at higher
than f3dB , and the magnitude of the pulse sepctrum at the frequencies higher than
f3dB is less than 10% of its maximum value [37 ]. For example, for a trapezoidal
waveform f3dB is found to be equal to 0.885

tr
, where tr is the rise time. Hence, 3

dB bandwidth is not adequate to reconstruct signals and the bandwidths of 1
tr

or
more is used in accurate interconnect simulations [55 , 71 ].

Nevertheless, due to faster rise times and increasing interconnect lengths, the
electrical length of interconnects becomes a significant fraction of the operating
wavelength, and transmission line effects must be taken into account. Important
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effects like resistive shielding cannot be ignored anymore and lumped models be-
come inadequate because they cannot accurately predict crosstalk, rise time, or
delay. Moreover, when dimensions are electrically large, the structure can be bro-
ken into a set of electrically small substructures. Each of these substructures is
equivalent to a lumped model based on the so-called per unit length parameters.

A frequently used rule of thumb to determine the number of lumped segments
is theoretically derived in [75 ] based on the fT is, the propagation delay caused by
a single segment should be smaller than one fifth of the shortest rise time, which is
in mathematically:

n ≥ 5l
√

LC

tr10%−20%

(2.51)

where n is the number of segments. However, usually a five section π (π5) model
is 99% accurate to the response of a true distributed line [6 ].

(B) When to Consider the Effect of Inductance

At low clock speeds, on-chip interconnects are usually modeled only with lumped or
distributed RC elements, whereas for off-chip lines the inductance is very important.
When the clock frequency enters the gigahertz regime the contribution to the wire
impedance from the inductance (ωL) becomes comparable to the line resistance
(R). Inductance and inductive coupling have become important not only in the
signal delay estimation but also in the noise analysis of a growing number of on-
chip signal lines. Moreover, inductive coupling, along with capacitive coupling,
can be a significant source of noise on quiet nets due to the switching of nearby
aggressors. On the other hand, the introduction of the inductance to the wire
models usually requires complex analysis, it is quite desirable to consider it only
when it is important.

A growing body of literature exists which attempts to precisely quantify when
inductance effects are important. These simple relations apply to quasi-TEM prop-
agation in a lossy transmission line. While they differ slightly in formulation, the
general result is best expressed as one of two equivalent expressions.

The first of these is stipulated by Deutsch et.al. in [76 ], which is the error in
delay prediction between RC and RLC modelling of a wire exceeds 15% if

CL ≪ cwl (2.52)

rwl

2Z0
≤ 1 (2.53)

Zdrv < nZ0 (2.54)

where n is between 0.5 and 1. The acceptable error limit will affect (2.53) and
(2.54). A different variant is used for crosstalk prediction; when inductive coupling
has to be taken into account in order for crosstalk prediction difference to be greater
than 20% between RC and RLC modeling:

CL ≪ cwl (2.55)

rwl

2Z0
≤ 1.5 (2.56)

Zdrv < nZ0 (2.57)
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with n between 1 and 1.5.
The second, which is very widely used, is stipulated as a combination of two

conditions [77 ]:

1. Is the rise/fall time of the input signal smaller than the time required for the
signal round trip from the driver to the end of a line? This condition implies
that when the switching is fast enough, the signal transmission is affected by
the reflection.

tr < ttof (2.58)

Substituting ttof = l
vc

= l
√

lwcw, the condition becomes

tr

2
√

lwcw

< l (2.59)

2. Is the time-of-flight greater than Elmore delay for an RC line, i.e. ttof >
rwcwl2

2 . This condition is also described as the wire resistance being smaller
than the characteristic impedance.

ttof >
rwcwl2

2
⇒ l <

2

rw

√

lw
cw

(2.60)

Evidently, this condition gives another view that 2
rw

√
lw
cw

represents the

damping factor, usually denoted by ξ, of a single section approximation of a
wire. If ξ > 1, the circuit is overdamped and has small inductance effects.
The greater the value of ξ, the more accurate the RC model. However, as
ξ becomes less than one, the circuit becomes underdamped and oscillations
occur, where inductance cannot be neglected.

Combining the two conditions (2.59) and (2.60), we obtain:

tr

2
√

lwcw

< l <
2

rw

√

lw
cw

(2.61)

However, in the case the constraint on the left-hand side is larger than that on right-
hand side, the relation may not exist: tr > 4L

R . To elaborate, the combination of
rise time and loss is such that short wires have a ttof much less than the rise time
(tr), and long wires have far too much loss for inductance to be important. In such
a case, the inductance effect can be ignored regardless of the line length.

Alternatively, the double inequality (2.61) can be interpreted as a bound on
the total line inductance Lt. As indicated in [49 ], the interconnect exhibits non-
negligible inductive characteristics if the following two conditions hold :

Lw >
1

4

t2r
Cw

, and (2.62)

Lw >
1

4
R2

wCw (2.63)

The penetrating nature of the magnetic fields causes all on-chip non-orthogonal
conductors to be magnetically coupled, and the wire may not be a uniform lossy
transmission line. Thus, the conditions used to predict when the inductive effect
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is important, involving the characteristic impedance and time-of-flight are not ap-
plicable for on-chip interconnects where nonuniform transmission line properties
exist [37 ]. Also, [37 ] claims that inductive effects become important only when
the inductive reactance, jωlwl, becomes a significant portion of the total reactance
including driver’s resistance, (rw + jωlw)l + Zdrv. As frequency increases, the in-
ductive reactance becomes increasingly dominant, and larger inductive effects show
up. Therefore, the third rule of thumb is designers need to consider the inductance
of an interconnect when

CL <
1

8
cwl (2.64)

l ≤ 2

rw

√

lw
cw

(2.65)

2πfT lwl >
rwl + Zdrv

2
(2.66)

Here, fT is defined in (2.50). Under this criteria, the inductive reactance occupies
more than one-third of the total reactance, and the delay and crosstalk errors,
without considering inductance, exceed 25%. When the values of CL and cwl are
very close, the delay and crosstalk errors may exceed 25%, ignoring inductance if.

CL >
1

8
cwl (2.67)

l ≤ 2

rw

√

lw
cw

(2.68)

2πfT lwl >
rwl + Zdrv

4
(2.69)

These conditions apply for on-chip interconnects.

(C) When to Consider Frequency Dependent Effects

The frequency dependant models are of interest for off-chip and microwave circuits
due to their larger wire sizes. But, since the chip operating frequency has been ap-
proaching to GHz range, these effects have migrated to on-chip interconnects as well.
Therefore, modelling wires using constant R and L may not be accurate enough,
but modelling them with frequency dependent electrical parameters is complex and
requires a lot of computational time. To treat frequency-dependency of intercon-
nect parameters, several circuit models have been proposed. Tsuchiya et.al. in [78 ]
propose a representative frequency to extract the parameters of an interconnect.
This frequency is based on the rise time of input signal is: fsig = 0.34/tr.

In contrast, [60 ] claims that it is sufficient to consider DC resistance and in-
ductance values for delay analysis. The reason as they claim is when the operating
frequency reaches GHz values, ωlw ≫ rw, and the skin effect becomes more promi-
nent, and thereby wire resistance increases exponentially and inductance decreases
slightly. Also, R(f) and L(f) have opposing dependencies. Therefore, in this
regime, delay is more sensitive to wire inductance than the resistance.
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2.4 Interconnect Timing Analysis

After the physical information of wires have converted into their electrical repre-
sentation either as RC or RLC components, performance of the interconnects can
be analyzed analytically or using generic circuit simulators. However, due to the
prohibitive number of nets and the complex nature of interconnects, it impractical
to simulate at the SPICE level to perform timing analysis on an IC. The most
practical and widely used method is to represent gate delay using table look-up
methods and analyse interconnects using model order reduction techniques, such
as the Elmore delay model [79 ], Asymptotic Waveform Evaluation (AWE) [80 ],
PRIMA [81 ], or Krylov-subspace based techniques [82 , 83 ]. However, the nature
of the problem dictates what is more efficient in determining accurate result.

Signal delay is identified as the primary design parameter in synchronous design
since it directly deals with the performance. It is usually measured at the 50% point
of signal swing, from the input of the driver to the input of the receiver, and is a
function of driver strength and wire loading. With technology scaling, the majority
of the wire loading has shifted from metal-to-ground to the coupling capacitance,
and hence, it is also a function of the switching activities of the neighbouring wires.
For simplicity in analysis the signal delay is decoupled into two parts: gate delay
and wire delay. The major benefit of such an approach is that it isolates the
nonlinearities from the linearities, because the parasitics that are associated with
MOS transistors show significant nonlinearities and the wire parasitics are linear.
Each part is usually analysed individually and summed up to obtained the overall
timing †. The performance of local circuits is usually dominated by the gate delay
due to short interconnects, but for global signalling, both the line delay and the gate
delay are important for overal timing. It is very important to optimize interconnects
with drivers and also repeaters to minimize path delay. For this purpose, proper
driver models are paramount for efficient optimization and analysis.

2.4.1 Interconnect Driver Modelling

In order to determine the equivalent delay of a buffer, the complete downstream
network is abstracted as an equivalent load, and the delay is then a function of the
input transition time and the equivalent load. Key elements of this methodology
are the estimation of the equivalent (or effective) load and the delay of the wire.
For instance, in typical gate delay analysis, RC or RLC interconnects are usually
approximated as an equivalent capacitance or single section pi network, using model
order reduction techniques such as AWE. In many libraries, gate and cell delays
are usually pre-characterized for static timing analysis to shorten design cycles and
reduce costs. In general, gate and cell delays as well as slews are expressed as an
empirical function of load and input slew or a look-up table [84 ].

Basically, Interconnect driver (or gate) modeling has two widespread accepted
approaches [84 ]: empirically derived expressions or look-up tables for delay and
output signal transition as a function of input-signal transition time; and a switch-
resistor method or the Thevenin equivalent model comprised of a linear resistor

†note that the receiver is usually modeled as a loading capacitor at the end of the line.
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and a time-variant voltage source‡. The main benefit of the second method is
the inherent modeling of the coupling with an RC interconnect. However, the
drawback comes from the fact that only a single resistor is used for capturing
the gate switching behavior. This leads to inaccuracies in the prediction of the
slew rate of gate output signal, especially when its input slew rate and loading
capacitance vary significantly over a wide range. In order to cope with this issue,
more complex models consisting of time and slew dependent non-linear resistances
have been proposed [85 , 86 ]. In practical RC analysis, the values of Rdrv and Ceff

are found for two points of the gate output waveform (e.g. 50% and 90%). The
following sections outlines a methodology used in this thesis to extract a Thevenin
driver model.

(A) Device Resistance

The device resistance of a MOS transistor is a nonlinear function of the supply
voltage and gate-source voltage, and different approximations have been used to
determine it in the literature. In most digital designs, the transistor is assumed
to be a switch with an infinite off-resistance, and a finite on-resistance Rdev. The
first-order approximation for Rdev is [6 ]:

Rdev =
1

µCox

(
W
L

)
(Vdd − |Vt|)

However, Rdev is time-variant and non-linear depending upon the operating point
of the transistor and therefore, this approximation is valid only when the transistor
is in the active region, before saturation occurs. In [28 ] a method is stipulated to
find a more accurate value for Rdev, assuming a constant and linear value for Rdev

while switching between different logic states. A reasonable approach is to use the
average value of the resistance over the operating region of interest; simply, take
the average value of the resistances at the end-points of the transition.

Rdev =
1

t2 − t1

∫ t2

t1

VDS(t)

ID(t)
(2.70)

This assumption works well only if the resistance does not experience any non-
linearities over the range of interest. Simply according to that method, Rdev is the
average value of Rmid and Ro from the simulated I-V curves for a MOS transistor,
as shown in Figure 2.11. Alternatively it can be estimated with the aid of (2.70)
as:

Rdev =
1

0.5VDD

∫ VDD

0.5VDD

V

Idsat(1 + λV )
dV (2.71)

≈ 3

4

VDD

Idsat

(

1 − 7

9
λVDD

)

, (2.72)

where Idsat is the saturation current.

‡More accurate waveform analysis can be performed by using a time-varying current
source model which captures the gates behaviour over the entire input range.
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Reff = Rmid+Ro

2
Ro

Rmid

Ids

Vds

Vgs = Vdd

Vdd
Vdd

2

Figure 2.11: Estimating Device Resistance.

Another method of estimating Rdev is by considering the equivalence between
a lumped RC network, where the 50% delay is defined as 0.69RC, and the actual
driver as a current source charging/discharging the load capacitance, in which the
50% delay point is set by [87 ]

Cload
Vswing

2Isupply
.

If we assume that the driver supplies αIdsat, where Idsat is the saturation cur-
rent throughout the voltage swing of interest, the above two equations are equal
and gives us the effective device resistance. (The parameter α represents the fact
that the saturation current will not flow throughout the voltage swing of interest.
However, due to velocity saturation effects this value α is close to 1.)

Rdev =
0.5CLVdd

0.69CLαIdsat

From the simulated Ids −Vds curves for 0.18 µm technology it has been found that
the constant α is approximately 0.9, and the device resistance for future technologies
is found using the relation:

Rdev = 0.805
Vdd

Isat
(2.73)

For the same technology the device resistance is experimentally estimated by
Spectre (or Spice) simulations by loading an inverter with a capacitor, CL and
driving it by a step input. As is mentioned in this section, the 50% delay of this
inverter, td, is equal to the lumped RC network delay (0.69RdevCL).

td = tself + 0.69RdevCL

For two different loadings, CL1 and CL2, td1 and td2 can be measured and then the
Rdev is derivable as follows:
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Rdev =
td1 − td2

0.69(CL1 − CL2)
(2.74)

(B) Device Capacitance

Estimating both input and junction capacitances is straightforward from the layout
geometries.

Device Input Capacitance: Ideal MOSFET input capacitance or gate oxide capac-
itance, Cox, is defined as:

Cox =
ǫoxWLeff

Tox

where W and Leff are the width and effective channel length of the transistor, and
ǫox and Tox represent the dielectric constant for the gate dielectric and gate oxide
thickness, respectively. Because of the overlap of the source and drain with the
gate, the effective gate input capacitance, Cin, is given by [87 ]:

Cin = Cox + Coverlap

=
ǫsio2ǫ0WLeff

Tox
+ (CGD0 + CGS0)W (2.75)

Junction (Parasitic Source/Drain Diffusion) Capacitance: The junction capacitance
originates from the ionized dopants in the vicinity of the source and drain junctions.
The source and drain diffusion regions have a capacitance to the substrate that
depends on the voltage between the diffusion regions and substrate or well and the
”base” area and ”perimeter” of these regions. The model generally expresses the
total diffusion capacitance for a source or drain area at zero DC bias across the
junction as:

Cj = CjbaseAbase + CjperipheryPjunction

where Cjbase is the junction capacitance per unit area and Cjperiphery the periphery
capacitance per unit length, while Abase and Pjunction are the area of the base and
the perimeter of the region excluding the gate side, respectively. According to
typical layout practices, the drain/source must contain a square contact which has
side length of Leff and ensuring a spacing of Leff/2 on either side of the contact.
Overall, these design rules result in a drain/source length of 2.5Leff .

In reality Cjbase and Cjperiphery are a function of the junction voltage, Vj , which
determines the actual thickness of the junction depletion layer. This is generally
expressed as:

Cj =
Cj0

(

1 + VR

φo,m

)m

where Cj0 represents the zero bias junction capacitance (VR = 0V ) and φo,m is
the built-in junction potential, which is typically in the range of 0.5 − 0.7V . The
value of grading coefficient m depends on the junction doping profile and usually
m < 1. For abrupt junctions, such as the bottom area of the diffusion region,
m = 0.5 corresponding to a square root dependence, while a graded junctions, such
as sidewall areas of the diffusion regions are described by a cubed root dependence
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Figure 2.12: MOS transistor Layout and typical minimum distances.

with m = 1/3. Back of the envelope calculations, it is quite common to approximate
the bottom junction as being step-like and the sidewalls linearly graded. The
average junction capacitance for source/drain is usually approximated by setting
VR = Vdd/2 and is of the form [87 ]:

Cj =
Cj0Ad

(

1 + VR

φo

)mj
+

Cj0swPd
(

1 + Vdd

φosw

)mjsw
(2.76)

where

Ad = 2.5LeffW (2.77)

Pd = 5Leff + W (2.78)

The junction capacitance values Cj0 and Cj0sw are a function of the substrate
doping. However, the junction values for PMOS and NMOS can be assumed to be
the same in this analysis.

2.4.2 Interconnect Delay Modelling

First Order Delay Models: In the early days of IC design, interconnect was treated
as a lumped capacitor and the RC constant of the interconnect delay is estimated
as:

τ = Rdrv(cl + CL), (2.79)

which is valid only when the driver resistance overwhelms the wire resistance. This
is still valid for short local on-chip interconnects.

When the driver resistance and wire resistance are comparable, resistive shield-
ing causes the delay at the driver output to be equivalent to a situation where it
drives a lumped load that is less than the total capacitance of the interconnect.

Closed-form Elmore Delay Metric: Typically, global on-chip wires are becoming highly
resistive with feature size reduction. Hence, obviously the lumped capacitor model
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ignores the resistive shielding effect of the interconnect resistance. When the in-
ductance is negligible, signal propagation obeys the diffusion equation, which does
not lend itself to a simple closed from solution and require approximate solutions
[6 , 73 ]. The Elmore delay provides a useful technique for estimating the delay of
circuits whose response is well-captured by a dominant time constant. As the com-
plexity of interconnect structures increase the accuracy of the Elmore delay drops.
Therefore models such as AWE [80 ] , PRIMA [81 ] surfaced in the interconnect
modelling domain. However, Elmore metric corresponds to a first order AWE ap-
proximation of a circuit, where multiple time constants have been used to capture
behaviour of RC network, and provides an upperbound for the delay.

The RC time constant of circuit with a cascaded N-stage RC chain can be
approximated by the Elmore delay [79 ].

τ =

N∑

i=1

Ri

N∑

j=1

Cj =

N∑

i=1

Ci

N∑

j=1

Rj (2.80)

The Elmore time constant for an interconnect with a sufficiently large number
of distributed sections and driver resistance Rdrv and a load capacitance CL is:

τrc = (Rdrvcw + rwCL) l + RdrvCL + 0.5rwcwl2 (2.81)

The factor 0.5 in the last term is from the distributed nature of the wire’s resistance
and capacitance. Some scale factors to the Elmore time delay constant have been
proposed to predict the delay as accurately as possible [6 ]. Under a step voltage
excitation, the times required for the output voltage at the far end of lumped and
distributed RC networks to rise from 0 to 50% is 0.7RC and 0.4RC, repectively.
The 50% delay for a wire with driver resistance Rdrv and load capacitance CL can
be written as:

τ = 0.7Rdrv(cl + CL) + 0.7rlCL + 0.4rcl2 (2.82)

Expressing the solution for (2.47) in series expanded form and approximating

Output potential range Time Elapsed
Distributed RC Lumped RC

0% to 90% 1.0RC 2.3RC

10% to 90% (rise time) 0.9RC 2.2RC

0% to 63% (time constant) 0.5RC 1.0RC

0 to 50% (delay) 0.4RC 0.7RC

0% to 10% 0.1RC 0.1RC

Table 2.2: The time delays between commonly used reference points in the
output potential [6].

a single-exponent, [73 ] provides a closed-form solution for (2.47) for the far-end
voltage. That solution could be used to estimate the time elapsed to reach any
voltage level. ate the time elapsed to reach any voltage level.

V (l, t)

VDD
= 1 − exp

(

−
t

RC − 0.1

RT CT + RT + CT + 0.4

)

(2.83)
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where R = rl, C = cl, RT = Rdrv

R , and CT = CL

C . By solving t in terms of v, a
delay expression can be obtained for the delay from t = 0 to the time when the
normalized voltage at the receiving end reaches v(= V/VDD). tv can be expressed
as

t = 0.1rcl2 + ln

(
1

1 − v

)
[
Rdrv(cl + CL) + rlCL + 0.4rcl2

]
(2.84)

For special values of v, that is, for 0.9 and 0.5, the following formulae can be
obtained:

t0.9 = 1.02rcl2 + 2.3(Rdrv(cl + CL) + rlCL) (2.85)

t0.5 = 0.377rcl2 + 0.693(Rdrv(cl + CL) + rlCL) (2.86)

These two expressions are identical to the expressions given in (2.82), and Table
2.2.

Second and Higher order LRC Delay models: Inter-chip wires on a typical package
substrate are characterized by low-loss dielectrics and by conductors with low resis-
tivity and a large cross section, making losses due to shunt conductance negligible -
i.e. obeys transmission line behaviour. The RC model is inadequate to accurately
model delay of these RLC transmission lines, because the RC model is more suitable
for modeling higher-order under-damped systems. In lossy transmission lines, both
RC and LC delays co-exist. For LC dominated wires, the signal propagation delay
is equal to it’s time-of-flight, representing the time required for a signal traveling
from one place to another at the wave velocity.

tLC = ttof = L
√

lwcw (2.87)

If a wire is a very resistive transmission line, the following empirical formula for
adding time-of-flight (ttof ) and conventional RC delay (trc) was found to predict
the total wire delay well [88 ].

tRLC = (t1.6
tof + t1.6

rc )
1

1.6 (2.88)

Alternatively, [89 ] has proposed an empirical formula for the propagation delay
of a RLC transmission line:

tRLC =
e−2.9ζ1.35

ωn
+ 0.74rwcwL2(RT + CT + RT CT + 0.5) (2.89)

where ζ = rwL
2

√
cw

lw
RT +CT +RT CT +0.5√

1+CT
, ωn = 1√

lwL(cwL+CL)
,CT = CL

cl , and RT =

Rtr

rwL .

2.4.3 Noise-on-Delay Effect

In nanometer technologies due to the scaling of line widths, increasing aspect ratios,
tight integration of wires, and larger die sizes increase the coupling between wires.
This leads to two effects in terms of interconnect or circuit performance: Crosstalk
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Noise, and Noise-on-Delay Effect (Dynamic Delay). Crosstalk noise corresponds to
noise bumps that are injected to an adjacent silent wire from switching wire, or
wires. The terminology that is frequently used in the context of crosstalk analysis
is to label the wire under consideration as the victim, and label any wires that
couple to it as aggressors.

Crosstalk noise analysis is very important due to shrinking noise margins, and
have to be considered at nearly every stage of high-speed circuit design in order to
reduce the number of expensive design iterations and ensure a successful design.
Therefore, computationally efficient and accurate crosstalk models are predomi-
nantly important to quickly identify the nets that violate noise margins because
a full-chip analysis scenario consists of a prohibitive amount of aggressor/victim
combinations. Therefore, a detailed simulation of crosstalk noise on a victim is
highly inefficient and time consuming.

Two major metrics are typically used to evaluate the impact of noise: Noise
peak (Vpeak) and noise width. Vpeak describes the maximum amount of crosstalk
noise between two nets, and its value depends on the coupling capacitance, other
loading capacitances and parasitic resistances, and slew rate of the aggressor, and
the victim driver strength. The noise width represents the length of time that the
value of the noise is larger than a given threshold. However, the most basic model
to estimate the crosstalk voltage is the charge-sharing model presented in much of
the literature [28 ]. It is of the form:

Vpeak =
Cc

Cc + Cgv
VDD, (2.90)

which is the upper bound of charge sharing, and valid only when the victim line is
highly resistive and the aggressor is switching very fast.

Even if Vpeak exceeds a certain threshold, the receiver may still be immune to
noise when the noise bump has a very narrow width and the receiver capacitance is
large. For this reason, the noise width is of a paramount importance in capturing
the overall performance effect.

To effectively capture the effect of coupling noise from adjacent wires on delay,
the most accurate method is to solve the coupled wire differential equation using
model decomposition. However, a switch-factor based decoupled model is signifi-
cantly more computationally efficient and widely used in delay estimation early in
the design cycle of state-of-the-art VLSI circuits. For capacitively coupled nets, a
coupling capacitance between two wires can be modeled as an effective capacitance
to the ground together with the wire’s self capacitance. This is a widely used theo-
rem in electronics known as Miller’s Effect [90 ]. Mathematically, the effective wire
capacitance can be represented as Cs +λCc, where λ is a switch-factor. λ is totally
dependent on the signal pattern on the neighbouring conductors (i.e. in-phase,
quiet, or out-of-phase); generally it is between (0, 2) for a victim with one aggres-
sor, and (0, 4) with two aggressors. However, Kahng et.al. in [91 ] show that the
effective capacitance depends on the delay offset between signals and the their slew
rates, and hence the switch factor takes values between (−1, 3) for two coupled nets.
This approximation is inaccurate since it assumes a constant slope for the voltage
waveforms. Ghoneima and Ismail, in [92 ], obtain Miller coupling factors based on
exponential waveforms. In addition to that [20 ] gives some empirical switch-factors
claimed to be accurate within 3-4%.
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↑, ↑

↑,−

↑, ↓

Figure 2.13: Crosstalk noise on delay effect, or the dynamic delay for a
5mm long interconnect. In this case only one aggressor has considered. Victim
input is going on upward transition and cases are shown when the aggressor is
switching from 0 to 1 (↑, ↑), quiet at 1 or 0 (↑,−), and 1 to 0 (↑, ↓).

Switching Pattern
(↑↑), (↓↓) (↑ −), (↓ −) (↑↓), (↓↑)

Traditional 0 1 2

Kahng et.al. [91 ] -1 1 3

Pamunuwa et.al.[20 ] 0 0.65 2.2

Ghoneima et.al.[92 ] -1.885 3.885

Table 2.3: Switch Factor Comparison

Moreover, since the electric field is effectively shielded by metal lines, when
there are multiple lines on the same layer, the capacitive coupling rapidly decays
increasing neighbours. In order to make the analysis simple while maintaining
sufficient accuracy, just the nearest neighbours can be considered [93 ]. Introducing
shielding lines effectively reduces the capacitive coupling noise.

It is worthwhile to discuss the nature of inductive coupling noise as well. The
fundamental difference between inductive and capacitive coupling noise is that
capacitive crosstalk noise always occurs in the same direction as the aggressor
switches, whereas inductive coupling noise is induced through the return current,
which opposes the direction of the aggressor switching and occurs more instanta-
neously than capacitive coupling noise. Moreover, since the return current induced
by inductive coupling spreads over a long range, even farther wires may suffer from
inductive crosstalk.

To accurately capture the mutual inductance coupling effect on delay, the tra-
dition is to use switch factors -1 and +1 for two wires switching in opposite and the
same direction respectively. Hence, the effective inductance term can be written as
Ls±Lm. Though it is simple to estimate switch factors for capacitive coupling and
inductive coupling for a victim with one or two aggressors, to capture the effect
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of many neighbours switching with long range inductive coupling needs a complex
analysis. The work in [94 ] presents a more physical methodology to estimate an
empirical switch-factor which is used to solve for loop RLC parameters. They gen-
eralize the switch factor based decoupling approach to multiple RLC line conditions
based on circuit theory.

2.5 Interconnect Energy Dissipation Analysis

Usually repeaters are inserted along on-chip global interconnects to reduce delay
which otherwise is proportional to the square of the wire’s length. As mentioned
earlier, these repeaters consume a large amount of the total power consumption
of a chip. In this section the modelling of energy consumption in a repeater is
discussed. Typically energy dissipation in a CMOS circuit is categorized into three
major components: dynamic, short-circuit and leakage. Dynamic and short-circuit
energy dissipation occurs only during switching events whereas leakage energy is
static.

2.5.1 Switching Energy

Each time a wire is driven from 0 to VDD, an energy amounting to CeffV 2
dd is

drawn from the power supply, where Ceff is the total effective load capacitance
which includes downstream wire capacitance. Half of this is stored in the load
capacitance while the rest is dissipated in the pull-up network of the driver. During
a VDD to 0 transition, the energy stored in the capacitance is dissipated in the pull-
down network of the driver.

The average dynamic energy dissipation for a switching event is given by:

Edyn =
1

2
CeffV 2

DD (2.91)

The energy dissipation per cycle depends on whether or not switching transitions
occur, and on the relative switching pattern of neighbouring wires as well. Switching
energy component is at about 70-90% of total energy consumption and most of the
time designers pay attension to reducing this component.

Vdd

C

Charge Dissipation
1
2CV 2

dd

1
2CV 2

dd

Discharge
Dissipation

Figure 2.14: Charge and Discharge Dissipation paths of a CMOS inverter.
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2.5.2 Short Circuit Energy

Due to the finite slew rate of signals, a brief period exists when both the PMOS and
NMOS devices in the inverter structures are simultaneously on, resulting in the flow
of a short-circuit current. With reference to Figure 2.15, when an upward transition
is applied to the input of an inverter, the NMOS transistor starts conducting as
soon as the input signal passes Vthn, but the PMOS transistor continues to conduct
until the input signal passes the value of VDD − Vthp. Hence a direct conducting
path exists from VDD to ground during this period. There is also a similar flow of
short-circuit current for a downward transition at the input.

VDD

VDD − Vtp

Vtn Ipeak

tsc
t1 t2

Figure 2.15: Voltage and current waveforms of a CMOS gate.

Many analytical models for short circuit energy estimation have been proposed
in the literature, and the most suitable model for our purpose is adopted here. The
current spike is assumed to be a triangle with a peak Ipeak, and a base tsc. Hence
the total short-circuit charge is Ipeaktsc, and the short-circuit energy is given by:

ESCl→h
=

1

2
IpeaktscVDD (2.92)

The peak short-circuit current is found using the Alpha-Power law [95 ], with
α = 1.3, which is a typical value for current technologies [87 ]. Hence the peak
current is:

Ipeak = Idsat

(
Vgs − Vt

VDD − Vt

)1.3

(2.93)

The saturation voltage of short-channel MOS transistors is much smaller than
that of long-channel devices Vgs − Vt. Here it is assumed that when Vgs = VDD/2,
the drain-saturated voltage is approximately VDD/8 which is enough to saturate
the device [87 ]. Similarly as is discussed in [87 ] tsc, the time that the short-circuit
current flows is found using Sakurai’s delay formula described in Section 2.4.2 [95 ].
This equation can be used to calculate t1 and t2 in Figure 2.15 by substituting
v = Vtn and v = VDD − Vtp respectively. Then tsc is simply t2 − t1 and results in:

tsc = ln

(
VDD − Vtn

Vtp

)

[Rd(Cd + Cg + Cw) + RwCg + 0.4RwCw] (2.94)

For current and future technologies Vth values are usually estimated as 20%-30%
of Vdd [87 ]. Hence in this analysis it is assumed that Vth = VDD/4, and ln(VDD −
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Vtn)/Vtp is equal to 1.09. The device resistance (Rd) is estimated by equating the
delays over the required switching range of the transistor and a lumped RC model
as described in Section 2.4.1(A).

2.5.3 Leakage or Static Energy

In the absence of switching activity (i.e. in the steady-state), a leakage current
flows through the reverse-biased diode junctions of the transistors, located between
the source or drain and the substrate. This contribution is very small compared
to the switching current but the junction leakage currents are caused by thermally
generated carriers, and it increases exponentially with increasing temperature [96 ].

Leakage energy is expected to dominate the overall energy consumption as
the technology scales; as [97 ] predicts, leakage will be a significant portion of the
total energy consumption which increases approximately 5× in each technology
generation. If not properly addressed, this is going to make a major impact in
nanoscale IC design.

The average leakage energy of a MOS transistor is given by

Eleakage =
VDDIleakage

fclk
=

VDD(IoffnWn + IoffpWp)

2fclk
(2.95)

where Ileakage is the subthreshold current, fclk clock frequency, Ioffn and Ioffp

are leakage current in NMOS and PMOS transistors respectively, and Wn and Wp

are the sizes of NMOS and PMOS transistors. The subthreshold current can be
computed when Vgs ≈ 0 by [98 ]:

Ileakage = I0e
(Vgs−Vth)

mVT (1 − e
−Vds

VT ) (2.96)

where I0 = µ0Cox
W
L VT e1.8, VT is the thermal voltage, and m the subthreshold

slope coefficient.
The expression (2.95) is multiplied by a factor of 1

2 to consider the effect of
switching, because on average, half the drivers will have an input of logic high,
while the other half will have logic low. The logic high signal turns on the NMOS
network of the driver and the leakage current is determined by the PMOS network;
the opposite happens for the drivers with a low input signal. In CMOS logic circuit
design usually the width of PMOS and NMOS transistors are adjusted so that
there is an equal amount of charging and discharging current at the load. Hence
Ioffn ≈ Ioffp.

2.6 Summary

Wires are not ideal as drawn in schematic diagrams but a parasitic element which
exhibits undesired effects that hinders the performance of electronic systems. These
non-idealities are usually captured by computing the electromagnetic bahaviour of
a wire using a tool set known as field solvers. This requires expensive simulations,
and requires lot of computational time. One way to reduce the complexity is to
partition the problem into a set of geometry dependent parasitics, and solving a
discrete electrical network made up of parasitic elements. The basic requirement in
this partitioning is to allow both efficiency in simulation and the required accuracy.
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Parasitic extraction basically pertains to calculating equivalent resistance, ca-
pacitance, and inductance for a given structure to build the electrical network.
Extracting resistance is straightforward, as DC resistance is quite adequate for
many cases. In contrast to that capacitance and inductance extraction have a high
geometry dependence. Usually inductive coupling is long range and the coupling
matrix for a multi-conductor system is fully populated whereas capacitive coupling
is short range and the matrix is sparse. Although based on many assumptions and
simplifications, closed-form formulae are sufficient for most occasions.

Electrical models of wires take different forms depending on accuracy and com-
putational complexity. Major questions in selecting an electrical model is when to
consider inductance and the frequency dependency in the models. Nevertheless a
distributed RC model with DC parasitic parameters are adequate for many on-chip
wires, and a lossy transmission model is suitable for off-chip wires.

Interconnect performance analysis methodologies are of utmost important in
successful physical design optimization and therefore, efficient yet accurate models
are required to estimate performance metrics such as delay, crosstalk, energy and
bandwidth.
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3

Electrical Modelling of Through-Silicon Vias

This chapter discusses general methodology that can be used to obtain closed-
form equations for TSV parasitics in terms of physical dimensions and ma-
terial properties. The proposed equations allow electrical modelling of TSV
bundles without the need for computationally expensive field-solvers, within
an error margin that makes them suitable for the system-conceptual studies
in typical 3-D IC design flows.

3.1 Introduction

S
tacking multiple processed chips or dies on top of each other into a vertical
structure provides opportunities for improving performance, for heterogeneous

integration, and for reducing form factor [39 ]. Stacking for example processor and
memory blocks vertically in the same neighbourhood, the performance of the overall
system can greatly be improved.

Wire bonding has been used as an interconnection between the stacked devices
and the circuit board. However, this technique is not appropriate for high perfor-
mance applications, because it causes several disadvantages such as limitation of
chip size reduction, and deterioration of signal integrity and high frequency char-
acteristics, and lower density. Therefore, a new vertical interconnect methodology,
through silicon via (TSV) based wafer-level integration (WLI) has been proposed
[99 , 100 , 101 , 102 ]. TSVs route the signal and power supply links through all
chips in the stack vertically (TSV based WLI process and alternative layer-to-layer
signal transmission methods are discussed in Section 4.4. ).

In order to analyze the electrical characteristics such as delay, Signal Integrity
(SI), and Power Integrity (PI) of a 3-D stacked chip, simulating the entire structure
in a field solver would take an unacceptable amount of computational time. To
reduce design time and mirror well established practices, it is desirable to model
the whole physical structure as a collection of parasitic parameters in equivalent
circuits. Chapter 2 has reviewed the already existing parasitic estimation tech-
niques for horizontal wire structures, but a comprehensive set of self-consistent
compact models for capacitance and inductance extraction in a TSV bundle do
not currently exist. Therefore, compact models to obtain TSV parasitics more ef-
ficiently than with the use of a computationally expensive field solver are essential
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in simulation-based explorations at the system-conceptual level in 3-D IC design.
This chapter outlines the trends in TSV parasitics, a methodology for generation of
compact models to estimate the parasitics and proposes a set of analytic equations
for estimation of the various parameters.

Recently, parasitic modelling of TSVs and investigation of signal transmission
characteristics in a TSV has received some attention in the literature. Alam et.al. in
[103 ] have used closed-form equations to estimate TSV resistance and capacitance
values as functions of their geometric parameters. These models have not been
validated thorough field-solver based simulation or experimental results. There are
a few works which provide high frequency parasitic models for TSVs [102 , 104 ,
105 ], but these do not report any DC parameter models. A recent work [106 ]
proposed an empirical delay model, but no explicit formulae are given for parasitic
parameter estimation. Although the propagation delay of a TSV is a function of
its physical dimensions, the more useful formulation would be to describe the TSV
using its equivalent circuit. This provides circuit intuition that allows not only
propagation delay calculation, but also power and energy calculations and signal
integrity analyses. Another work [107 ], published very recently, discusses trends
in TSV parasitics for a specific structure in the MIT Lincoln Lab 3-D integration
process. It presents a thorough study, articulating capacitive and inductive time
constants and loop inductance behaviour, but does not in general give a clear
methodology to estimate parasitics without the help of a field solver.

pv

db

rv

Figure 3.1: Top view of a TSV bundle. Here, rv is the radius of TSV, db is
the thickness of dielectric barrier, and pv is the pitch.

3.2 TSV Specification and Physical Modelling

Various forms of TSV processes have been proposed by the academia and the in-
dustry through out the past few years, but still a well established technology is
not known for the designers. However, the general structure of a TSV is assumed
to have a uniform circular cross-section. The material used for TSVs is Cu, with
an annular dielectric barrier typically of silicon dioxide (SiO2) or Silicon Nitride
(Si3N4) surrounding the copper cylinder. Further, a thin annular Titanium Nitride
(TiN) layer is usually deposited between the Cu and SiO2 layers, which acts as
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an adhesion layer [108 ]. This TiN barrier layer has been neglected for the sake of
simplicity and to reduce computational time in the field solver, since its inclusion
has an apparently negligible effect on the parasitic parameters. Also, the high resis-
tivity in TiN region will staunch the current flow in it, and concentrated in copper
bar. The notation used to represent the TSV physical dimensions, as well as their
simulated ranges where relevant is shown in Table 3.1. The geometrical quantities
in Table 3.1 refer to those specified in Figure 3.1.

In a 3-D chip stack, the likely configuration for TSVs is in a regular matrix, for
which a representative unit is a 3× 3 bundle. Such a structure has been simulated
in a 3-D/2-D quasi-static electromagnetic-field solver specifically used for parasitic
extraction of electronic components [32 ]. This tool utilizes the Finite Element
Method (FEM) and the Method of Moments (MoM) to solve Maxwell’s equations
and estimate RLGC parameters of a structure.

Notation Description Simulated range
rv TSV radius 10µm − 40µm
lv TSV length or height 20µm − 140µm
db SiO2 dielectric barrier thickness 0µm − 1µm
sv Separation of two TSVs 40µm − 200µm
pv Pitch of TSVs (pv = sv + 2(rv + db))
σ Conductivity of Bulk Copper 58 × 10−6 S/m
ǫSiO2 Relative permittivity of SiO2 3.9
ǫSi Relative permittivity of Si 11.9
ǫ0 Permittivity of air 1

36π × 10−9 F/m
µ0 Permeability of air 4π × 10−7 H/m
Rtsv Resistance of a TSV
Ctsv Capacitance of an isolated TSV
Ltsv Inductance (self) of an isolated TSV

Table 3.1: Notations and simulated ranges of physical dimensions

3.3 Trends in Parasitic Parameter Values

In this section, we discuss trends in TSV parasitic parameter values for three differ-
ent configurations: for an isolated TSV, two parallel TSVs, and a 3×3 TSV bundle.
The simulated data for selected points are plotted to give the reader a qualitative
sense of the variation of the parasitic parameters with relevant variables.

3.3.1 Isolated TSV

The equivalent electrical circuit diagram for an isolated TSV is a conventional T-
model wire segment including parasitic resistance, inductance and capacitance to
ground, as shown in Figure 3.2.
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Figure 3.2: Equivalent Circuit for a single TSV.
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Figure 3.3: Variation of TSV Resistance with its radius and length.

(A) Resistance

The variation of resistance shows the expected linear inverse and proportional rela-
tionships with cross-section and length respectively (see Figure 3.3). This accounts
for the quadratic dependence of resistance on radius, for a given length. For a given
radius, the resistance increases linearly with length.

(B) Capacitance

Figure 3.4 shows the variation of TSV capacitance with radius and length when db =
0.2 µm. As both radius and length increase, capacitance increases monotonically.
This can be seen both in the surface plot and the line plots. This calculation of
capacitance assumes a reference at infinity.
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In Figure ??, for various length and radii combinations, TSV capacitance is
plotted against dielectric barrier thickness. The variation of capacitance with db is
not significant.

(C) Inductance

Variation of TSV inductance with radius and length is shown in Figure 3.6. As evi-
dent from the figure, TSV inductance increases with increasing length, but decreases
with increasing radius, as predicted by the analytic formulation of inductance for
an isolated conductor. It can be seen from the figure that as radius increases TSV
inductance initially decreases and eventually levels off with further increases of
radius.

3.3.2 Two Parallel TSVs

The electrical model of two parallel TSVs including coupling is shown in Figure
3.7. The subsequent plots are for the values of coupling or mutual capacitance Cc,
self capacitance Cs, mutual inductance Lm and self inductance Ls. The resistance
Rtsv is the same as for an isolated TSV.

(A) Capacitance

The coupling capacitance between two TSVs is a function of radius, length and
inter-via spacing, as well as dielectric barrier thickness and permittivity. The higher
the dielectric barrier thickness, the lower the parasitic coupling between two TSVs,
as can be seen in Figure 3.8.
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Figure 3.8: Variation of coupling capacitance with dielectric barrier thickness.

In order to achieve a high density of TSVs, a dielectric thickness that is as small
as possible is desirable, and is generally a constant for a particular technology. The
dielectric barrier thickness is assumed to be 0.2 µm and this value is used in further
simulations.

Figure 3.9 shows the variation of coupling capacitance between two TSVs with
spacing for different radii and lengths. For a higher radius and length the coupling
capacitance is higher. As expected, coupling capacitance decreases with increasing
spacing, becoming asymptotically zero as the spacing approaches infinity. The
coupling capacitance of a TSV increases monotonically with increasing radius and
decreasing spacing. As the TSV spacing increases, the self capacitance increases,
and finally reaches a limit that is the capacitance of an isolated TSV for the given
geometrical parameters. This variation is depicted in Figure 3.10.
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Figure 3.11: Variation of mutual inductance of two TSVs with radius and
spacing for different lengths.

(B) Inductance

The self inductance of a TSV is not affected by the presence of a neighbouring
TSV. Therefore, self inductance of a TSV in a two parallel configuration (or a TSV
bundle) is the same as that of an isolated TSV. Figure 3.11 depicts the variation
of TSV inductance with radius (rv) and inter-via spacing (sv). Subplots represent
different TSV lengths. As can be expected, the mutual inductance levels off to the
same value for different radii with increasing sv. Intuitively, mutual inductance
should asymptotically approach zero as the spacing goes to infinity. The mutual
inductance also levels off with increasing radius.

3.3.3 TSV Bundle

In a TSV bundle there exists mutual coupling between any two TSVs. For con-
venience, the naming convention of TSVs in a bundle as illustrated in Figure 3.12
is adopted; the middle TSV is denoted as M for Middle and the others named in
relation to their orientation with respect to the M TSV; for example, North (N),
North East (NE), etc. Then the capacitance between TSV NE and TSV SW is
denoted as CNE,SW .
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(A) Capacitance

The field-solver gives the total capacitance for a given TSV which is the summation
of the self and all coupling capacitances to every other TSV. Figure 3.13 depicts
the self-capacitance in (a) and the total capacitance in (b) of the middle TSV in
a bundle. As the inter-via spacing increases the self capacitance increases and
finally reaches the capacitance of an isolated TSV. Increasing spacing also results
in decreasing total capacitance due to the diminishing contribution of coupling
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Figure 3.14: Variation of coupling capacitance with spacing in a TSV bundle.

capacitance.

Variation of the various TSV coupling capacitances shown in Figure 3.12 with
inter-via spacing for a TSV with radius 35 µm is given in Figure 3.14. Among them,
CM,E is most significant in comparison to all other terms. The terms CNE,SW ,
CNE,SE and CE,SW are relatively small because the intervening TSV acts as a
shield. In other words, electric field lines tend to terminate on the nearest conduc-
tor.

The nature of capacitive coupling of a TSV at the center in a 7× 7 bundle and
all the surrounding TSVs is depicted in Figure 3.15 for sv = 20 µm. As in the
on-chip case, the capacitive coupling terms to nearest neighbors dominate over the
coupling terms to nonadjacent lines, which are mostly insignificant. With reference
to the naming convention proposed earlier, the distances from M TSV to N,E,S
and W TSVs are the same, while the distances to NE, NW, SE and SW TSVs
are also equal. Therefore, their coupling capacitances are also equal. Within the
set of nearest neighbors the lateral terms (CM,E) are more significant than the
diagonal terms (CM,SE). This is observable in Figure 3.15 and is due to the fact
that the diagonal neighbors are partly shielded by the lateral conductors and the
non-adjacent lines are almost completely shielded by the ring of adjacent lines.

(B) Inductance

The self and mutual inductance terms in a bundle exhibit markedly different char-
acteristics to the capacitance, due to the fact that magnetic flux lines extend far
more globally than electric field lines. The self inductance for example, shows a
negligible variation with inter-via spacing (Figure 3.16).

Significantly, the coupling terms between non-adjacent lines are not negligible,
as shown in Figure 3.17. The different terms decrease with increasing inter-via
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Figure 3.17: Variation of Mutual inductance with inter-via spacing in a 3
times 3 TSV bundle

1
2

3
4

5
6

7

1
2

3
4

5
6

7

0

0.5

1

N
o

rm
a

lis
e

d
 I

n
d

u
c
ta

n
c
e

Figure 3.18: Mutual inductance between C TSV of a 7×7 bundle normalized
to self inductance C TSV for physical dimensions rv = 20 µm,lv = 80 µm and
sv = 20 µm.

spacing, and gradually converge. These values should reach zero asymptotically, as
the inter-via spacing tends to infinity.

In the case of inductance, the coupling is significant within the entire bundle
because magnetic field lines tend to permeate the length and breadth of the global
structure, again analogous to the on-chip case. This relationship can be observed
in Figure 3.18.

66



3.4. COMPACT MODELLING OF TSV PARAMETERS

3.4 Compact Modelling of TSV Parameters

The parasitic parameters of TSVs in a bundle have complex field dependence pred-
icated on the physical geometry, and the material constants. Identifying these
dependencies and creating a simple compact model is a challenging task. The data
to be matched consists of electrical quantities extracted from a field solver for a
range of physical dimensions.

Two methods can be identified for derivation of formulae for the prediction of
these TSV parasitics. One method is the response surface method [109 ], where
a least-squares approach is used to estimate formulae in terms of linear, square,
and product terms of all independent variables. Though it is quite simple to come
up with an equation using this method, the outcome is a long and unwieldy set
of equations, providing no physical insight, or portability for different boundary
conditions.

The second method, which is used in this work, is to use dimensional analysis
[110 , 111 ]. Dimensional analysis enables the number of independent variables
in a function to be reduced, through the combination of two or more variables
into a single variable, such that the resulting variable is dimension neutral. The
combination of the variables has to be carried out in such a way that the resultant
variable has a meaningful interpretation.

A 3 × 3 TSV configuration (see Figure 3.1) is a general representative unit
of a bundle. In such a structure, the TSV in the middle experiences lateral as
well as diagonal coupling. In order to get a clear insight into the self and mutual
components of capacitance and inductance, the full model is built up by studying
an isolated TSV first, followed by a 3 × 3 bundle.

3.4.1 RLC Extraction of an Isolated TSV

Figure 3.2 shows the equivalent circuit for the TSV structure, while Table 3.2
indicates the resistive, inductive and capacitive parasitics as well as the (L/R) and
(RC) time constants for various TSV geometry combinations. It is found that
the L/R time constant is several orders of magnitude greater than the RC time
constant. This reveals that in a TSV inductive effects dominate, and that it acts
like a transmission line. In analyzing TSV delays an RLC transmission line model
appears to be more accurate than an RC line as widely used in on-chip wire delay
models.

(A) Resistance

Resistance can be described accurately as a function of its conductivity and cross
sectional area. For a TSV with its radius rv, conductivity of material σ, and length
lv, the resistance is:

Rtsv = f(lv, rv, σ) (3.1)

Rvia =
lv

σπr2
v

(3.2)
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lv rv db Rtsv Ltsv Ctsv
Ltsv
Rtsv

RtsvCtsv

(µm) (µm) (µm) (mΩ) (pH) (fF ) (ns) (fF )

20 5 0.2 4.44 6.18 3.81 1.39 0.017
20 10 0.4 1.11 4.13 4.75 3.72 0.015
140 20 0.2 1.94 56.48 21.32 9.16 0.041
40 20 0.2 5.55 8.27 9.52 1.49 0.053
40 40 0.4 1.39 5.08 12.25 3.66 0.017
140 40 0.2 0.49 40.31 9.04 82.98 0.004
70 70 0.2 0.08 8.89 8.14 12.01 0.001
140 70 0.2 0.16 28.94 10.79 182.45 0.001

Table 3.2: RC and L
R time constants of an isolated TSV

0 10 20 30 40 50
0

1

2

3

4

5

6

Formula

Field Solver

rv in µm

R
t
s
v

l v
in

Ω

Figure 3.19: Variation of TSV resistance with its radius.

As usual, TSV resistance can also be expressed in unit length format, which is:

rvia =
Rvia

lv
⇒ rvia =

1

σπ

1

r2
v

[Ωm−1] (3.3)

The simulated values are accurate within 98% of those found from the analytical
equation given in (3.2); see Figure 3.19.

(B) Capacitance

The capacitance Ctsv of an isolated TSV is a function of its geometry, i.e. radius
rv, length lv, and thickness of SiO2 barrier db, as well as the effective permittivity
of the surrounding dielectrics, ǫ. Using the principles of dimensional analysis, Ctsv

may be expressed as a function of dimensionless variables as follows:

Ctsv

ǫ0lv
= f

(
lv
rv

,
db

rv

)

(3.4)

68



3.4. COMPACT MODELLING OF TSV PARAMETERS

Note that the independent dimensionless variables have been selected so that they
represent a meaningful physical quantity, such as aspect ratio (height to diameter
ratio).

For a given technology, since the dielectric barrier thickness is a constant, the
capacitance model is characterised under the assumption that its dielectric thickness
is held constant at 0.2 µm. This assumption is logical given that db is a constant
related to the technology, as well as the considerable reduction in complexity af-
forded by not treating this parameter as an independent variable. It is possible to
recalibrate the equation constants for different db values. Should there be a need
to treat db as an independent variable the model could perhaps be revisited.

Therefore, Ctsv is now reduced to a function of one independent variable. For
various combinations of lv and rv, the plot of Ctsv

ǫlv
against the aspect ratio, lv

rv
, is

shown in Figure 3.20 .

Ctsv

ǫlv
= f

(
lv
rv

,
db

rv

)

(3.5)

The relationship between Ctsv

ǫlv
and lv

rv
can be expressed in the form of a compact

model as:
Ctsv

ǫ0lv
=

63.34

log
(

1 + 5.26 lv
rv

) (3.6)
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Figure 3.20: (a) Variation of Ctsv

ǫ0lv
vs lv
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ratio, and (b) percentage error in

predicted and extracted values.

Even though Equation (3.6) does not contain a term that represents dielectric
barrier thickness db, since the variation of capacitance with db is not significant
for typical ranges, the proposed empirical self-capacitance formula has a maximum
error contained to within 8% for the simulated range of 0 < db < 1 µm. The form
of the equation is derived from analytical insight given by field theory.
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(C) Inductance

The inductance of an isolated TSV is a function of the geometrical parameters of
radius rv and length lv and permeability µ of the surrounding medium. Due to the
nature of the electromagnetic field, the dependence of inductance on db is negligible.
Again using dimensional analysis, the TSV inductance can be expressed as:

Ltsv

µlv
= f

(

rv

lv

)

(3.7)
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Figure 3.21: (a) Variation of Ltsv

µ0lv
vs lv

rv

ratio, and (b) percentage error in
predicted and extracted values.

The variation of L
µlv

versus lv
rv

is depicted in Figure 3.21. The empirical formula

in (3.8) can be formulated for the self-inductance of an isolated TSV. The maximum
error in this model is contained to within 3%. As with the capacitance, the form
of the function is suggested by field theory.

Ltsv

µlv
= 0.16ln

(

1 + 0.9
lv

rv

)

(3.8)

3.4.2 RLC Extraction of a TSV Bundle

(A) Capacitance

In a TSV bundle, the self and coupling capacitance between each and every TSV
can be defined by:

Cbundle =











C1,1 −C1,2 · · · −C1,n

−C2,1 C2,2 · · · −C2,n

...
...

. . .
...

−Cn,1 −Cn,2 · · · Cn,n











(3.9)
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In (3.9), the diagonal element Ci,i represents the sum of the self and inter-via
coupling capacitances Ci,j as given in (3.10).

Ci,i = Ci,0 +

n∑

j=1

Ci,j (3.10)

As we have discussed in section 3.3.3(A), the capacitive matrix is sparse; the
main diagonal and adjacent diagonals are populated while the other entries vanish-
ingly small compared to the coupling capacitances to nearest neighbours (Figure
3.15). Therefore, it is reasonable to model the coupling between nearest neighbours.
Intuitively a 3×3 bundle is the representative unit for a any size TSV bundle, and in
a 3×3 bundle. the symmetry in the structure is exploited to reduce the number of
terms to be investigated. Referring the naming convention given in Figure 3.22 the
distances from M TSV to N, E, S and W TSVs are the same, as are the distances
to NE, NW, SE and SW TSVs. Therefore, the closed-form capacitance formulae
for the total capacitance of C, N, and NE TSVs (Ci,i), and their coupling terms to
the nearest neighbours (Ci,j) as defined in Figure 3.22 is proposed for early signal
and power integrity estimation of 3-D ICs.

The formula for the total capacitance Ct for N, NE and C TSVs is of the form:

Cclat

Cclat Cclat

CclatCdiag

Cdiag

Cdiag

Cdiag
Cplat

CplatCplat

Cplat

Cplat

CplatCplat

Cplat

N

EW

S

NENW

SE SE

M

Figure 3.22: TSV bundle nearest neighbour coupling capacitances.

Ct = Ctsv +
ǫ0lv

ln
(
k5

pv
rv

)

[

k1

(
pv

rv

)k2

+ k3

(
pv

lv

)k4
]

, (3.11)

and the constants are defined in Table 3.3.
As TSV pitch approaches to infinity, the total capacitance of a TSV in a bun-

dle should approach to the capacitance of an isolated TSV (Ctsv). In (3.11) the
constants k2 and k4 are negative and therefore, as pv approaches to infinity Ct

approaches to Ctsv. The isolated TSV capacitance formula Ctsv has a maximum
error contained within 6% for the simulated range.

The formula for coupling capacitance Cc terms which are defined in Figure 3.22
of a TSVs in a bundle is of the form:

Cc =
k1ǫ0lv

ln
(
k2

pv
rv

)

[

1 + k3

(
pv

rv

)k4

+ k5

(
pv

lv

)k6

+ k7

(
pv

lv

)k8
]

, (3.12)
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k1 k2 k3 k4 k5 k6 k7 k8 Max. % Error Average % Error
(a) Ct M 34.0156 -0.8350 20.3800 -0.150 0.55 - - - 6.7 2.2
(b) Ct N 37.5900 -1.0830 19.3406 -0.156 0.57 - - - 5.5 2.0
(c) Ct NE 33.5413 -1.3317 17.1720 -0.168 0.59 - - - 4.5 1.6

(d) Cc l 10.191 0.5490 -0.014 0.796 0.054 -1.157 -0.018 -0.600 8.7 1.9
(e) Cc p 3.180 0.5440 -0.199 0.586 0.122 0.540 2.176 0.110 10.9 1.8
(f) Cc d 18.117 28.457 -1.734 -2.178 0.600 -0.518 -0.470 0.188 8.0 1.4

(g) Cs M 0.1505 -0.0071 -0.091 0.1849 -1.9371 6.9577 -0.0131 -0.0354 48.0 7.8
(h) Cs N 0.6876 -0.0390 -0.0583 1.8076 -0.2229 11.3537 0.0402 -13.1813 10.2 1.9
(i) Cs NE 0.3406 -0.0345 -0.0686 5.0708 -0.1530 -5.6346 -0.3859 -0.7643 13.3 2.0

Table 3.3: Constants for Total, Coupling and Self Capacitances of 3 × 3 TSV bundle.
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and the constants k1, · · · , k8 are given in Table 3.3.

However, the well establish practice is to distribute the total capacitance of a
wire into its self (Ci,0) and capacitive components (Ci,j) such that those can be
used in a circuit simulator for signal integrity analysis. Coupling capacitance terms
have already been presented in (3.12), and the self capacitance component can be
estimated using:

Cs = Ctsv

{

1 − k1e
(k2

pv
rv

+k3
pv
lv

)

[

k4

(
lv
rv

)k5

+ k6

(
pv

rv

)k7

+ k8

]}

(3.13)

where the constants are given in the last three rows of Table 3.3.

Also shown in Table 3.3 are the absolute maximum errors. As can be seen, all
models have a minimum accuracy over the full simulated range of approximately
90%, except in the case of the self capacitance term Cs M , which has a maximum
error of approximately 50%. However, the comparison between the calculated Ct

values from the proposed equations and extracted values for M,N, and NE TSVs
have maximum absolute errors 2.3%,3.6%, and 2.9% respectively. It may seem
that such an error renders this particular model unusable, but all large errors are
contributed by capacitance values that are negligible for any meaningful delay, SI
or PI analysis, because for those geometries, the self capacitance is a very small
fraction of the total capacitance which is dominated by the coupling terms. This is
borne out in Figure 3.24, where all large errors are for self capacitance values that
fall within 5% of the total capacitance.

In this range, the self capacitance values are indistinguishable from numerical
noise in the field solver. Hence the error of this model for meaningful capacitance
values (greater than roughly 5% of the total capacitance) is no more than approx-
imately 15%. For example, comparisons between the calculated and extracted Ct

values for M, N, and NE TSVs in this range have maximum absolute errors of
2.3%, 3.6% and 2.9% respectively.

Further, circuit simulations were carried out for a structure with a representa-
tive geometry within the high error range to investigate the worst-case delay and
coupled noise of the M TSV in a 3 × 3 bundle using values for Cs M that vary
+50% and −50% from the nominal field solver extracted values (Figure 3.25). The
simulations verify that the errors in delay and noise are restricted to 1% and 4%
respectively; i.e. the large errors in the insignificant Cs M values are not reflected
in high-level metrics. The average absolute error over all values is also shown in the
table, which emphasises that the maximum errors are for a few pathological cases,
and the overall fit is within a few percentage points of the simulated values.

(B) Inductance

The self and mutual inductance terms for a TSV bundle is defined by:

Lbundle =








L1,1 L1,2 · · · L1,n

L2,1 L2,2 · · · L2,n

...
...

. . .
...

Ln,1 Ln,2 · · · Ln,n








, (3.14)
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Figure 3.23: Percentage Error in parasitics estimated from formulae (3.11), (3.12), and (3.13) for the order (a)-(i) given in
Table 3.3.
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Figure 3.24: Error plot of Cs M as a fraction of Ct M .
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Figure 3.25: Normalised output signal on the middle conductor in a 3×3 TSV
bundle using nominal parasitic values obtained from the field solver, as well
as worst-case minimum and maximum error combinations when all adjacent
TSVs switch from ’1’ to ’0’.

where diagonal elements represent the self inductance (Ls) of the TSVs in a bundle,
and off diagonal terms the mutual inductance between TSVs in the bundle. Induc-
tive coupling is long range and therefore the inductance matrix is well populated,
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with all elements being non-negligible. Inductive coupling is long range and there-
fore the inductance matrix is well populated, with all elements being non-negligible
(Refer Figure 3.18).

The self inductance of a wire is not affected due to the presence of neighbouring
wires, an observation borne out by simulations of two parallel TSVs. Therefore,
the self inductance Ls can be estimated from the equation derived for an isolated
conductor. However, mutual inductance between lines is a function of the effective
permeability of the material, as well as the geometrical parameters of TSV length
lv, radius rv, and the distance between the lines (the center to center distance, say
dv).

Lm = f(µ, rv, lv, dv) (3.15)

Following principles of dimensional analysis, (3.15) can be expressed as a function
of dimensionless quantities:

Lm

µlv
= f

(

rv

lv
,
dv

lv

)

(3.16)
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Figure 3.26: Variation of mutual inductance (Lm) of Two TSVs with distance

Figure 3.26 depicts the variation of mutual inductance between two parallel
TSVs with pv

lv
for various rv

lv
combinations. The empirical formula modelling this

behaviour is:
Lm

µlv
= 0.199ln

(

1 + 0.438
lv

dv

)

(3.17)

The maximum error in this model is contained to within 8%.
A snapshot of some of the data points illustrating the accuracy of the models

is shown in the following tables. The extracted inductance values for a 3 × 3 TSV
bundle for lv = 70 µm, pv = 101 µm and rv = 25 µm, are shown in Table 3.4.
The values predicted from the proposed models and the error in comparison to the
simulated values are shown in Table 3.5 and Table 3.6 respectively.
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L Middle E N NE NW S SE SW W

Middle 17.82 4.735 4.737 3.392 3.391 4.734 3.391 3.39 4.733

E 4.735 17.82 3.39 4.736 2.158 3.39 4.736 2.158 2.408

N 4.737 3.39 17.8 4.737 4.736 2.409 2.158 2.158 3.391

NE 3.392 4.736 4.737 17.77 2.41 2.158 2.41 1.71 2.158

NW 3.391 2.158 4.736 2.41 17.76 2.158 1.71 2.41 4.738

S 4.734 3.39 2.409 2.158 2.158 17.82 4.737 4.733 3.39

SE 3.391 4.736 2.158 2.41 1.71 4.737 17.77 2.41 2.158

SW 3.39 2.158 2.158 1.71 2.41 4.733 2.41 17.81 4.733

W 4.733 2.408 3.391 2.158 4.738 3.39 2.158 4.733 17.82

Table 3.4: Extracted inductance values for a TSV bundle lv = 70 µm, pv =
101 and rv = 25µm.

L Middle E N NE NW S SE SW W

Middle 17.71 4.641 4.641 3.404 3.404 4.641 3.404 3.404 4.641

E 4.641 17.71 3.404 4.641 2.228 3.404 4.641 2.228 2.474

N 4.641 3.404 17.71 4.641 4.641 2.474 2.228 2.228 3.404

NE 3.404 4.641 4.641 17.71 2.474 2.228 2.474 1.785 2.228

NW 3.404 2.228 4.641 2.474 17.71 2.228 1.785 2.474 4.641

S 4.641 3.404 2.474 2.228 2.228 17.71 4.641 4.641 3.404

SE 3.404 4.641 2.228 2.474 1.785 4.641 17.71 2.474 2.228

SW 3.404 2.228 2.228 1.785 2.474 4.641 2.474 17.71 4.641

W 4.641 2.474 3.404 2.228 4.641 3.404 2.228 4.641 17.71

Table 3.5: Predicted inductance values for a TSV bundle lv = 70 µm, pv =
101 µm and rv = 25 µm from (3.8) and (3.15).

Error Middle E N NE NW S SE SW W

Middle 0.61 2 2 -0.36 -0.37 2 -0.37 -0.4 2

E 2 0.61 -0.4 2 -3.3 -0.4 2 -3.3 -2.7

N 2 -0.4 0.51 2 2 -2.7 -3.3 -3.3 -0.39

NE -0.36 2 2 0.31 -2.7 -3.2 -2.7 -4.4 -3.3

NW -0.37 -3.3 2 -2.7 0.25 -3.2 -4.4 -2.7 2.1

S 2 -0.4 -2.7 -3.2 -3.2 0.61 2 2 -0.42

SE -0.37 2 -3.3 -2.7 -4.4 2 0.33 -2.7 -3.3

SW -0.4 -3.3 -3.3 -4.4 -2.7 2 -2.7 0.54 2

W 2 -2.7 -0.39 -3.3 2.1 -0.42 -3.3 2 0.61

Table 3.6: Error between predicted and simulated inductance values for a TSV
bundle lv = 70 µm, pv = 101 µm and rv = 25 µm from (3.8) and (3.15).

3.5 Summary

This chapter outlined trends in TSV parasitic parameters for typical geometries and
materials for a general three-dimensional integration technology. The variation of
each parameter with respect to its physical dimensions was thoroughly investigated,
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starting from an isolated TSV to a TSV bundle with 3×3 in parallel. The capacitive
and inductive coupling in a bundle scenarios in a bundle has also been considered.

Simple yet accurate models for estimating delay and signal integrity of TSV a
bundle are necessary for successful early analysis in 3-D integrated circuits. A de-
tailed methodology for modelling of parasitic parameters using physical dimensions
and material constants using dimensionless analysis was discussed, and compact
closed-form equations for modelling resistive, inductive and capacitive parasitic
parameters of through-silicon vias are proposed. Compact models are useful in
system-conceptual level explorations of 3-D ICs. Specifically, they can be used for
prediction of parasitic parameters in the estimation for comparison of performance
and signal integrity related metrics.
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4

Signalling Techniques for On-Chip Global

Interconnects

Different signalling techniques are used for on-chip global interconnects for
efficient transmission of data. This chapter looks into those techniques at dif-
ferent hierarchical levels extending from 2-D planar chips to vertically stacked
chips with TSVs.

4.1 Introduction

S
hrinking of the minimum feature size used in fabrication of ICs has resulted in
exponential growth of performance and functionality over the past four decades.

The integration of millions of devices on a single die however poses many difficult
engineering challenges, most notably in power management and on-chip communi-
cation. As chip complexity and area grow, despite the best efforts to exploit locality
with innovative architectural solutions, the average distance across which a bit has
to be transferred has increased, and interconnection delay is a key bottleneck in
modern digital design. Scaling of wires and tighter integration has also resulted
in signal integrity problems which only add to the interconnection woes; cross-talk
between signal lines results in signal corruption and variable delay, depending on
the respective switching patterns.

A key technique in reducing propagation delay and signal degradation is re-
peater insertion. Although very effective and simple, this has an adverse effect on
power consumption, and it has been estimated that over 50% of the power in a high
performance microprocessor is dissipated by repeaters charging and discharging in-
terconnects [21 , 22 , 23 ]. Furthermore, over 90% of this power is concentrated in
only 10% of the interconnects; i.e. those which are classed as global and run for a
significant fraction of the die length.

In this chapter discusses on-chip global signalling techniques proposed for two
and three-dimensional integrated circuits in detail. The discussion starts with gen-
eral design strategies for on-chip interconnects that can be used at different levels
of hierarchy. Then, a smart repeater that consumes less energy, and is suitable
for exactly these kinds of global interconnections is proposed [112 ]. Finally, signal
transmission characteristics of TSV based vertical interconnects are discussed.

79



CHAPTER 4. SIGNALLING TECHNIQUES FOR ON-CHIP GLOBAL INTERCONNECTS

4.2 Design Methodologies for On-Chip Interconnects

Design methodologies for interconnects may be discussed under several categories:
technological, layout and routing, circuit and signaling, and architectural levels.
The technological level methodologies and their limitations in the nanometer era
have been outlined in section 1.3, therefore this section restricts to discuss the other
three levels only.

4.2.1 Layout and Routing Level

Layout techniques are usually integrated in placement and routing tools to reduce
undesired induced effects in bus wire structures. A few such methods are: wire
spacing, shielding, wire ordering, wire swizzling, wire sizing and shaping. Moreover,
these techniques are limited by the available bus area, via blockage, nature of the
coupling etc.

Wire spacing is the simplest technique that can be used to reduce crosstalk as
the farther the aggressor, the lower the crosstalk noise. The added benefit of this
method is the improved manufacturability of the design and the reduced power
consumption. Furthermore, the increase in wire loop inductance caused by wire
spacing will offset some benefits of the reduction in coupling capacitance. Placing
a GND or VDD wire - shield wire - between two signal wires may effectively reduce
the capacitive coupling, and hence dynamic delay. The effective capacitance of
the interconnect is almost fixed and no longer depends upon the signal switching
activity. With shielding, the normalized peak crosstalk noise can be reduced to
less than 5% of Vdd for RC interconnects with lengths ranging up to 2 mm [113 ].
However there is always a trade-off between the maximum cross-talk allowed and the
total bus wire area. More effectively, since the inductive coupling effect decays much
slower than the capacitive effect, spacing is not so effective when the inductance
is dominant. However, inserting a shield line between two wires reduces the loop
inductance, since the current return path is adjacent. Due to the importance of
the on-chip clock signal, the clock distribution network in a high speed circuit is
generally shielded on both sides in the same layer [114 ]. The primary drawback of
the shielding technique is the overhead of the metal resources. Active shielding is a
variation of shielding methodology in which the shield lines on either side are not
connected to GND or VDD, but connected to the signal itself [115 ]. Then, with
the signal, shield lines too switch in-phase, and reduces the effective driver load,
thereby increasing the performance by trading off additional area as well as power.

Additionally, inter-wire coupling can be reduced by asserting a maximum length
over two sensitive wires can be routed next to each other, known as net ordering
[116 , 117 ]. The net-ordering technique, however, is less efficient in reducing long
range inductive coupling. In [117 ], the net-ordering and shield insertion techniques
are simultaneously performed to minimize both capacitive and inductive coupling.
In bus wire structures, wires can be swizzled; they are split into several segments,
and the wire order in each segment are changed. In this technique the maximum
run length for two particular wires is reduced [118 ] and both the capacitive and
inductive coupling among the wires averages out for each wire, reducing both the
worst case delay and the delay uncertainty [119 , 118 ]. [118 ] claims that it can
provide up to 31.5% reduction in worst-case delay and 34% reduction in delay
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uncertainty. This technique may require more vias in order to effectively swizzle
wires in a bus.

Wire sizing is very efficient to optimize delay in non-coupled RC lines, because
resistance of the wire is reduced with wider wires. For coupled lines, still the
delay reduction by resistance outperforms that due to increased capacitance. For
inductive wires, as is shown in [37 ], low-frequency inductance does not decrease by
more than 10% by doubling the wire width, and the reduction at high frequencies
is even smaller due to the skin and proximity effects.

Widening the interconnect decreases the resistance while increasing the capac-
itance, and there will be an optimum wire size for a given cost function. In many
cases, propagation delay was the target cost function, but power dissipation and
bandwidth is also introduced. By explicitly characterizing the relationship between
the interconnect parameters and wire geometries, the trade-offs among the delay,
bandwidth, and power of the global interconnect can be found [120 , 121 ]. As
the inductance became important, new optimization algorithms were introduced
[120 ]. There is detailed discussion given in [122 ] that the width of an inductive
interconnect affects the power consumption in wires.

Wire shaping in RC or RLC dominated wires can improve their speed, and
the optimum shaping which minimizes the delay is a decaying exponential function
from the driver towards the load [123 , 124 ]. However exponential shaping is more
difficult to implement than uniformly sized wires. The research described in [124 ]
claims that wire tapering improves the speed by only 3.5% as compared to uniform
wire sizing with optimum repeater insertion.

Widely used rules of thumb to optimize RLC nets are [29 ]: to provide as many
as close return paths to a signal as possible, and to use larger than minimal wire
spacing because the resultant reduction in coupling capacitance is greater than the
increase in loop inductance.

4.2.2 Circuit Level

In this section, circuit level techniques that reduce crosstalk, propagation delay, and
power consumption are reviewed. For several decades, buffer (or repeater) insertion
has been the effective methodology used for improving interconnect performance,
but during recent years there has been several other techniques proposed. This
thesis proposes such a circuit level solution for global on-chip interconnects.

As the resistance and coupling capacitance significantly increases with wire
length, the global wire delay increases exponentially. The most common method
of reducing this delay over long interconnects is to insert repeaters at appropriate
positions; it makes wire delay proportional to the length. Since the buffer inser-
tion breaks a wire into several smaller sections, it efficiently reduces the inductive
effects by shortening the current return path. When trep is the repeater delay, an
approximation equation for the line delay (td) with repeater circuits is given by:

td = RdcwL +
rwcwL2

2k
+ (k − 1)trep. (4.1)

It can be seen from (4.1) that when k is equal to one, i.e. when there are no
repeaters, the line delay has two terms; one is proportional to length L and one
proportional to L2. The loading of the driver is represented by the first term and the
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second term is the RC line delay. As L becomes larger the square law dependence
causes td to increase very rapidly. However, with the insertion of repeaters, an
additional term to td is introduced; i.e. delays in the buffers itself. Therefore,
buffer insertion is not useful for short-wires, but more effective for longer (global)
wires. Repeater insertion is effective only when the wire time constant (rwcwL2)
is at least equal to seven times the time constant of a repeater (Rd(Cd + Cg)) [6 ].
The delay optimum repeater size and number of repeaters are given by

Hopt =

√

Rd(CL + cwL)

rwLCg

kopt = L

√

0.4rwcw

0.69rwLCg
.

This method changes the delay dependence on the wire from quadratic to linear:

trc = 2.5L
√

RdCdrwcw (4.2)

However, introducing repeaters increases the wire capacitance by HkCg, which is
equal to 0.73Cw - 73% higher than a interconnect without buffers [14 ].

For RLC interconnects there are several approaches proposed in the literature,
which are simply extensions of Backoglu’s method. Out of them two widely used
approaches to insert repeaters are: Ismail’s method [89 ] and Venkatesan’s method
[125 ]. For convenience the closed-form equations for optimum buffer parameters
for a RLC interconnect presented in [89 ] are presented:

hopt =
1

[1 + 0.16(TL/R)3]0.24

√

Rdrvcw

rwCg min
(4.3)

kopt =
1

[1 + 0.18(TL/R)3]0.3

√

rwcwL2

2RdrvCdrv
(4.4)

where,

TL/R =

√

lwrw

RdrvCdrv

As evident from the aforementioned two works, the inductance affects the optimal
repeater number and repeater size, and also the RLC interconnect has a fewer
number of repeaters and smaller sized repeaters than RC interconnect does.

In addition to that, there are several variations of repeater insertion techniques
and optimization strategies proposed and currently being investigated to overcome
some of the challenges in repeater insertion. A scheme proposed in [126 ] staggers
the repeaters so that opposing transitions only persist for the length of the offset
between repeaters, and become best-case patterns for the remainder, resulting in
a delay reduction. Inserting latches instead of repeaters [127 , 128 ], elastic inter-
connects [129 ], and regenerative repeaters [130 , 131 ] are some other techniques to
name a few.

Many innovative alternatives to the traditional repeater have also been proposed
during the last two decades such as low-swing bus techniques [132 ], which reduce
power consumption in interconnects; differential signalling [133 ], which minimizes
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both inductive and capacitive crosstalk; current-mode signalling [134 , 135 ], which
improves performance and reduces power consumption.

Moreover, the Transient Sensitive Accelerator (TSA) [136 ], Charge Recycling
Technique (CRT) [137 ], Boosters [138 ], the TAGS receiver [139 ], the Aggressor-
Aware Repeater [140 ], and the Capacitor Coupled Trigger and Accelerator com-
bination [141 ] are some advanced circuit solutions which have been proposed as
interconnect solutions that outperform traditional repeaters, in general.

The work done in [142 ] and [143 ] also seeks to reduce the delay by avoiding
simultaneous switching similar to [126 ], but they accomplish this by introducing
static delays in the repeaters rather than by physical offsets in the placement. They
report an overall reduction in the delay for the worst-case pattern of up to 20%,
but this scheme dissipates more power for transitions in the same direction, due to
additional charging and discharging of the coupling capacitance. [144 ] and [145 ]
report average energy savings of upto 25% by introducing a delay dependant on
the relative transition pattern between two adjacent wires, but this additional delay
introduces a timing penalty. The worst-case pattern for the delay is also the worst
case pattern for the energy, and hence any energy saving is at the cost of an increase
in the cycle time, which may not always be possible.

4.2.3 Architectural and System Level

As on-chip communication has became a challenge that is limited by physical con-
straints, interconnect planning, design and optimization has to be tackled at ar-
chitectural and system level where significant optimization opportunities can be
exploited. Methods such as interconnect-centric design flow, interconnect-centric
architectures, signal encoding techniques, package-intermediate interconnects fall
into this category.

A procedure that has already been used for critical path design for several tech-
nology generations is interconnect-centric design [146 , 147 , 148 ]. In this approach,
interconnect design including interconnect planning, interconnect synthesis, and in-
terconnect layout are optimized (often at the expense of other circuit features) at
every level of the design process. This approach has the distinct advantage of using
current technology to optimize performance in the design areas where intercon-
nect is a bottleneck. It suffers from two specific disadvantages. First, appropriate
interconnect design tools and design models are not available to implement this
approach over all designs, so much of this work becomes custom. Second, to carry
this approach to its fullest benefit often requires a major revision of standard design
and layout practices, which are inconsistent with the advantages offered by scaling
and technology changes that have been used in the past to follow Moores law.

Signal encoding is a powerful method to improve performance and/or reduce
noise induced by crosstalk in interconnects. Encoding for example avoids worst-
case patterns, and thereby, the transmitted data is modified in such a way to
reduce delay, crosstalk, or power consumption. For instance, Error Control or
Transition Coding Techniques [149 , 150 , 151 , 152 , 153 , 154 , 155 ] overcome the
effects of inter-symbol interference. The relatively complex codec circuitry causes
additional delay and consumes more power, rendering the coding ineffective in many
cases [156 ]. Even otherwise, these schemes mostly address the problem of reducing
transitions on a given wire, which is less important than reducing the relative
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switching activity between lines, given that the aspect ratio of on-chip interconnect
emphasises the coupling capacitance over the self capacitance.

Taking a signal off-chip and bringing a signal back on-chip is known as package-
intermediate-interconnect [157 , 158 ], which entail chip-to-package parasitics that
include the pad capacitance, and bond wire or ball-grid solder ball. Even taking
into account the off-chip drivers and chip-to-package parasitics, off-chip wires are
much faster than on-chip wires for transmitting a signal for the length of a die
edge, for a relatively large die. This is because the fast off-chip traces more than
make-up for the chip-to-package parasitics by outperforming the RC lines. The
opportunity exists to take advantage of this phenomenon by running wires off-
chip and bypassing long chip-edge to chip-edge length RC lines. As shown in
[157 ] the actual saving will of course depend on the specific layout, for example,
this technique of avoiding long on-chip wires by running them off-chip to realize
Package-Intermediate Interconnects, is reported to yield a saving of up to 40%, even
considering the chip-to-package parasitics.

4.3 SMART Driver Circuit

The smart repeater exploits the fact that in a parallel wire structure, the effective
capacitance of a given wire is dynamic; i.e. it is a function of not only the physical
geometry, but also the relative switching pattern described by the bits on the wire
in question (the victim) and the adjacent wires (aggressors). With a traditional
repeater, since the drive strength is static, the result is a spread of the propagation
delay, with the repeater strength being essentially too much for every bit pattern
other than the worst-case pattern. In the proposed repeater, the drive strength
is dynamically altered depending on the relative bit pattern, by partitioning it
into a Main Driver and Assistant Driver. For a higher effective load capacitance
both drivers switch, while for a lower effective capacitance the assistant driver is
quiet [159 ]. By disconnecting part of the repeater when it is not needed, the
total load capacitance to the previous stage is reduced, resulting in reduced energy
consumption for those instances. It is theoretically shown that the potential average
saving in energy can be as much as 25% over a traditional repeater for typical global
wire lengths in nanometre technologies.

Assistant Driver

Main Driver

Ha Ha

HmHm

Figure 4.1: Basic schematic of the proposed driver scheme.
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Figure 4.2: Method of Jitter reduction using SMART driver.

4.3.1 Limitations in Existing Driver circuits

In general, not only do these alternatives to traditional repeaters require much
effort in circuit design similar to library cell design, but they also lack a clear
high-level abstraction; in contrast, performance metrics such as delay and energy
consumption can easily be quantified in terms of a few critical design parameters
for the traditional inverting repeater [6 ], resulting in easy amalgamation in CAD
flows at different levels of hierarchy from initial signal planning to detailed place
and route [160 ].

A secondary advantage of the repeater circuit proposed here is that the rela-
tively minor increase in circuit complexity required to obtain the energy saving and
delay equalization described above can be completely abstracted in the performance
analysis. A design methodology similar to that for traditional single-wire inverting
repeaters is presented, including an RC equivalent circuit and closed-form expres-
sions for the first-order approximation to the delay. Therefore this repeater can be
very easily modeled in tasks such as delay calculation, signal integrity analysis and
timing driven optimisation in any CAD flow for physical design.

4.3.2 The Concept

The effective interconnect capacitance varies with the transitions of neighboring
lines and can be written as Cs + λCc, where Cs is the self capacitance of the wire,
λ is the switch factor and Cc is the inter-wire capacitance. In this work, different
switch factors are used for delay and power estimation (given in Table 4.1) based
on the experimental validation in [161 ] which proposes power-based switch factors
that are slightly different from the delay-based ones. The variation of the effective
capacitance with the relative switching pattern introduces a spread in the arrival
time at the far end of the wire. To demonstrate this a pair of coupled lines is used
as a constituent unit for a bus. For two simultaneously switching lines, sixteen
possible switching combinations can be identified. These can be categorized into
five different groups according to the effective capacitance as follows. Group 1:
Both switch in the same direction; Group 2: Both lines are quiet (at 0 or 1); Group
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3: One line is switching while the other is quiet at 0; Group 4: One line is switching
while the other is quiet at 1; Group 5: The lines switch in opposite directions.

To ensure error-free operation, timing constraints have to be satisfied for the
switching pattern that causes the worst-case delay, which are the ↑↓ and ↓↑ combi-
nations. Since the effective load is highest for these patterns, the size of the buffer
designed statically for the worst-case delay is much larger than would be neces-
sary for the same timing requirements for other patterns [20 ]. Now this worst-case
condition occurs only twice out of 16 possible input switching patterns, with a
probability of 1/8 for simultaneously switching lines if the transitions are equally
distributed as in a random bit stream. For the 14 other cases, the wire is driven
faster, which just translates to slack which typically cannot be used, consuming
energy unnecessarily. The driver proposed here changes its drive strength depend-
ing on the neighbour’s switching direction by using some simple logic. A basic
schematic of the proposed SMART repeater is shown in Figure 4.1. If the switch-
ing pattern belongs to Groups 1, 3, or 4, a single inverter (the Main driver) drives
the interconnect. When a switching pattern in Group 5 occurs, another inverter
(the Assistant) also drives the line, increasing the total drive strength appropriately.
By disconnecting the Assistant driver when it is not needed, part of the parasitic
capacitance is disconnected for the majority of the switching patterns, leading to a
saving in the average energy consumption.

The other useful feature in the smart driver is its ability to reduce jitter while
saving energy. The SMART Driver achieves this energy saving by delaying the
response for the best-case without affecting the worst-case, so that the variation
in delay is as small as possible [159 ]. In other words, the concept is to make the
response slower in the face of non worst-case input patterns, which reduces the
effective load capacitance. This incurs no penalty, as the cycle delay has to be set
to the worst-case delay anyway. In Figure 4.2 the curves with solid lines represent
the output response of a conventional driver, for minimum effective capacitance
(Best-Case) and maximum effective capacitance (Worst-Case).

4.3.3 Circuit Realization

In the example 0.18 micron technology, it is difficult to change the state of the
assistant before the input completes its transition due to the delay in logic elements.
Hence in the implementation, a decision is made prior to the next transition about
whether or not it constitutes a worst-case pattern. This decision is based on the
relative logic values of the aggressor and the victim at the current time. Since the
Assistant Driver needs to switch on for the worst-case patterns described in Group
5 in Table 4.1, anytime the current state has opposing logic values on the victim
and aggressor, the assistant is turned on. This actually turns the assistant on for
two other patterns which are not worst-case, namely patterns 10 and 12 in Table
4.1, which reduces the energy saving from the theoretical maximum, but allows a
robust and fairly simple circuit implementation.

The simplified schematic of the Smart driver is shown in Figure 4.1, and the
complete schematic in Figure 4.3. The transistors Pa and Na form the Assistant
driver, whereas the Inverter I1 is the Main Driver. Two transmission gates (TGp
and TGn in Figure 4.3(a)), drive the pull-up and pull-down networks of the As-
sistant Driver. The weak transistors Pk and Nk act as keepers ensuring that the
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Group Case Switching Event on Switch Factor Effective Wire Capacitance
wire i wire j Delay-Based(λ,µ) Power-Based Traditional driver Smart driver

1
1 ↓ ↓ 0, 0 0.25 Cw trad + 0.25Cc/k Cw smrt + 0.25Cc/k
2 ↑ ↑ 0, 0 0.25 Cw trad + 0.25Cc/k Cw smrt + 0.25Cc/k

2

3 0 0 n.a. n.a. 0 0
4 0 1 n.a. n.a. 0 0
5 1 0 n.a. n.a. 0 0
6 1 1 n.a. n.a. 0 0

3

7 0 ↑ 0.57, 0.65 1 0 0
8 ↑ 0 0.57, 0.65 1 Cw trad + Cc/k Cw smrt + Cc/k
9 0 ↓ 0.57, 0.65 1 0 0
10 ↓ 0 0.57, 0.65 1 Cw trad + Cc/k Cw trad + Cc/k

4

11 1 ↑ 0.57, 0.65 0 0 0
12 ↑ 1 0.57, 0.65 0 Cw trad Cw trad

13 1 ↓ 0.57, 0.65 0 0 0
14 ↓ 1 0.57, 0.65 0 Cw trad Cw smrt

5
15 ↑ ↓ 1.51, 2.20 1.75 Cw trad + 1.75Cc/k Cw trad + 1.75Cc/k
16 ↓ ↑ 1.51, 2.20 1.75 Cw trad + 1.75Cc/k Cw trad + 1.75Cc/k

Table 4.1: Switching Activities on the lines and the variation of effective capacitance.
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Victim In Victim Out

Pa

Na

Pk

Nk

TGp

TGn

I1

Psel

Nsel

Psel

Nsel

Main Driver

Assistant Driver

(a) Smart Driver

agg_in

victim_in

Psel

Nsel

Psel

Nsel

(b) Control Logic

Figure 4.3: Complete circuit schematic of the proposed smart driver (a), and
its control logic.

Assistant Driver is turned off properly when the corresponding transmission gate is
disabled. The control signals of the transmission gates Psel and Nsel are determined
as:

Psel = Agg In + V ictim In (4.5)

Nsel = Agg In.V ictim In (4.6)

When the victim input is at logic 0 and the aggressor is at logic 1, the next
victim stage would be logic 1, and this might be a worst-case pattern if the aggressor
also changes its state. In this case Na is switched on and Pa switched off since Pa
is not needed during this discharging period. This is achieved by setting Nsel = 0
and Psel = 0 (Refer Equations (4.5) and (4.6)).

The decision as to whether the assistant should be on or off should be taken
at the point the output voltage of the driver (at node V ictim Out) reaches the
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Victim Agg Pasel Nasel

0 0 0 1
0 1 0 0
1 0 1 1
1 1 0 1

Table 4.2: Selection Logic output for the present Victim and Aggressor States

Figure 4.4: Waveforms when the aggressor and victim switch in the same
direction, with only the Main Driver being active.

threshold value, as this gives sufficient time for the selection logic to drive the
control signals to the appropriate logic value for the next transition. Hence the
propagation delay of the selection logic, Tlogic, should conform to the following
inequality:

Tdriver ≤ Tlogic < Tclk (4.7)

where Tdriver is the maximum propagation delay of the driver (From Node V ictim In
to V ictim Out) and Tclk is the clock period. The output of the selection logic should
be available just after the interconnect is driven, and this is the maximum clock
rate that can be achieved with this proposed scheme. The lower bound of the in-
equality ensures that the assistant driver is kept on until the output has crossed the
threshold voltage (VDD/2). The transmission gates are sized so as to reduce the
path resistance, and are driven by cascaded buffers, to minimize the propagation
delay.

Figures 4.4 and 4.5 show the simulations results at the far end and near end of
a 2.5mm long wire driven by a smart repeater and a traditional repeater (inverter).
When the aggressor and victim switch in opposite fashion, there is very little dif-
ference between the waveforms produced by the SMART and traditional repeaters.
This is to be expected, and shows that the selection logic functions appropriately.
When the aggressor and victim switch in the same direction, the Assistant Driver
is off, and hence the output of the SMART driver is slower, at both near and far
ends. This too is as expected, since the SMART Driver deliberately slows down
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Figure 4.5: Waveforms when the aggressor and victim switch in opposite
directions, with both drivers active.

the waveform by reducing the drive strength.

4.3.4 Noise Resiliency of the SMART Driver

Along with the delay performance, the noise resilience of the proposed Smart driver
is of paramount importance. In our implementation, skewed inverters are not being
used while using complementary logic with a switching threshold of VDD

2 throughout
the control circuitry. The only exception is the transmission gate switch pair, which
are protected by the keepers, MPk and MNk.

When the present state has similar logic values on the victim and aggressor,
Psel and Nsel are set to logic zero and logic one respectively. With this set up,
transmission gates are switched off, and the keepers are switched on. Thus, gate
inputs of MPa and MNa are disconnected from the node V ictim in and are con-
nected with VDD and GND respectively, ensuring that both transistors work in the
cut-off region.

When the present state has opposing logic values on the victim and aggressor,
the next state would also be having opposing logic values on them, creating a
worst-case switching pattern which requires the support of the assistant driver. In
this situation, the transmission gates must be switched on and keeper transistors
must be in cut-off, thereby connecting the V ictimIn node with the gate input of
either MPa and MNa. When the present logic of the victim is zero, next possible
logic value on the victim is one, and switching on the transmission gate TGn and
switching MNk is sufficient. While the pull-down path is active, pull-up path is
deactivated. In the event the present logic value on the victim is one and that of
the aggressor is zero, TGp will be turned off.
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4.3.5 Energy Saving of the SMART Driver

(A) Energy Modelling

This section describes estimating energy components in detail with a particular
emphasis on comparisons between traditional repeaters and the SMART driver.
The energy consumed by the traditional driver is denoted Etrad, while the energy
consumed by the SMART repeater comprises the energy consumed in the driving
transistors, Esmrt, and also the energy consumed in the selection logic, Esel.

Dynamic Energy Considering a single section of a buffered wire, the effective ca-
pacitance when two wires are coupled together is given in Table 4.1 for all possible
switching patterns. In accordance with common terminology, the size of a tradi-
tional inverting repeater is defined in terms of multiples of a minimum sized repeater
as Ht. Since the driving portions of the SMART driver are two inverters, they can
be characterized in a similar fashion as Hm and Ha, which denote the sizes of the
Main and Assistant drivers respectively. The total static capacitive load of the
traditional driver, Cw trad, can be defined as Cs

k + Ht(Cdmin + Cgmin); i.e. the
sum of its own parasitic drain capacitance, the self capacitance of the wire, and
the gate capacitance of the target load (a repeater for the purpose of this analysis)
at the end of the wire. Here Cgmin and Cdmin are the gate capacitance and the
drain diffusion capacitance of a minimum sized inverter, while k is the number of
repeaters. Similarly, Cw smrt can be described as Cs

k + HtCdmin + HmCgmin.
The energy dissipation per cycle depends on whether or not switching tran-

sitions occur, and on the relative switching pattern as given in Table 4.1. If all
switching events are random uniformly distributed events with no correlation be-
tween neighbouring lines, the average energy dissipation per transition for wire i
can be obtained by averaging out the dynamic energy consumption for each pattern.
It can be shown to be:

Edyn
avg =

1

16

16∑

k=1

V 2
DD

2
Ck

eff (4.8)

Using equation 4.8, the dynamic energy dissipation for a wire buffered with k tra-
ditional repeaters is:

Edyn
trad =

V 2
DD

32

(

8Cw trad + 6
Cc

k

)

(4.9)

and that for a wire buffered with k SMART repeaters is:

Edyn
smrt =

V 2
DD

32

(

4Cw trad + 4Cw smrt + 6
Cc

k

)

(4.10)

The dynamic energy consumption of the selection logic is:

1

2
aiClogicV

2
dd (4.11)

where Clogic is the total effective load capacitance including parasitic capacitances,
and ai is the activity factor.
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Short Circuit Energy Since the effective wire capacitance Cw changes dynamically
as discussed at the beginning of this section, tsc was calculated by averaging the
value over 16 different switching patterns in the case of the traditional repeater.
In the case of the SMART driver, in addition to the changing wire load, the load
presented by the downstream repeater changes between HmCgmin and HtCgmin,
while the driver resistance changes between Rdmin/Hm and Rdmin/Ht. This effect
was taken into account when calculating tsc for the SMART driver.

In modeling the short circuit power consumed in the selector logic, the se-
ries connected PMOS/NMOS combination is represented by am equivalent single
PMOS/NMOS device for the purpose of computing the driving resistance. This
resistance is multiplied by the load capacitance to obtain tsc, which is:

tsc gate ≈ Rgout(Cdout + Cgin) (4.12)

where Rgout is the equivalent output resistance of the gate, Cdout is the output
capacitance , and Cgin is the input capacitance.

Leakage Energy The leakage energy dissipation of traditional driver and smart
driver is estimated as described in section 2.5.3.

(B) Dynamic Energy Saving

An approximate expression for the saving in energy can be obtained by considering
only the dynamic energy component. Subtracting Equation (4.10) from (4.9) gives:

∆Eavg =
3

16
(Ht − Hm)CgminV 2

dd (4.13)

This expression also neglects the energy consumed in the selection logic, and is
derived to show the qualitative relationship between the relative sizing of the Main
and Assistant Drivers and the energy saving. Since Ht = Hm + Ha, (4.13) reveals
that the larger the Assistant driver, the greater the energy saving.

4.3.6 Design Methodology

A high-level design methodology for sizing the main driver and assistant driver is
discussed in this section. The design methodology is highly dependent on the char-
acterization of devices and the accuracy of the interconnect timing model. However,
it is always better to make an estimation at a higher level in the design flow in order
to be able to model the performance early in the design cycle. The methodology for
smart repeater insertion is the same as traditional repeater insertion that is based
on propagation delay.

(A) Smart Repeater Delay Modelling

The delay analysis for repeater insertion uses the characterization of a minimum-
sized repeater in terms of an output resistance Rdmin, input gate capacitance Cgmin

and output drain-diffusion capacitance Cdmin already introduced in Section 2.5.2.
This simplification is justified for initial global signal planning and incremental
physical optimization when detailed parasitics are not available to justify a more
expensive analysis.
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Delay Analysis with both Drivers Switching With the linearisation of the driver, the
equivalent circuit for one repeater segment can be shown to be the circuit in Figure
4.6. Hence the 50% delay for the wire can be expressed as

Rdmin

Hm+Ha

Cs

Rw

λCc

(Hm + Ha)Cdmin (Hm + Ha)Cgmin

Figure 4.6: Equivalent Circuit for the case when both drivers are switching.

TMA = k

{

0.7Rd

(

Cd +
Cw

k
+ Cg

)

+ 0.7
RwCg

k
(4.14)

+ 0.4
Rw

k

Cs

k
+ λi

Rw

k

Cc

k

}

where k is the number of repeaters, and the parasitics are Rd =
(

Rdmin

Hm
‖ Rdmin

Ha

)

=
Rdmin

Hm+Ha
, Cg = Cgmin(Hm +Ha), Cd = Cdmin(Hm +Ha) and Cw = Cs +µiCc. Here

Hm and Ha are the sizes of the Main and Assistant drivers respectively, and λ, µ
is the switching factor. Since the Assistant driver switches only when adjacent
lines switch in opposite directions, i=3. To simplify the delay equation, the fol-
lowing time constants are defined: tDout = RdminCdmin, tDWs = RdminCs, tDWc =
RdminCc, tDin = RdminCgmin, tWD = RwCgmin, tWs = RwCs and tWc = RwCc.
This results in:

TMA = 0.7k(tDout + tDin) +
0.7(tDWs + µ3tDWc)

(Hm + Ha)

+ 0.7tWD(Hm + Ha) + 0.4
tWs

k
+

λ3tWc

k
(4.15)

Delay Analysis with the Assistant Quiet When the Assistant driver is quiet while
the Main driver is switching, the gate capacitance of the Assistant will not add
to the load, as it is disconnected by a switch in which the input capacitance is
negligible compared to the Assistant driver’s input capacitance (see Figure 4.7).
However the parasitic drain-diffusion capacitance will always add to the load.

The delay expression is now

TM = k

{

0.7
Rdmin

Hm

[

Cd +
Cs + λCc

k
+ HmCgmin

]

+ 0.7
Rw

k
HmCgmin + 0.4

Rw(Cs + λCc)

k

}
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Rdmin

Hm

(Hm + Ha)Cdmin

λCc

HmCgmin

Rw

Cs

Figure 4.7: Equivalent Circuit for the case when the Main driver is switching.

Replacing the time constants defined earlier, this is reduced to:

TM = 0.7k

[

tDout

(

1 +
Ha

Hm

)

+ tDin

]

+ 0.7HmtWD

+
0.7(tDWs + µitDWc)

Hm
+ 0.4

tWs

k
+

λitWc

k
(4.16)

where i = 0, 1
Equations (4.15) and (4.16) are the two principal delay equations of the SMART
driver for its two states of Main and Assistant drivers switching, and Main driver
switching while the Assistant driver is quiet.
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Figure 4.8: The Variation of TMA with Hm and Ha.

(B) Delay Balancing with the SMART Driver

As explained earlier, the SMART driver saves energy by reducing the capacitive
load for certain switching combinations, which in turn is achieved by switching off
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Figure 4.9: The Variation of TM with Hm and Ha.

part of the driver. This means that the driver is essentially slower for the switching
combinations that give rise to a lower capacitive load, and hence reduces jitter - the
variation between the best-case and worst-case delays. This is a secondary benefit
of the driver, and here we present a design methodology for sizing the SMART
driver to minimize jitter.

The delay equations (4.15) and (4.16) predict a global minimum for the delay
for optimal k,Hm and Ha values. The variation of TMA and TM with Hm and Ha is
shown in Figures 4.8 and 4.9. TMA is a convex function of Hm and Ha, and hence
also of (Hm +Ha). TM is a convex function of Hm, while it has a linear dependence
on Ha for a given value of Hm. This is a consequence of the fact that the assistant
driver contributes a parasitic capacitance to the load while not contributing any
drive strength for the switching combinations represented by TM .

Since the Assistant driver switches only for the worst-case switching pattern
defined by Group 5 in Table 4.1, the size of the Assistant driver, Ha, can be used
to tune the delays for the other switching combinations defined by Groups 1 and
3-4. The expressions in (4.16) and (4.15) represent the delay for all these switching
combinations. For clarity of explanation, say T1, T2 and T3 are the wire delays
for Groups 1, 3-4, and 5 respectively. Hence T1 = TM |λ=0, T2 = TM |λ=1 and
T3 = TMA. Now increasing Ha increases TM (see Figure 4.9), and hence Ha can be
sized so that either T1 = T3 or T2 = T3 (T1 = T2 = T3 is not possible because the
relative delay variation between T1 and T2 is not a function of Ha).

The delay variation can be quantified as

∆T = TMA − TM .

By setting ∆T = 0, delay balancing can be achieved. Substituting for TMA and TM

from (4.16) and (4.15) and using the relation HmDB = Ht − HaDB the following
quadratic for HaDB can be obtained.

AH2
aDB + BHaDB + C = 0 (4.17)
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where

A = 0.7tWD

B = 0.7 [ktDout − tWDHt

+
tDWs + 2tDWc

Ht

]

+
(λ2 − λ1)tWc

k

C = 0.7(λ3 − λ2)tDWc +
0.4(µ3 − µ2)tWC

k

Now sizing HaDB to equalise T1 and T3 results in T2 being larger than T3, which
may not always be possible due to constraints on T3, the worst-case delay. However
equalising T2 and T3 does not result in any such adverse effect. Here Ht and k can
be calculated according to the strategy adopted for optimal repeater insertion, Ht

can be calculated from (4.18) and k from (4.19). Where Ht = Hm + Ha

∂TMA

∂Ht
= 0 ⇒ Ht =

√
tDWs + mu3tDWc

tWD
(4.18)

∂TMA

∂k
= 0 ⇒ k =

√

0.4tWs + λ3tWc

0.7(tDout + tDin)
(4.19)

Note also that Ha is not a function of the wire length, but is solely dependent
on the crosstalk capacitance.

Feature size (nm) 180 130 90 65 45 32

Leff (nm) 120 49 35 24.5 17.5 12.6

Vdd (V ) 1.8 1.3 1.2 1.1 1.0 0.9

Idsat (µA/µm) 554 1000 1100 1150 1200 1250

tox (nm) 4.2 1.6 1.4 1.2 1.1 1

Vth (V ) 0.53 0.288 0.284 0.289 0.292 0.295

Ioff (nA/µm) 20 30 50 70 100 150

freq (GHz) 1.0 1.6 2.0 2.5 3.0 3.5

Rdmin (kΩ) 8.27 14.15 16.62 20.82 25.40 30.48

Cgmin (fF ) 2.31 0.43 0.25 0.14 0.077 0.043

Cdmin (fF ) 2.00 0.49 0.33 0.22 0.15 0.10

Width(w)(nm) 525 335 205 145 102 70

Aspect Ratio (AR) 2.1 2.1 2.1 2.2 2.3 2.4

kILD 3.5 3.3 2.8 2.5 2.1 1.9

rw(Ω/mm) 38 93 249 475 919 1870

cs(fF/mm) 36 34 29 26 22 20

cc(fF/mm) 101 96 81 75 65 61

Table 4.3: Buffer and Wire Parameters for Various Future Technologies based
on ITRS [162] projections and [163].

4.3.7 Energy and Delay Model Validation

The implementation has been carried out in a UMC 0.18 µm CMOS technology,
with a VDD of 1.8 V . All simulations are carried out using Cadence Spectre.. A
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typical global metal layer is used for routing the bus, with a minimum pitch of
1050 nm. The wire and buffer parameters are given in Table 4.3. Each inter-
connect section is modelled as a distributed line with ten π segments, including
capacitive coupling to one adjacent wire. It is trivial to extend the coupling to two
neighbouring wires. This two-wire representative unit of a bus structure was fed
with two uniformly distributed pseudo random bit sequences (PRBS) with a cycle
time of 1ns and rise/fall times of 350 ps. In this particular design the selection logic
propagation delay Tsel is 567 ps, which defines the maximum cycle time that can
be achieved using this scheme.

Input A B
OUT

Figure 4.10: Interconnect Link used for the Simulation - Total length is
10mm, and one segment is 2.5 mm.

For the parameters described in Table 4.3, the driver parameters necessary to
minimise delay have been derived using the delay balancing methodology outlined
earlier. These results are presented in Table 4.4.

Driver
Energy Dissipation (fJ)

Eavg(fJ)
Group 1 Group 3/4 Group 5

M
o
d
el

Trad. 1507 1888 2195 939
Smart 934 1274 2195 789

Selector 77 77 77 77
∆E 33% 28% -4% 7.8%

S
im

u

Trad. 1530 1735 1997 893
Smart 994 1248 2065 753

Selector 57 102 215 71
∆E 31% 22% -14% 8%

Table 4.4: Energy Dissipation for each switching group (Ha = 104)

The ability of the proposed equations to calculate the true optimal buffer sizes
and numbers to minimise delay was verified by simulating with different sizes and
numbers around the predicted point. The deviation was found to be insignificant.
As shown in Table 4.4, there is a good match for the calculated and simulated
energy values, but the delay values deviate by approximately 25%. This is due to
the inaccuracy in the Elmore delay, which however has the well known attribute of
fidelity; i.e. the results of the design optimisation are similar to the results obtained
using a more expensive model as the delay metric.

When Ha is within approximately 20% of Ht, the jitter prevalent in the SMART
driver is similar to that of the traditional driver. However as the relative size of
Ht increases, the jitter of the SMART driver is drastically reduced, as is evident in
Figure 4.12.

The near-end and far-end crosstalk are respectively 0.113 V and 0.213 V with
the smart driver whereas they are 0.069 V and 0.206 V with a traditional driver.
There is a slight increase in the peak crosstalk voltage with a smart driver compared
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to that of traditional but the peak crosstalk at the far-end is about 12% of Vdd,
which is in the normal acceptable range of 20% of Vdd.

20 40 60 80 100 120
800

850

900

950

1000

1050

Ha

E
a

v
g

 p
e

r 
tr

a
s
it
io

n
 i
n

 f
J

Smart driver − Model
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Figure 4.11: Variation of Energy per transition with Ha.

The simulations show that the energy models derived for the traditional and
smart repeaters are accurate to within 95% of their simulated values as evidenced
in Figure 4.11 and summarised in Table 4.4. As predicted by the model, increasing
the size of the Assistant driver will increase the energy saving, although at the cost
of increased delay, if the size is increased beyond the optimal (refer Figure 4.12).

It is evident from Table 4.4 that the energy loss introduced by the extra selection
logic for switching patterns in Group 5, where both the Assistant and Main drivers
switch, is more than offset by the energy saving for those patterns in Groups 1, 3
and 4 where the Assistant does not switch. On average, assuming equally likely
occurrences of all patterns, the total energy saving is around 10%.

4.3.8 Impact of Technology Scaling

In this section the potential of the Smart Driver to save energy in future technol-
ogy nodes is investigated. As the feature size decreases, the short circuit energy
increases fairly sharply, which adversely affects the energy saving due to the fact
that the Smart driver has a few transistors in the selector logic. However this is off-
set to some degree due to the relative decrease in area and the associated dynamic
energy consumption of the selection logic in comparison to the driving inverters.
Since global wires are scaled selectively, the wire parasitics remain approximately
the same, or are worse, and the driving transistors see no reduction in size. In
contrast, the selection logic can be implemented with minimum sized transistors,
and the dynamic energy consumed becomes truly negligible. An analysis was car-
ried out using ITRS predictions to derive the relevant technology parameters, as
summarised in columns two through six in Table 4.3. The predicted total average
energy saving in driving global length wires is shown in Table 4.5, highlighting the
usefulness of the smart driver right up to the 32 nm node.
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Figure 4.12: Variation of Delay variation with Ha.

Tech. node (nm) 130 90 65 45 32

k 14 24 36 54 84

Ht 325 268 277 278 282

Ha 202 162 163 158 154

Esmrt/Etrad 0.74 0.75 0.77 0.80 0.83

Table 4.5: Energy Saving for Future Generations.

4.4 Vertical Signal Transmission Methodologies

A wide variety of interconnect technologies suitable for layer-to-layer communi-
cation in 3-D ICs have been developed recently. Some promising techniques are:
wire-bonding, micro-bumps, through-silicon-vias, and coupling type or contact-less
interconnects. Individual dies are stacked and can be wire-bonded [7 ]; the connec-
tions between chips are made through the board or chip-carrier and back to other
chips in the stack. In most of the contemporary handheld devices this approach is
used. This approach is limited by the resolution of wire-bonding equipments and
a large number of I/Os in the IC stack limit the applicability of the wire-bonding
technique. To protect the pad from tearing off due to mechanical stresses during
bond process, all metal layers are required.

In micro-bump technology, connections are made using solder or gold bumps on
the surface of the die. The micro-bump pitch is typically around 50-500 µm [164 ].
An epoxy routing tier has micro bumps bonded to it and this brings the signals
to the edges of the cube, where the different tiers are then stacked together. Since
assembly related mechanical stresses are less, the pads require a maximum of two
layers. Here, dies are assembled into a cube. Compared to wire bond technology,
micro bump technology provides greater vertical interconnect density.

Through-Via interconnects are a promising technology for wafer-level three-
dimensional integration [99 , 100 , 101 , 102 ]. Several world leading companies in-
cluding IBM, IMEC, Intel, Samsung, NEC, Elpida, and Tezzaron are developing
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TSV methodologies optimized for their applications. The key enabling technologies
for wafer-level-stacking include: electrically isolated Through-silicon vias, thinning
of wafers (usually less than 50 µm), precision alignment of wafer-to-wafer or die-
to-wafer, and bonding.

In wafer-level stacking, wafers can be attached to one another with organic
glues, oxide bonding, or metal bonding using either a face-down or face-up ap-
proach, and electrical connections between wafers are provided by vias [165 ]. The
approach used to create through-wafer interconnects can be via-first or via-last.
Via-last processes create the interconnect after the wafers are bonded, using a drill
and fill sequence [166 ]. Via-first processes build the through-wafer via on each
wafer prior to the bonding process. Both methods have the potential to offer the
greatest interconnect density with the disadvantage being the greatest cost, but
the via-first process is generally more efficient and cost-effective [167 ]. Each of the
bonding processed mentioned can support via-last or via-first processes, but for the
metal bonding process, via-first is preferred [165 ].

Non-wiring interconnect solutions such as AC coupling and RF wireless methods
have also been been proposed in the literature [168 , 169 , 170 , 171 ]. This method
eliminates the signal interconnect connection to the periphery of the IC as well as
inter-tier routing, and the major benefit is it does not sacrifice active layer area.
This particular technology is most suitable for AC signal transmission, but for DC
signals such as power and ground connections, through silicon vias should still be
used. The distance between the tiers, the rise/fall times of the signal, and the
dielectric constant of the gap decide the density of these interconnects. However,
the power supply between chips is provided by the help of bumps. The capacitive
coupling type communication requires the tiers to be face-to-face and the plates
should be placed as close as possible for better coupling. And, it limits the number
of tiers to two. Either high-k dielectric or trench formation is used to achieve
better capacitive coupling. Inductive coupling is more suitable wherein separation
of the coupling elements is of the order of the lateral dimension of the coupling
elements. However, in inductive coupling the feasibility of using free active area
beneath inductors for circuitry needs to be investigated.

RF wireless interconnects (RF-WIs) have been researched for many years for
board level communications and it can be extended to 3-D ICs [172 ]. This is
simply a form of a WLAN inside a chip with transceivers, on-chip antennas and
signal generation and detection circuits.

4.4.1 Signal Transmission Characteristics of TSV interconnects

As the use of TSVs is a fairly a recent concept, their effects of signalling within 3-D
ICs are not well documented. The goal of this section is to provide an assessment
of the effect a TSV has on signal integrity within a realistic context and providing
recommendations on suitable model for TSV, sizing of drivers, repeater insertion
to benefit the integrity and efficiency of the vertical bus system.

(A) Significance of TSV parasitics

First of all, a suitable model for a TSV should be investigated. A lone TSV, which
does not include any coupling effect with other TSVs, driven by a 10X inverter
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and loaded by a minimum sized inverter in a 0.35 µm technology is simulated in
a SPICE environment to determine its latency. The driver was found to be the
optimum size, given the TSV parasitics, by a series of sweeps and the minimum-
sized inverter represents the pin load for each vertical interconnect. A 50 ps rise
time was employed throughout all of the simulations. Simulations were performed
for the entire range of resistance, inductance and capacitance values as determined
by a field solver. The resistance was swept from 0 − 500 mΩ, and the output
waveforms were plotted to observe variations in delay. As can be seen in Figure
4.13, the TSV resistance within the considered range is so small that it has no
observable effect on the output waveform. The inductance was then swept from 0
- 500 pH, the extracted range, for rise times down to 1 ps, revealing no significant
contribution as seen in Figure 4.14. Finally, the capacitance was swept from 0 -
500 fF showing a significant effect on latency of the output waveform, as seen in
Figure 4.15. These results appear to show that the electrical model for a cylindrical
TSV can be reduced to a purely capacitive model. The resistive and inductive
parasitics are small enough to be neglected in any delay simulations, which reduces
the complexity of the electrical model significantly.
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Figure 4.13: TSV Resistance Sweep.

In addition to parametric sweeps, simulations were conducted to determine
if distributed models were necessary to attain accurate results. The model was
segmented into 2, 5, and 10 sections and output waveforms examined to show
no significant effect on the signal from increasing the number of segments within
the parasitic range determined by the field solver. The relatively low resistive and
inductive terms reduce the necessity for a distributed model for simulation of signals
within the considered range.

(B) Crosstalk in a TSV Bundle

This section investigates the effects of crosstalk between TSVs organized in a 3x3
bundle. By employing electrical models derived from the field solver simulations,
various switching patterns are simulated to analyze crosstalk effects between these
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Figure 4.14: TSV Inductance Sweep.
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Figure 4.15: TSV Capacitance Sweep.

structures. The coupling capacitance between two TSVs is a function of radius,
length and inter-via spacing, as well as dielectric barrier thickness and permit
detrimental effects on bandwidth and signal integrity, the crosstalk between ad-
jacent structures must be examined to determine the most efficient use of area and
TSV sizing to maximize signal throughput and reliability.

The first simulations performed determine the individual contributions of mu-
tual inductance and capacitance terms when 8 aggressors switch simultaneously on
a silent victim net. For up to twice the maximum mutual inductance extracted by
the field solver for the considered range, the coupling turns out to be insignificant
for rise times down to 1ps. This is born out in Figure 4.16 which shows minor oscil-
lations near the aggressor transition points. The capacitive coupling on the other
hand is significant with a coupled noise amplitude of up to 15% of Vdd. Figure 4.17
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shows a subset of waveforms within the considered geometrical range, illustrating
this.
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Figure 4.16: Inductive coupling on a Silent victim.
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Figure 4.17: Capacitive coupled noise on silent victim.

The effect of inductive coupling on the victim net does not appear to be large
enough to justify the modeling of parasitic mutual inductance in a 3× 3 bundle for
signals. It is however possible that the simultaneous switching of many different
aggressors, including non-adjacent ones in a larger bundle, can produce a more
significant effect. This is due to the inductive coupling having measurable effects
over a long range. Capacitive coupling however needs to be considered at the outset.
Simulations were performed for a variety of TSV geometries and pitches to provide
a clearer picture of the capacitive crosstalk within a 3×3 TSV bundle. Simulations
were performed to highlight the effect of crosstalk on delay in a bundle when the 8
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surrounding TSVs remain quiet, switch in the same direction and in the opposite
direction.

The simulation result demonstrates significant crosstalk on delay effects in spite
of the relatively low interconnect density. For example, within a TSV bundle with
a pitch of 100 µm and lengths and radii of 20 µm and 40 µm respectively, the 50%
delay of the victim, 393 ps, is greater than that for an isolated TSV, 157 ps. For the
selected geometrical configuration, the delay variation between best-case and worst-
case switching patterns was 36 ps to 135 ps, a 4-fold difference over the minimum
delay. As the interlayer connectivity in a 3-D IC has to be achieved by a high
dimensional TSV bundle accounting for coupling effects will become paramount in
designing high performance, reliable systems.

Given that the investigations reveal a lumped capacitive equivalent circuit as
being sufficiently accurate, the switching pattern dependent delay within a bundle
can be accurately captured by a first-order Elmore delay model. For the entire range
of geometrical configurations considered, the delay can be accurately estimated by
(4.20) where the empirically determined switch factors λ and µ for the various
switching patters are defined in Table 4.6. Here Cs is the self capacitance, Clat the
lateral coupling capacitance, Cdiag the diagonal coupling capacitance and Rd the
driver resistance.

td tsv = 0.69Rd (Cs + λClat + µCdiag) (4.20)

Switching Pattern
λ µ

Victim Lateral Diagonal

↑ ↑ ↑ 0 0

↑ − − 3.4 5.2

↑ ↓ ↓ 9.0 10.6

Table 4.6: Switch Factors for delay estimation

The minimum accuracy of this equation over the entire range was greater that
92%, principally due to the negligible parasitic resistance inherent in the TSV.
These switch-factorbased delay equations facilitate the integration of TSV inter-
connects into established on-chip static timing methodology.

(C) Signal Integrity Simulations

In order to fully capture the effect of crosstalk on delay and coupled noise amplitude
under real-world conditions, simulations were carried out with pseudo-random bit
streams (PRBS) at the victim and aggressor inputs in a 3 × 3 bundle to generate
the eye diagrams at the output. All drivers were size 10 inverters while every TSV
was loaded with a minimum sized inverter. The example geometry chosen was a
bundle with radii, length and pitch of 15 µm, 20 µm, 50 µm respectively.

The eye diagram in Figure 4.18 shows the response of the victim line when the
PRBS speed is 10 GBPS with signal rise and fall times of 10 ps. It is clear that
the eye is very narrow and the variation in delay has widened to an unacceptable
level. At this speed the crosstalk completely overpowers the signal on the victim.
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Figure 4.18: Victim eye diagram 10 GBPS.

Figure 4.19: Victim eye diagram 10 GBPS with lateral TSVs shielded.

Since the lateral (N, E, S, and W) neighbours in the bundle contribute the
majority of the capacitive coupling, an obvious strategy to counteract capacitive
crosstalk at high signaling speeds is to use these lines as shields. As seen in Figure
4.19, this effectively eliminates the majority of the coupling and allows for higher
bit rates through the interconnect.

It is clear that that judicious shielding has opened up the eye and reduced the
delay variation significantly. The main drawback to this method is that although
higher bit rates can be achieved, significant area loss occurs due to the unusable
grounded lines. Investigation into optimal configurations for TSV sizing, spacing
and shielding has to be performed to determine best configuration for the highest
bandwidth achievable in a 3-D device.

4.4.2 Signalling Link Design for Layer-to-Layer Communication

Shown in Figure 4.20 is a general TSV based layer-to-layer interconnect link for 3-D
ICs. It consists of two on-chip repeater inserted global wires in layer i and (i + 1),
and their interconnecting TSV. Given the fact that a TSV can be modelled as a
lumped capacitor rather than a RC wire segment [173 ], the TSV which connects the
global wires in layers i and (i + 1) acts as capacitive load, because TSV resistance
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is considerably smaller than that of a typical on-chip global wire resistance. It is
important to mention that when the TSV dimensions are very small the overall
capacitance is comparable to a minimum sized gate. For example, for an isolated
TSV with rv =5 µm, lv = 20 µm, and db = 0.2 µm, the capacitance is more or less
4 fF , whereas with rv = 40 µm, it is around 25 fF . A middle TSV in a closely
packed bundle on the other hand can have a significant parasitic capacitance; field
solver simulations revealed that with rv = 5 µm and sv = 20 µm M TSV has Cs =
0.5 fF , Clat = 9.02 fF and Cdiag = 3.00 fF for lv = 140 µm, and Cs = 0.298 fF ,
Clat = 1.31 fF and Cdiag = 0.458 fF for lv = 20 µm. The two resulting are effective
capacitances are 113.48 fF and 16 fF respectively, when all the neighboruing TSVs
switch in the opposite direction. The first case represents a TSV spanning several
layers in which its capacitance is more or less similar to a 1 mm long global wire in
nanometer technology. This is an example which amply demonstrates the need of
early analysis of the overall vertical link to achieve desired signal integrity; rather
than just connecting just two wires in different layers, TSVs require properly sized
drivers such as cascaded buffers fabricated before connecting them vertically.

Global wire in stratum 2

Global wire in stratum 1

TSV

Figure 4.20: Repeater inserted global interconnect in 3-D IC.

When the technology scales down, Cgmin reduces (see Table 4.3), and therefore,
a minimum sized inverter takes a significantly higher duration to charge a compar-
atively large capacitive load. In such a case the usual and intuitive method is to use
a progressively increasing sized (say, u) chain of inverters, starting with a minimum
sized inverter. Then the number of inverter stages required in the cascaded buffer
is given by [28 ]:

N =
ln(x)

ln(u)
, (4.21)

With x being the ratio of load capacitance (Ctsv) and input capacitance of the first
inverter (Cgmin). Also, depending on the switching pattern Ctsv varies as:

Ctsv = Cs + λClat + µCdiag (4.22)

Sizing a TSV driver for the best case for smaller pitches will result in a smaller
number of driver stages, because Cs is comparatively small. However, the usual
and intuitive approach is to size the drivers for the worst-case coupling scenario,
when all the neighbours switching in the opposite direction to that of victim. The
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total delay of the cascaded buffer in this case is:

τdrv = N [0.69Rd(Cd + uCg)] (4.23)

=
ln(x)

ln(u)
0.69RdCd
︸ ︷︷ ︸

=τ0

(

1 + u
Cg

Cd

)

(4.24)

Equating the derivative of τdrv with respect to u to zero produces the optimal
scaling factor, and thereby the following implicit relation for u is found.

1 +
Cd

uCg
= ln(u) (4.25)
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Figure 4.21: The variation of delay of a cascaded buffer with u for various
Ctsv values with Cgmin = Cdmin = 0.1e fF , and Rdmin = 20 kΩ.

Increasing u results in increasing the minimum delay point. However, setting
Cd = Cg, the approximate value for most current technologies, u evaluates to be
3.6 [28 ]. For real circuits with parasitics, a fanout of 4 (FO4) per stage or u = 4
is good, giving roughly minimum delay and also reducing the number of stages
required. As Figure 4.21 depicts, for u to be anywhere in the range of 2-6, the
delay is within few percent of optimal. Therefore, using a precise value of u = 4 is
not very important; depending on the needs of the circuit a higher or lower value
can be used.

4.5 Summary

In this chapter existing and proposed on-chip global signalling technologies were
presented with an emphasis on their advantages and disadvantages. For a smart
repeater circuit, a comprehensive delay and energy analysis, and a design method-
ology to obtain the optimal repeater configurations for minimising delay while also
minimising jitter has been presented. The issue of reducing energy consumption is
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addressed by exploiting the switching-pattern-dependent delay of repeater inserted
global wires. The proposed smart repeater circuit was implemented in an UMC 0.18
µm CMOS technology and tested for proof of concept. The average energy saving
was shown to be around 10%, and the jitter reduction to be 20% for a data rate
of 1 GB/s. A comprehensive delay and energy analysis was presented, including a
design methodology to obtain the optimal repeater configurations for minimizing
delay while also minimizing jitter. Further, as processes scale, the selector latency
shrinks, and higher data rates can be achieved. The total energy saving that can
be achieved by the SMART driver in future nanometer technologies is found to be
in the range of 20% - 25%.

Vertical signal transmission technologies have also been discussed in the chapter
with an emphasis on signal transmission characteristics of TSVs in isolation as well
as in a bundle. For the considered range, simulations show that resistance and
inductance are mostly negligible for latency and SI considerations and therefore
signal propagation through an isolated TSV as well as a TSV in a bundle can
be analyzed by considering the capacitance alone. Tests were also carried out to
determine if the via should be treated as a lumped or distributed model. The
results show that no benefit is conferred by considering a distributed model due to
the relatively low resistance and a single lumped section is sufficiently accurate.

Furthermore, crosstalk effects between TSV structures in a 3 × 3 bundle were
examined. Capacitive crosstalk is far greater than inductive crosstalk, such that
inductance can be ignored in most cases. Due to the reduced complexity of the
TSV electrical model as proposed in this thesis, simplified delay formulae based on
the Elmore delay and empirical switch factors were proposed to estimate delay in a
TSV bundle with a maximum error contained to within 8% over the entire simulated
range. These equations allow for preliminary assessment of delay for worst, nom-
inal and best case switching scenarios in accordance with well-established timing
analysis practice. Simulations were carried out using eye diagrams to further inves-
tigate SI issues, demonstrating the effect of capacitive coupling in a TSV bundle
with random switching patterns. Shielding the lateral TSVs in a bundle was shown
to increase signal reliability and allow for faster speeds through the structures. It
is expected that this study will provide the basis for further explorations through
the recommendation of the equivalent circuits as well as the investigations on the
relative importance of the various parasitic terms, providing insight into signaling
schemes over TSV interconnects.
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5

IC Cost Modelling at the System Conceptual

Level

Several interdependent models are required to adequately capture essential
cost and performance characterization of Si chips and package implementa-
tions at an early stage of the design cycle. This chapter introduces a system-
level methodology to estimate the cost of a typical integrated circuit which
can be used in early trade-off analyses.

5.1 Introduction

I
t is becoming increasingly common for electronics to be used in conjunction
with other technologies in the operation of an overall system, to provide com-

plex control functions more compactly and at lower cost than could be provided
otherwise. Therefore, the design of electronic systems is placing increasing demands
on designers with respect to factors such as performance, reliability, cost, and de-
sign time. This is leading to a move away from the more traditional and ad hoc
design methods toward the adoption of a more structured approach to the design
process.

The silicon cost was the dominant factor in all cost calculations and estimating
chip cost was a simple matter of determining die size. Silicon remains a major
variable in the equation, but it has become necessary to think outside the die. As
IC designs become increasingly complex, factors other than pure die size can have
a huge impact on the final chip cost. This chapter outlines a basic approach which
enables to estimation of the final cost of the IC or module based on the available
gate count, processing technology and choice of package.

5.2 Cost Analysis and Modelling

The objectives of cost modeling in the early stage of the design cycle, sometimes
known as the system conceptual and planning stage, is to predict the final cost of
a product, to analyze its cost structure and to identify a cost effective optimum
production solution for the electronic system. The last objective is of great interest
to industry, being a critical criterion of product success. The main parameters
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Figure 5.1: Cost Model Parameters (reproduced from [174]).

required to predict the product cost structure and final cost are: material and
component costs, labour costs including design, manufacturing and test generation,
equipment cost and amortization, and yield and test costs.

• Design Effort: These costs are very significant in low-volume products. How-
ever, for mass-produced products, these costs are less important.

• Silicon Area: Based on the technology and production line used for manufac-
turing, a price per square meter of processed silicon can be estimated. It is
obvious that the larger the area the higher the cost.

• Production Yield: Since the production of defective devices reflects on the
price of fault-free ICs, the yield of the manufacturing line is an important
parameter in determining the price of mass-produced ICs.

• Package Costs: The cost of the package itself and of packaging a device are
relatively high. Minimizing the number of defective ICs being packaged and
optimizing the packaging yield will reduce the total costs.

• Test Costs: Increasing complexity of ICs, means functional tests are more
complicated, and take increasing amounts of time on expensive general-
purpose Automatic Test Equipment (ATE). Currently, test-related costs may
constitute a significant part of the total costs of an IC (even up to 50%, es-
pecially for complex mixed-signal ICs).

To completely assess the cost of a potential product implementation all the
above elements and related input parameters need to be considered. Table 5.1
summarizes a simplified IC fabrication and a module assembly process flow and
key input parameters for each step.

5.2.1 Rent’s Rule

E.F. Rent of IBM found an interesting relationship between the number of signal
pins on a circuit and the number of logic components in it [13 ]. On a log-log plot,
these data points describe a straight line, and the relation the form:

Np = kp · Np
g (5.1)

110



5.2. COST ANALYSIS AND MODELLING

Step Process Key Parameters
1 Wafer Fabrication Die Area, Number of IO

Defects per unit Area, Process cost,
Number of Mask Layers

2 Wafer-Level test Number of Gates, Test Coverage
Defectivity of the incoming die

3 Dicing Number Up
4 Burn-In Burn-in Time, Burn-in Costs
5 Die Test Number of Gates, Test coverage

Defectivity of the incoming die
6 Assembly Cost and Quality of Incoming materials,

Number of dies, Assembly Cost,
Assembly yield

7 Test module Number of dies, Number of gates,
Defectivity of the incoming module
Test Coverage

8 Rework Cost of Rework, Assembly Yield,
Rework Yield

Table 5.1: IC Fabrication and Module Assembly Flow and key Inputs for Cost
Prediction[175]

System/Chip Type ρ Kg

Gate array 0.5 1.9
Microprocessor 0.45 0.82
Static Memory 0.12 6
High-speed Computer (Chip and Module level) 0.63 1.4
High-speed Computer (Board and System level) 0.25 82
Functionally complete logic chip 0.21 7
Functionally incomplete logic chip 0.434 3.2

Table 5.2: Rent’s Constants for various systems or chip types

where Np is the number of pins, ρ Rent’s exponent(0 < ρ < 1), K Rent’s coefficient,
and Ng is the number of logic gates or logic partition on the chip. This relationship
was first revealed by Landman and Russo in [176 ] and also by Chiba [177 ].

Usually, ρ is constrained to values in the range of 0 and 1, inclusive, the two
extreme values interpreted as representing completely serial and completely parallel
circuits, respectively. It is one way of measuring how many logic gates in the circuit
block communicate to the outside world. Many of the gates in a circuit will only
need to interact within the circuit block and some of them will need to interact to the
outside in order to achieve the desired functionality. For example, microprocessors
have few external connections as the chip is designed such that interaction is mostly
within gate’s but in gate arrays, since the functionality is typically defined after
the chip is floor-planned, there are a lot more external pins.

Backoglu, in his well known book [6 ], has examined the parameters for a variety
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of systems such as gate arrays, microprocessors, memory, random logic, and boards
and systems. That examination is valid only for homogeneous systems, but not for
more complex systems, where several different architectures are integrated to form
a SoC; heterogeneous systems, for example, contain a memory, datapath, and some
random logic. A new heterogeneous Rent’s rule described in [178 ] argues that the
same power-law expression as 5.1 is valid for heterogeneous systems with equivalent
K and ρ parameters:

Keq = Ng eq

√
√
√
√

(
n∏

i=1

K
Ng i

i

)

(5.2)

ρeq =

n∑

i=1

ρiNg i

Ng eq

where Ki and ρi are the usual Rent’s rule parameters, Ng i is the number of gates

in ith the block and Ng eq =
n∑

i=1

Ngi.

5.2.2 Wire-Length Modelling

Early estimation of achievable wiring length is important as signal delay and power
consumption depend on the interconnect length.

Rent’s rule can be applied recursively to smaller and smaller logic blocks, and
by comparing the external communication requirements of different size blocks,
the average wire length can be determined. The most simple method to find the
average interconnection length is by assuming that exactly half of the wires go to
a module’s nearest neighbours (Fp) and exactly half go to the next next nearest
neighbour (2Fp), where Fp is the gate pitch. Hence, the average wire length Rm

in gate pitches is equal to 1.5. However, there are both theoretical and empirical
treatments for wire length prediction based on Rent’s rule, for instance Donath’s
[179 ], Gamal’s [180 ] Feuer’s [181 ], Mikhail’s [182 ] and Davis’s [183 ] models.

In Donath’s Model, a probabilistic, hierarchical scheme is used and a closed-
form result for average wire length obtained. The average wire-length derived from
Donath’s model is an upper bound and hence gives a conservative performance
values. By partitioning the design into hierarchical divisions and calculating the
number of connections between the partitions via Rent’s Rule, the average inter-
connection length, which is given by gate pitch, can be determined[179 ].

Rm =







2
9

1−4(ρ−1)

1−N
(ρ−1)
g

(

7
N(ρ−0.5)

g −1

4(ρ−0.5)−1
− 1−N(ρ−1.5)

g

1−4(ρ−1.5)

)

for ρ 6= 0.5

2
9

1−4ρ−1

1−Ngρ−1

(

7log4Ng − 1−Nρ−1.5
g

1−4ρ−1.5

)

for ρ = 0.5,
(5.3)

Davis’theory is widely used in many works in order to find both average inter-
connect length and interconnect length distribution. Davis’s expression of inter-
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Figure 5.2: Comparison of Average Interconnect Estimation Methods

connect length distribution is

I(l) =







kΓfg

(fg+1)

(
m3

3 − 2
√

Ngm
2 + 2Ngm

)

m(2p−4)/2 when 1 < m ≤
√

Ng

kΓfg

(fg+1)

(
2
√

Ng − m
)3

m(2p−4)/6 when
√

Ng < m < 2
√

Ng

(5.4)
where,

Γ =
2Ng(1 − Np−1

g )
(22p−1−2p−1)Np

g

p(2p−1)(p−1)(2p−3) − 1
6p +

2
√

Ng

2p−1 − Ng

p−1

Then the average interconnect length is:

Rm =

[

1
p −

√
Ng

p−0.5 − 1

6
√

Ng(p+0.5)
+ Np

g

(
−p−1+4p−0.5

2(p+0.5)(p−0.5)p(p−1)

)]

[

Np−0.5
g

−2p−1+22p−1

p(2p−1)(p−1)(2p−3) − 1

6p
√

Ng

+ 1
p−0.5 −

√
Ng

p−1

] (5.5)

In actual dimensions, when dg is gate dimension in, for example, nanometers,
the average interconnection length is lav = R̄mdg.

5.3 Bare Die/Packaged Chip Cost Analysis

The cost modeling methodology for a bare-die or a packaged die is shown in Figure
5.3. If not provided by the IP vendor the area of a digital module implemented in
some target technology can be estimated in a straightforward manner, using gate
information and technology scaling. In this process the key input parameter is the
gate count in a chip, which allows one to calculate the number of I/Os required
for external communications, core area and hence, the required die area. The very
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basic cost formula for a bare die is just the cost of a wafer divided by the product
of number of dice per wafer and die area. However, due to manufacturing defects
not all the dice obtained from a wafer function as desired. Hence, the number of
dies which can be obtained from a wafer and effective yield need be incorporated
to the model to the model along with chip design cost, fabrication cost, packaging,
and testing cost for to estimate the final cost.

However, the area of an analog chip depends not only on the number of transis-
tors and their sizes (in practice, minimum sized transistors are not used in analog
circuits), but also on the circuit architecture. For example, in a Voltage-Controlled
Oscillator (VCO), the area of the on-chip inductor may be hundreds of times larger
than that of a transistor. In an Analogue-to-Digital-Converter (ADC) or Digital-
to-Analogue-Converter (DAC), on-chip resistors and capacitors may occupy a large
fraction of the total area. Full custom design experiences are necessary to estimate
the size of an analog chip. The models for core area described below are for digital
implementations; it is assumed that area information for analog blocks is available.
However, all models following on from the core area are valid for mixed-mode sys-
tems. Instances where variations with respect to pure digital systems occur are
identified and supported by appropriate models. The following sections describe
the methodology for area, yield, and testing cost analysis for a bare or packaged
die.

A detailed description of the chip-level calculation of parameters such as aver-
age interconnect length, gate packing density and then chip area are given in this
section.

5.3.1 Packing Density and Area

The packing density of a chip is basically limited by transistors when all the tran-
sistors/blocks can be placed right next to each other. However, there is a situation
where transistors cannot be placed right next to each other when it is not possible
to wire them without consuming additional space. The area occupied by the tran-
sistors and their interconnects is termed the core area (Acore) of the chip. This area
can either be interconnect-capacity limited or transistor-area limited depending on
the logic type and the available resources such as number of metal layers [6 ]. For
example, memories usually have a very regular structure and do not require many
interconnection levels, resulting in a very high packing density. However, digital
logic circuits are less regular and require more connectivity, resulting in the area
being either interconnect-limited or gate area limited.

(A) Packing Density Limited Core Area

Packing density limited core area is estimated from:

Adie = NgAg (5.6)

where Ag is the area of an average logic gate. For static CMOS, the average logic
gate is considered to be a 2-input NAND gate with a fanout of 3 identical NAND
gates; for dynamic logic, [184 ] proposes a 2-input NOR with fan-out of an inverter
as the representative gate. The reasons for these choices are that the NAND gate is
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Figure 5.3: The Overall Cost Modelling Flow for a Chip

one of the commonest gates in random logic and is widely used in density metrics;
NOR gates are widely used in high-speed dynamic logic.

The estimation of Ag in (5.12) can be carried out based on the height and
width of the cell layout, determined by the contacted metal pitches of the local
metal layers. As per [184 ], the size of a 2-input NAND gate for a standard drive
strength is 4 metal pitches across by 16 metal pitches, i.e. 4pwL × 16pwL.

(B) Interconnection Area Limited

In many contemporary logic-intensive chips, the chip area is limited by wiring
capacity. The average gate dimension can be calculated by equating the demand
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for interconnections and the available wiring resources [6 ].

interconnection available per gate = ew

d2
g

pw
nw (5.7)

interconnection required per gate = fglavg, (5.8)

where pw is wiring pitch, ew is wiring efficiency, nw is the number of wiring levels,
fg is the fan-out of a typical gate, and dg is the gate dimension:

dg =
fgR̄mPw

ewnw
(5.9)

where fg refers to the gate fanout, pw to interconnection pitch, nw to the number
of interconnection layers, ew to the utilization efficiency of interconnects, and Rm

to the average interconnect length. This model was further validated and in [21 ],
and also used in [185 ]. However in modern technologies, the number of available
wiring levels is much higher and the variation in wire pitch between the lowest
and highest levels is significant; for example the pitch of global wires is typically
several times that of local wires. Additionally, the higher the number of levels, the
greater the congestion introduced by the presence of vias and studs needed for the
interconnection of adjacent wiring levels. Therefore, (5.9) requires a refinement in
order to be used with multi-level interconnect structures. One proposal, in [21 ], is
to use an average value for pw, while another, in [186 ], is to estimate pw

nw
considering

only local and global wires. Also, due to unequal usage of power and clock lines on
the different metal layers and via blockage, the wiring efficiency for signal wires vary
from one level to another. In this work, the change in wiring pitch and different
wiring efficiency factors for each layer, as well as the effects of via blockage are
considered by modifying (5.9) to get:

dg =
1 + fg

2

Rm
nw∑

i=1

ew,ikp,i

pw,i

, (5.10)

where kp,i and ew,i are the wiring utilisation factor (modelling the effect of via
blockage) and wiring efficiency factor (modelling the routing efficiency) respectively,

for the ith layer. Such an approach is suggested in [184 ] and [187 ]. The term
(1+fg)

2
is a correction to take into account the fact that a logic gate fans out to several
gates. The term kp,i is the fraction of metal layer i occupied by wires, while ewi

can be expressed as the product of three factors as

ew,i = ei
rout(1 − bi

PGC)(1 − bi
via) (5.11)

where ei
rout is the efficiency of the routing tool for the ith layer (approximately

constant over all layers), bi
PGC the blockage due to power/ground/clock nets, and

bi
via the blockage due to vias [187 ]. The work [88 ] estimates that in the case of two

layers of identical wire pitch, the top layer blocks around 12%-15% of the wiring
capacity of the lower layer, and further recommends that the blocking percentage
between levels of varying pitch be scaled proportionally with pitch. Hence bi

via on
the first wiring layer can be between 10%−50%, and much smaller on higher metal
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levels [188 ]. By contrast, bPGC for the topmost level is around 30%-40%, and less
than 3% for the lower levels [184 ]. It is possible however to assume a constant ew

for all wiring layers by a process of averaging the different values in a first-order
approximation.

5.3.2 Chip Size

The chip core size is estimated taking the maximum of packing-density limited area
and interconnect capacity limited area. That is:

Acore = max
{
Ngd

2
g, NgAg

}
(5.12)

The methodology to estimate Ag and dg have been presented in the previous section.

Parameter Alpha 21164 Pentium

Die Area (mm2) 299 163
Memory Area (mm2) 102 44
CPU Logic Area (mm2) 180 111.8
I/O Pad Area (mm2) 17 7.2
Transistor Count (M) 9.3 3.1
Memory Transistors (M) 6.71 0.971
Technology 0.5 µm CMOS 0.6 µm BiCMOS
nw 4 4
Wiring Pitch Values (pw,i) (µm) 1.125,1.125,3,3 1.4,1.7,1.7,3.5
Rent’s Constant p 0.35 0.35
Ag (µm2) 81 125
ew 0.26 0.32
Ng (M) 0.648 0.532
fg 3 3
Gate-Area-Limited Area (mm2) 52 89
Interconnect-Limited Area (mm2) 172 108

Table 5.3: Validation of Area Models for Two Microprocessors

The integration mixed signal systems in a single die is a merging of several
technologies, such as logic, memory, analog/RF, and this results in increased process
complexity and a area change. For example merging logic circuits together with
memory results in lower circuit density and hence larger circuit area, than their logic
only or memory only counter parts. For example, in a UMC 0.18 µm technology a
6T-SRAM cell is about 4 µm2 for logic and SRAM intensive product but it is 5.6
µm2 when merged. In this case there is a 1.4 times larger cell area, when combined
process area is used. The increased process steps for merging different technologies
are mentioned in Table 5.4 [189 ]. If memory, logic and RF systems are merged into
one chip, the total areas are [190 , 191 ]:

Amem∪logic = αAmem + βAlogic (5.13)

ASoC = αAmem + βAlogic + γARF (5.14)
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The total number of mask layers after merging is:

Nmem∪logic = Nmem + Nlogic − Nmem∩logic (5.15)

Nmem∪logic∪RF = Nmem + Nlogic + NRF − Nmem∩logic

− Nmem∩RF − Nlogic∩RF

+ Nmem∩logic∩RF (5.16)

In this analysis it is assumed that Nmem∩logic∩RF = 0.
When it comes to packaging the core, the number of I/Os to be connected to the

outside must be arranged around the periphery and may require a larger perimeter
in order to place them according to the minimum peripheral pitch. A simple and
yet reasonably accurate model for the die size has been introduced in [191 ], which
is:

Adie = max

{

(
√

Acore + 2Pp)
2,

(
NpPp

4
+ 2Pp

)2
}

(5.17)

Apkged chip = (
√

Adie + 2Lbnd)
2 (5.18)

However, in addition to the die area model described above, there are some other
models proposed in the literature such as one in Sandborn et.al. in [192 ]. It
describes a relationship for a peripherally bonded die with a single row of bond
pads on all sides; the die area is given by the maximum of two limits given by:

A1
peripheral =

(

2lpd + Pp

⌊
Np

4

⌋)2

, (5.19)

A2
peripheral = Npwpdlpd + (1 + kNp)

2 (5.20)

where Np is the total number of pads, lpd and wpd are the length and width of a pad
respectively, Pp is the pad pitch, and k is the fractional increase in the core die area
necessary to accommodate redistribution of IO to the periphery of the die, which is
approximately a constant in the range of 0.00074 − 0.00079 [192 ]. The peripheral
I/O limited area is given by (5.19) and the peripheral redistribution limited area is
given by (5.20).

Assuming that the active circuitry cannot be placed under the bond pads, for
an area array bonded die, the die area is given by the maximum of I/O limited chip
area and the bond pad limited area as:

A1
areaarray = (Pp ∗ ⌊Np⌋)2 , (5.21)

and, A2
areaarray = Npwpdlpd + Acore, (5.22)

respectively.

5.3.3 Die Yield Analysis

Ideally in a properly processed silicon wafer containing circuits, all of the circuits on
the wafer should be functional circuits. The number of functional circuits can range
very close to 100% to one or few circuits per wafer. The defects which contribute
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Added Process Logic SRAM Flash DRAM CMOS RF FPGA MEMS FRAM Chem. Sensors Electro Optical

Logic 0

SRAM 1-2 0

Flash 4 3-4 0

DRAM 4-5 3-4 7-9 0

CMOS RF 3-5 5-9 6-9 6-10 0

FPGA 2 2-4 4-6 3-7 5-7 0

MEMS 2-10 3-12 6-14 6-15 5-15 4-12 0

FRAM 4-5 3-4 7-9 2-3 7-10 6-7 9-15 0

Chem. Sensors 2-6 3-7 6-10 6-11 5-11 4-8 4-16 6-11 0

Electro Optical 5-8 6-9 9-12 9-13 8-12 7-10 7-18 9-13 7-14 0

Table 5.4: Added Process Complexity (number of mask level) for SoC Technologies, based on CMOS logic
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to chip-yield loss fall into three basic categories: random point defects, systematic
defects, and parametric defects in the circuit [193 , 194 ].

Random defects are due to mechanisms that are not specifically tied to a par-
ticular wafer-process step. Some examples of random defects include the following:
a foreign particle on the wafer that may cause a short between two interconnect
lines; a short caused by a metal bridge between two lines; failure of a contact to
open; a break in an interconnect line; and a pinhole in a transistors gate oxide.
Such defects can cause a chip to either fail outright or not meet a performance
specification.

Design, processing, or test operations can all add systematic defects to a chip.
After all, these defects can result from any mechanisms that create spatial- or
time-based variations on the chip. Systematic yield loss are usually corrected with
tighter controls during chip processing because there exists a tie between design
and systematic yield at process geometries. A common way to reduce systematic
yield loss in a chip processed at fine geometries is by applying corrective operations
which will adjust geometries so that the features printed on the chip more closely
resemble the ones drawn during the chip layout design.

Parametric yield loss is caused by various factors, which represent the process
and environmental variations of a chip from targeted, nominal values as well as the
design implementation. Examples of this type of yield loss include statistical process
variations; temperature and operating-voltage spreads; and geometry variations on
a chip resulting in differences from nominal values in parameter values.

(A) Modeling Yield Loss

IC yield modeling in terms of fundamental parameters that are independent of
the particular IC and processing process parameters is very important in several
aspects, but is highly complex. With an IC yield model one can not only estimate
cost but also compare the processing quality of different process lines and discover
where improvements in the process facilities are required. Exhaustive simulations
of parameter variations and sensitivity analysis are performed to determine the
effects of the various parameter variations on critical design targets. A complete
yield model should account for all sources of yield loss; it should ideally give insight
into the possible uses of yield loss, and should quantify the yield losses resulting
from design, process and random defects. Generally, IC yield is expressed as a
function of Do, the average number of defects per unit area, and Ac, the critical
chip area [195 ]:

Y = f(Do, Ac). (5.23)

The first model used to predict IC yield was derived from the Poisson probabil-
ity distribution function. The problem of estimating the yield of good chips is
analogous to the statistical problem of placing k number of balls in N cells, and
calculating the probability that a given cell contains k balls. The probability that
a die has k number of defects is

P (k) =
e−λλk

k!
for k = 0, 1, 2, . . . (5.24)

where λ = DoA, the average number of defects per die. Then, for a die with no
defects (k = 0),

Y1 = e−λ = e−DoA, (5.25)
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which is the classical Poisson model. This model requires that defects are per-
fect points and are uniformly distributed and spatially uncorrelated across a wafer.
Many experts believe that the Poisson Model is too pessimistic, since defects are
often not randomly distributed, but rather clustered in certain areas. Defect cluster-
ing allows less defects over large areas of the wafer than if the defects are randomly
and uniformly distributed. As it explained in [195 ], the Poisson yield model was
accurate enough when chip areas had been below 0.25 cm2. As chip sizes increased,
the Poisson model became inaccurate and tended to underestimate the yield and
was rarely used in practice. Even early as 1964, B.T. Murphy argued that since
the defect density varies widely from chip to chip, and from wafer to wafer, and
even from run to run, the Poisson model tends to underestimate the yield. Hence,
Murphy reasoned that the defect density needs to be summed over all chips and
wafers using a normalized probability distribution function of defect densities. The
yield of chips on a wafer, where defect density is nonuniform across the wafer, can
be expressed as

Y =

∫ ∞

0

e−DAf(D)dD (5.26)

where f(D) is the normalized distribution of defect density (pdf), with
∫∞
0

f(D)dD ≡
1. Assuming a delta function distribution and a triangular distribution for Do,
(5.26) reduced to Poisson and Murphy [196 ] yield models respectively. With the
passage of time, several other models were introduced by using different distribution
functions. Some of these are Seed’s model (assuming an exponential distribution

of defects, f(D) = e−D/Do

Do
) [197 ], Dingwall’s model [198 ], Moore’s model [199 ],

and Price’s model [200 ]. Price’s model is an extension of Seed’s model using Bose-
Einstein statistics where all the defects are indistinguishable.

However, the Gamma distribution can also be used to approximate the de-
fect distribution of ICs [201 ]. The probability distribution function for Gamma
distribution is:

f(D) =
1

Γ(α)βα
Dα−1e

−D
β (5.27)

where α and β are the two distribution parameters and Γ(α) is the Gamma function.
The average density distribution is given by Do = αβ, the variance of D is given
by var(D) = αβ2, and the coefficient of variation is given by

√

var(D)

Do
=

1√
α

.

In the early 70’s, two papers [202 ] and [201 ] described a yield function by applying
Gamma distribution function to (5.26) which is presently known as the negative-
binomial model. The elegance of this model is that through a relatively simple
statistical analysis of defect density distribution data, a more accurate yield model
can be derived.

Stapper’s derivation in [201 ] describes that the most general way to describe the
probability of a chip having k defects is by the compound probability distribution.
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Model Name Formula Distribution of defects and
other remarks

Poisson y1 = e−ADo Defect Distribution f(D) =
δ(D − Do)

Murphy y2 =
h

1−e−ADo

ADo

i2
Triangular Approximation
of Gaussian

Seeds y3 = 1
1+ADo

Exponential f(D) =
1

Doe−D/Do

Dingwall y5 =
�
1 + ADo

3

�−3
f(D) is not defined

Moore y4 = e−
√

ADo f(D) is not defined

Price y6 =
Qn

i=1
1

(1+ADi)
f(D) is not defined. Derived
from Bose-Einstien statistics
where defects are ”indistin-
guishable”

Negative Binomial y7 =
�
1 + ADo

α

�−α
Gamma Distribution

Table 5.5: Yield Models, where A is die area, and Do is defect density per
unit area. For Price model, n is the number defect producing mechanism or
process step as the wafers pass through the line and Di is the defect density of
each defect producing mechanism or the defect density for each process step as
the wafers pass through the line. α is the negative-binomial model is usually
referred to as the cluster parameter. A comparison of yield function with DoA
is shown in Figure 5.4.
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Figure 5.5: Negative Binomial Yield Function against λ for different α values

Then Murphy’s definition for chip yield (5.26) takes the form:

Pk =

∫ ∞

0

em mk

k!
f(D)dD (5.28)

=
Γ(k + α)

k!Γ(α)

(Aβ)k

(Aβ + 1)k+α
(5.29)

Then the probability of having no defects on a chip is

Y4 =
1

(Aβ + 1)α
=

(

1 +
ADo

α

)−α

(5.30)

This is the well known negative-binomial yield function. α is usually referred to
as a ”cluster” parameter and increases with decreasing variance in the distribution
of defects. This negative-Binomial yield function can also be expressed in terms of
1/α, i.e:

Y =
1

(1 + SDoA)
1
S

(5.31)

where S is the shape parameter of the distribution of D equal to var(D)
D2

o
= 1

α .

The Gamma distribution is in general a skewed distribution stretching from
zero to infinity. In the limiting case when S → 0, the Gamma distribution reduces
to a delta function and the yield (5.31) reduces to Poisson yield model. By selecting
different values for α (or S), various yield models can be approximated [195 ]. To
be more specific selecting α about 10 to ∞, 4.2,3 and 1, Poisson, Murphy, Dingwall
and Seeds models can be emulated respectively.
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Additionally to that the Gamma yield function is capable of representing quite
a large variation in the shape of an experimental yield versus area curve. Therefore,
Gamma yield function is known to be the most common function for representing
IC yield. The shape parameter of the Gamma distribution varies considerably
among different types of products manufactured in different processing flows. Also,
many different types of defects affect the yield, and the parameters Do and S
vary considerably for different types of defects. Each defect mechanism can be
characterized by its mean defect density Don, the shape factor of the distribution
of defects Sn, and the portion of the total chip area An that is susceptible to that
particular defect. Then, for each type of defect, the yield is:

Yn =
1

(1 + SnDonAn)
1

Sn

(5.32)

The overall yield is then the product of the yield for each known type of defect,
that is

Y =

N∏

1

Yn =

N∏

1

1

(1 + SnDonA)
1

Sn

(5.33)

Extending this model for different layers by assuming different defect density dis-
tributions for each mask layer, a yield function can be obtained. However, for the
sake of simplicity, one can assume that the distribution of electrical defects are
independent of the masking step, and with this assumption, a new yield function
is derived [203 ].

Yd =
1

(1 + SD0A)
N
S

(5.34)

where N is the number of mask layers, and A is the chip area.
Oftentimes several yield models are implemented in different product developers

and made refinements for already existing models to suit their process flow, for
example Murphy’s model for memory, Seed’s model for gate arrays etc. What is
common in all the models is the yield of a bare silicon die, Yd, depends on electrical
defects and each model assumes a particular defect density distribution: random
for the Poisson model, triangular in the Murphy model, exponential in the Seeds
model, and gamma for Price and the negative binomial model. The merit of each
model can only be judged by how it approximates the actual yields, and there is
no universal model. Among the seven models listed in table 5.5, negative-binomial
model is probably the more powerful yield function which is widely used and can
easily be fitted with experimental data.

5.3.4 Chip Cost Model

The wafer yield of the die, discussed in the above section, represents the actual yield.
In the integrated circuit fabrication process, after all the process steps related to
circuit fabrication, before the wafers cut into the dies, the whole wafer is tested.
This is known as wafer level testing. They then go for a die level test and a burn-
in process. This comes with an added cost. It is well-known that wafer-level or
Die-level testing leads to early defect screening, thereby reducing packaging and
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production cost. The wafer level yield of a die discussed in the previous section
represents the actual die yield, and after the testing process some defective dies will
be sent to packaging process due to the fact that all defects cannot be identified
at the wafer or die level test and burn-in process. Also, in a testing process only a
certain number of faults can be tested and then a question arises whether all those
faults tested good or not? This problem has qualitatively discussed in [204 ].

(A) Fault Coverage, Defect Level and Yield

A chip/die testing process is characterized by the fault coverage level, which is
defined as the fraction of defects that are identified in the test. If most incoming
parts have a higher incoming yield, then even a relatively poor test that screens
out only some of bad parts can still give low defect levels. On the other hand, if
most incoming parts are bad, then the test must have a higher coverage to ensure
that the number of bad parts passed are not a significant fraction in comparison to
the few good parts. The chip yield after wafer-level or die-level test is computed
from the fault coverage, and the actual yield of the die on wafer.

Assume that a given chip has exactly nc number of defects/faults, the proba-
bility of a fault occurring is independent, and all defects/faults are equally likely
with probability p (in this case, stuck-at-faults on signal lines are assumed to be the
only type of faults that can exist in the circuit [204 ]). Also assume that m(≤ nc)
is the number of faults which can be tested in the test process. This gives rise to
a uniform distribution of faults. By definition the chip yield is a chip without any
defects, and in other words it can be defined as the probability of each possible
fault being absent. Then the chip yield can be expressed as:

Yin = (1 − p)nc (5.35)

By definition the fault coverage Fc is the number of faults that can be tested
divided by the total number of faults: Fc = m

nc
. A defective die could have at least

one defect (defective die could have more than one defect), and identification of
any defect is enough to reason out that the die is defective and should be scrapped.
Using the Williams and Brown model described in [204 ], probability of accepting
a chip with one or more faults in the testing process is

Pa = (1 − p)m − (1 − p)n
c .

Dies that pass the test might have good chips with probability (1− p)nc , and bad-
chips with probability Pa. Hence, the fraction of chips which pass the test, the pass
fraction (PF ) is

PF = Pa + (1 − p)n = (1 − p)m = (1 − p)nc
m
nc = Y Fc

in (5.36)

The defect level, which is also called the field reject ratio is equal to the probability
that a bad chip is accepted, divided by the probability of accepting a bad chip plus
the probability of a good chip:

DL =
Number of bad chips passed by the test

Total number of chips passed by the test
(5.37)

=
Pa

Pa + (1 − p)nc
= 1 − Y 1−Fc

in (5.38)
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The die yield after a testing process is the ratio of good chips passed by the test
and total chips passed by the test, and can be expressed as:

Yout = 1 − DL = Y 1−Fc
in (5.39)

In [205 ] it is shown that fault clustering (multiple logical faults caused by a single
fault, and multiple faults located on the same unit) decrease the test transparency
probability, and a model for defect level is presented :

DL =
(1 − Yd)(1 − Fc)e

−(n0−1)Fc

Yd + (1 − Yd)(1 − Fc)e−(n0−1)Fc
(5.40)

Here, n0 is average number of faults on a defective chip and determined by exhaus-
tive failure analysis and curve fitting.

(B) Chip cost model

The model computes the cumulative cost per die at the end of each process step as
follows:

C1,i =
C1,i−1 + Ci

PF
(5.41)

where C1,i−1 is the accumulated cost of all the steps up to but not including the
present step, Ci, is the cost of the present step, and PF is the percent of the
dies which pass the current step. For every process, which is followed by a testing
process, the testing cost should also be included. The higher the fault coverage of
the testing process, the higher the cost; the extra testing time results in extra cost
including labour, and equipment usage costs. Assuming that a higher fault coverage
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d ) with fault coverage
for different yield values. Achieving defect level of few tens of parts per million
requires near complete fault coverage for large circuits. It is a challenge to
achieve such a higher fault coverage with the presence of many type of faults.
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level requires significantly increased testing time, the following exponential model
correlating test coverage level with testing time, ttest, is proposed in [206 ]:

Fc = 1 − e−kttest (5.42)

Here, k is an empirical constant that defines the steepness of the exponential func-
tion. It is assumed that 60 seconds is enough to achieve 99.99% coverage, in order
to estimate the value of k [206 ]. Thus, k is calculated to be 0.1. Also, it is as-
sumed that wafer-level testing achieves 80% fault-coverage, and testing after burn-in
achieves a fault coverage level of 99%. Then, the testing cost can be assumed to be
linearly propotional to the testing time [206 ]:

Ctest = Ctttest (5.43)

Since the size of the die is already estimated in the previous section, the number
of dies which can be fabricated on a wafer Ndie is estimated by:

Ndie =
πd2

4d2
c

− πd√
2dc

− 4 (5.44)

After step one, wafer fabrication, die cost is estimated as follows:

C1 =
Cwafer(raw, process,mask)

NdieYdie
(5.45)

It is hard to predict the cost for testing a die, but it depends on the number
of pins that have to be tested. In this case we assume that dies are attached to a
reusable carrier for a burn-in test so that the cost for the carrier is negligible when
considering mass production. In this analysis, a constant value for chip test cost
per module per lead ($ per lead) is assumed and it is multiplied by the number of
leads to be tested to get the total chip test cost.
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The package cost is calculated using a price vs pin count assumption as in [207 ].
For a peripheral I/O single chip plastic package the cost is:

Cpkg = 0.01e1.16log(NIO)−2.09 (5.46)

5.4 Board- or Package-Level Model

The cost of a module is summation of the cost for each chip/die, substrate cost,
and interconnection cost. In the previous section, the methodology for determining
a packaged chip or bare-die cost was discussed, and in this section looks how the
module level cost is estimated.

The size of a module substrate depends on several parameters ranging from
type of technology being used, for example MCM-L,C or D, to the number of dice
on it, and even the thermal conductivity. Though several wiring limited module
area estimations have been derived, the size of the substrate may not limited by the
wire-ability. But it is dependent of total number of I/Os on the MCM, number of
vias in the substrate, number of dice, and the thermal dissipation of the substrate.

5.4.1 Number of Pins per Chip

To determine the number of pins per chip Rent’s rule can be applied.

Np = KpN
β
g . (5.47)

Here, β is Rent’s constant for the number of pins, and Kp a multiplicative constant.
The constants for Rent’s rule are different from those used for on-chip wire length
calculations. Table 5.2 presents Rent’s constants for a wide variety of products,
including those for on-chip wire length calculations as well as board/module level
pin count estimation. Depending on the way the electronic system is partitioned
into modules/chips and the data transferring methodology (for example, serial,
multiplexed, bidirectional) Rent’s constants may differ.

5.4.2 Module Level Average Interconnection Length

Module level interconnection length can also be estimated as described in Section
5.2.2 which is used to calculate the average interconnection length for chips:

RM =







2
9

1−4(η−1)

1−N
(η−1)
c

(

7
N(η−0.5)

c −1

4(η−0.5)−1
− 1−N(η−1.5)

c

1−4(η−1.5)

)

for η 6= 0.5

2
9

1−4η−1

1−Ngη−1

(

7log4Nc − 1−Nη−1.5
c

1−4η−1.5

)

for η = 0.5,
(5.48)

where η is the Rent’s constant. In this case the number of gates is replaced by the
number of chips, and the gate pitch is replaced by chip footprint dimension [6 ]. In
addition to that Rent’s constants to be used in that equation may be larger than
that of ρ because laying out a board minimizing wire lengths is rather easier than
a chip [6 ]. Then, the average interconnection length in actual units is

LAV G = RMFP , (5.49)

where FP is the chip footprint dimension.
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5.4.3 Chip Footprint

The MCM substrate area Asub can easily be estimated by the method outlined by
Backoglu in [6 ]. If Fp, the chip footprint dimension is known, SoP area is:

Asub = NcF
2
p (5.50)

It is understood that if there is only one layer of chip carriers is available on the
module, the footprint size cannot be smaller than chip carrier size, and footprint
will be limited by the interconnection capacity of the module. As illustrated in
[6 ], the interconnect-capacity limited substrate area is found by estimating the
average interconnect length at the module level using RM . Assuming a fan-out of
Fc (typically 1.5) for the chip pins, the number of interconnections are:

Fc

Fc + 1
NcNp mcm

where Nc is the chip count, and Nmcm total number of chip I/Os and I/Os to
and from the MCM. Then, the total interconnection length is the multiplication of
number of interconnections and the average interconnection length as given by:

Fc

Fc + 1
NcNp mcmRMFP .

By equating supply and demand of interconnects, the interconnect-limited chip
footprint Fp is estimated as:

Fp =
Fc

Fc + 1

RMNp mcmPw mcm

Ncewnw
, (5.51)

where nw and Pw mcm number and pitch of module wiring levels. Footprint can be
limited by the dimension of the chip Dc or the dimension of a chip carrier Pc too,
therefore the footprint dimension is given by the most limiting constraint:

Fp = MAX

{
Fc

Fc + 1

RMNMPw mcm

Ncewnw
, Dc, Pc

}

(5.52)

Alternative to the method we have discussed, there are two other formulations for
the module area: Hannemann’s approach [208 ] and Moresco’s approach [209 ].

Nevertheless the simplest approach discussed above assumed that the compo-
nents to be arranged in a MCM substrate are homogeneous, which is usually not
the case for mixed-signal system integration. It is understood that this restriction
appears at two critical points [210 ]: (1) in the derivation of the wiring capacity
limited footprint, and (2) in how the module size is determined. This limitation
can be fixed by recomputing an effective chip count and corresponding average
interconnect length for each component.

Effective Nci =
NIOmcm

NIOchip i
(5.53)

where NIOmcm is the total number of IO connections in the whole module, and
NIOchip i is the number of IO connections that the ith component possesses. Then,
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to find the area of the module multiplying F 2
p by chip count is no longer valid and

hence the following summation must be used:

ASOP =

Nc∑

i=1

Fp i2 (5.54)

5.4.4 Yield and Cost Analysis

In traditional IC packaging approaches the module or system yield is a function of
the yield of individual components and the yield of the integration methodology
used. This is basically the multiplication of the yields of all the dice, substrate, and
the bonding process, that is:

Ymodule =

N∏

i=1

Yd iYassYsub. (5.55)

Thus, overall yield of a system can be uneconomically low for complex systems,
unless particular attention is paid to test coverage and delivered die yield for bare
dice, mainly through KGD (Known-Good-Dies) methods (KGD are fully tested
unpackaged ICs that often comes with a guarantee). Even with a 90% probability
of KGD, the resulting yield of an assembled module is unacceptable for systems
with more than a few chips.

IC manufacturers often offer several levels of KGD, where each successive level
entails a more rigorous test plan. High KGD levels often come with a quality and
reliability guarantee, such as guaranteeing them to function on delivery, or to last
through a certain time period. Industry aims to provide KGD that have at least as
much quality and reliability as they would have if they were packaged.

In general there are four ways to ensure that a bare silicon die is known good
[211 ]: 1) through the process under which the manufacturer fabricates the IC,
2) through the IC design making ICs testable (called design-for-testability), 3)
through bare IC testing including electrical, mechanical and environmental tests,
and 4) through sample packaged IC testing.

Assembled module costs are very complex to estimate; it includes the total cost
for each chip including testing cost, assembly cost, substrate cost, rework cost, and
finally the module test cost and packaging cost. Therefore, detailed costing of chips,
substrate and interconnects is essential in analyzing the module cost. To analyze
the relationship among all the assembly, yield, test, and repair parameters, and
how they impact the final cost and quality of a module, a simple assembly, test,
rework simulation model can be used.

Such a model is explained in detail in [210 ]. Each of the boxes in Figure 5.8
represents a specific process. The assembly box takes one or more inputs corre-
sponding to various types of components to be assembled and the substrate that
they are going to assembled upon. Each input is characterized by cost, yield, and
a count of how many times it is going to be used. Also, the assembly process itself
has a cost, and yield parameters, as does the components and the module. There-
fore, the output cost of assembly process contains sum of substrate cost, and the
cost for all the components including assembly cost. Output yield of the assembly
is estimated by (5.55). After this process, module is tested using a process that

130



5.4. BOARD- OR PACKAGE-LEVEL MODEL

Components

Substrate

Assemble

TestDiagnosis and Repair

Success

Fail

Fail

Pass

N

Scrap

(Cost,Yield)

(Cost,Yield)

(Cost,Yield)

(Cost,Yield,Fault Coverage)(Cost,Yield,Success Rate)

Figure 5.8: Module Cost Estimation Flow. Adapted from [210]

can be characterized by a testing cost and fault coverage. The modules that pass
the test are assumed good and are passed to the next activity which is possibly
another assembly process. The fraction of modules which pass the test is estimated
by (5.36) with module yield as the input. However, since the testing process cannot
detect all possible faults because the test coverage is usually less than 100%, some
defective modules can escape and reduce the quality of the output modules.

The yield of units which exit the test (assuming no repair) is [204 ]:

Y ieldout =
Number of good modules passed by the test

Total number modules passed by the test
, (5.56)

and, the output cost from the test step is given by,

Costout =
Costinput + Costtest

PF
. (5.57)

Then the fraction of bad modules tested (1 − PF ) are diagnosed for possible
repair. The probability of being able to repair a module is known as the repair
success rate. Also, it is worthwhile to mention that repairing does not guarantee
that the unit is functioning properly, because the unit may have been improperly
diagnosed or some failures introduced during the reworking process. The repairable
modules are again subjected to the testing process. The diagnosis and repair/rework
process has a cost and also affect the yield through the reworking process and its
defects, new component defects, misdiagnoses. If a module fails to pass the test after
being repaired the maximum allowable number of times (N), then it is scrapped.

The model used in [191 ] assumed only one repair/rework cycle, and after the
rework process the modules are assumed to pass the test, and that there are no
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scrapped units. If the assembly yield is Ya, and after the assembly process 1 − Ya

units are sent back for reworking, the overall yield of the assembly process becomes
Ya(2 − Ya).

5.5 Summary

80% of the final product cost is commited during the first 20% of the design cycle
and hence, it is very important to analyze the performance and cost of a chip at an
early stage in the system conceptual level. The cost of a chip/module is predicated
on its area. Taking technology parameters as inputs, a simple methodology for
chip/module area estimation based on interconnect or device size limitations was
discussed in this chapter. Process yield, die area, number of dies that can occupy
a wafer, and the cost to produce a wafer determines a rough cost of the die. The
number of mask layers for a chip and the process technology determine the factors
to consider the cost per wafer. Finally, the testing process and the quality of testing
that a chip undergoes, and the package type determines the final chip cost.

Also, this chapter presented models to estimate module cost, which is deter-
mined by the substrate area, assembly technology and its yield, testing process and
its quality, and the repairing and reworking process.
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6

Heterogeneous System-on-Chip Integration:

2-D or 3-D ?

Trade-off analysis is identified as the process of comparing performance gains
in one region of the design space with associated performance losses in an-
other. In this chapter using the system level cost models proposed in chapter
5 a generic methodology for cost, performance and other technological trade-
offs is discussed.

6.1 Introduction

H
igh performance electronic processor systems in portable applications need
to satisfy increasingly stringent requirements on energy efficiency under ever

more severe performance, cost, weight and technological restrictions. The solutions
explored by the semiconductor industry to meet these challenges are migrating to-
wards 3-D integration options. A major driver behind this trend is the plethora
of implementation problems facing gigascale 2-D integration, ranging from tech-
nological to architectural. From a fabrication point of view, integrating disparate
technologies such as sensors, MEMS structures, and other heterogeneous elements
demanded by many applications on a single die is more challenging than connect-
ing separate dies by external interconnections. The 2-D architecture also results
in numerous bottlenecks due to area and routing congestion, such as the memory
bottleneck in multimedia SoCs [212 ]. Recent developments in fabrication technol-
ogy have resulted in 3-D integration being a potentially viable option for gigascale
integration [162 ][213 ].

However, even as designers are presented with an extra spatial dimension, the
complexity of the layout and the architectural trade-offs also increase. To get a true
improvement in performance, an accurate analysis using detailed models at different
hierarchical levels is crucial. Even though several previous works have addressed
this issue [190 ][214 ][215 ], they mostly concentrate on isolated model development,
or target some specific type of system.

In this chapter presents a cohesive analysis of the technological, cost and per-
formance trade-offs for digital and also crucially mixed-mode systems, outlining
the choices available at different points in the design and their ramifications. A
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generic methodology for performance and cost estimations of 3-D systems that can
be modified for different applications is also presented as well as a comprehensive
set of estimation models as building blocks [191 ]. Finally, in order to validate the
proposed metrics and methodology, two ubiquitous electronic systems are analyzed
under various implementation schemes and the performance trade-offs discussed.
These case studies are used to highlight the importance of a cost and performance
trade-off analysis early in the design flow.

Figure 6.1: The effect of smaller design rules is weakening in many types
of ICs. In an effort to resolve the problem the semiconductor majors are in-
vestigating 3D IC technology, stacking chips, transistors and other elements
vertically [24].

6.2 Three-Dimensional Integration

As Akasaka has reported in [216 ], the idea of stacking multiple chips on top of each
other dates back to the late 70s. In 1979, it was found that polysilicon deposited on
an insulator can be melted and recrystallized by laser irradiation [217 ] and that the
crystal perfection of the layer can be adequate to allow the fabrication of devices.
The advent of SOI technology held out significant promise for 3-D integration. This
fueled the research efforts for developing fabrication techniques and exploring the
limits of 3-D integration [39 , 216 , 218 , 219 ].

6.2.1 Benefits of 3-D Integration over 2-D Planar

(A) Wire length Reduction and its implications

The principal benefit of 3-D integration is the reduction in the length of global
interconnects and it is estimated in [220 ] that 3-D architectures reduce wiring
length by a factor of the square root of the number of strata (layers) (m) used,
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which is
√

m. For example, a 4-layer 3-D IC would have, on average, ≈
√

4 = 2
reduction of interconnect length. 3-D integration also increases the global clock
frequency by m3/2. A second generic benefit of 3-D integration is a reduction in
the total length of wiring required for a given system configuration. Along with
this reduction comes a reduction in energy dissipation that varies roughly as the
square root of the number of strata. The wire length reduction alone can reduce
the interconnect energy and propagation delay by up to 51% and 54% respectively,
at the 45 nm technology node [221 ]. However, the potential gain in performance
is a strong function of the die-area [191 ]. The reduced parasitics for interconnects
can significantly simplify the circuit and power distribution network design for high
performance applications.

Davis et.al. presented a stochastic wire length distribution formula for 2-D
planar ICs as discussed in Section 5.2.2. An extension to wire length distribution
for 3-D homogeneous∗ ICs have been carried out in many works [220 , 222 , 39 ].
The work [222 ] gives rather simple closed-form equations which are suitable for
back of the envelope calculations. 3-D Wire length distribution for a system with
total of N gates in a square array architecture for clarity, distributed in m layers
derived with neglecting the wires in length less than one gate pitch, because local
wires have a insignificant impact on overall system performance. The 3-D circuit
horizontal wire-length distribution function is as follows:

I(l) =
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It is important to note that when m = 1 is substituted in (6.1), it reduces to
the Davis’s 2-D wire-length distribution formula.

When d is the length of vertical wires in unit one device layer depth (distance
between two neighbouring layers), the vertical wire-length distributions is derived:

V (d) =
2αkN(1 − Np−1 − mp−2 + m−1Np−1)

m(m − 1)
(m − d) (6.2)

where d = 1, 2, . . . ,m − 1.

(B) Chip yield and cost

Another benefit in chip stacking comes from the economics and yield engineering,
as cost and yield are the most important factor for chip manufacturing. From the
yield models in Chapter 5, it is evident that the larger chip size gives a lower yield;
chip yield decays exponentially with area. Therefore, chip yield increases when
manufacturing a large number of smaller chips. Not only that, by partitioning a

∗Homogeneous in this context means that all gate pairs are at a horizontal distance
of l and are equally likely to connect to each other regardless of the layer they are in.
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Figure 6.2: Horizontal Wire-Length Distribution in a 3-D IC. Here, m = 1
corresponds to 2-D case. As the number of layers increase the number of global
wires as well as local wires decrease.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10

4

10
5

10
6

10
7

Vertical Wire Length (in device layer depths)

N
u
m

b
e
r 

o
f 
V

e
rt

ic
a
l 
W

ir
e
 N

e
ts

m=2

m=4

m=8

m=16

Figure 6.3: Vertical Wire-Length Distribution in 3-D IC.

large chip into several smaller chips, the otherwise unused extremities along the
circumference of a wafer may be taken advantage of, thereby increasing dies per
wafer.

The final footprint of the packaged system is also less for a 3-D implementation.
Particularly portable systems such as cell phones and Personal Digital Assistants
(PDAs) increased demand for signal processing, memory, sensors and wireless com-
munication to be integrated in a single system that fits into one’s hand.
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(C) Heterogeneous Integration

With greater emphasis on increasing the functionality on a single die, different
functional units such as digital, analog/RF, memory, opto-electronic, MEMS, im-
age sensors, displays etc are being integrated on the same piece of silicon. These
functional units inherently perform better in completely different process technolo-
gies such as silicon or non-silicon, and may not scale as fast as other technologies.
For instance, a digital CMOS process’s feature size scales at a faster rate than ana-
log processes. Merging different technologies to make a bigger planar chip requires
additional process steps and hence, increased mask count, which finally adds to the
total product cost. Thus, with 3-D technology, different functional blocks can be
manufactured separately and simply be integrated.

In mixed-signal systems, noise-sensitive analog/RF circuitry is prone to failure
due to interference from their digital counterpart through the base silicon substrate
[39 ]. 3-D integration aids in the solution for noise isolation as it separates the ana-
log/RF and digital circuits into different substrates, with the metal or the dielectric
bonding layer used in wafer-bonding technology providing an effective guard ring
[223 ].

As Banerjee et.al. described in [39 ], a preliminary analysis shows a 30dB
improvement in isolation by moving the RF portions of the circuit to a separate
substrate. Moreover, since the second Si layer may not be continuous, good isolation
between different analog and RF components such as the low-noise amplifier (LNA)
and power amplifier can also be achieved.

6.2.2 Challenges for 3-D integration

Despite the great amount of research work carried out so far to realize 3-D inte-
gration, there are still numerous challenges to overcome to make 3-D integration a
mainstream IC design paradigm.

(A) Thermal Integrity

Thermal integrity is a critical issue in all high-performance chips because system
reliability is strongly dependent on the temperature.

The heat generated in a chip due to transistor switching is typically conducted
through the silicon substrate to the package and then to the environment by a heat
sink. With chip stack designs, ICs in the upper layers will also generate a significant
fraction of the heat. These active layers are usually bonded or insulated from each
other by layers of dielectrics (LTO, HSQ, polymide, etc.) which typically have much
lower thermal conductivity than Si [5 , 7 ]. Therefore, it is difficult to remove the
excess heat from chips or dies that have more than one degree of separation from
the heat sink. The increased heat causes further leakage, which in turn increases the
temperature, an undesirable cycle which can cause catastrophic breakdown. Other
causes includes degradation in device performance, reduction in chip reliability due
to increased junction leakage, electromigration failures [224 ].

Thermal management involves the control of temperatures of materials within a
package. There are two basic cases for thermal management in 3-D IC systems: few
layer and many layer systems [7 ]. In few layer systems, heat transport is vertically
directed as in single ICs, since the component stack is mounted flat. In most cases,
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the polymeric adhesive material may be a problem, but due to the total traversal
distance being short, the high thermal resistive of polymer may not have an effect.
However, two basic approaches can be considered in this case. First, the stack can
be arranged in a way that places the most dissipative substrates closest to the heat
removal surface. Second, it is possible to consider loading the polymeric material
with insulators that conduct heat better.

In many layer systems, heat transport is more isotropic [7 ]: in this case two
previously mentioned approaches apply, but the heat removal surface of choice may
be different. Also, it is possible to include other heat removing structures such
as periodic heat spreader layers or vertical columns or slugs of highly conductive
materials such as Copper thermal vias (T-vias) that can can run the lateral extent
of the entire ensemble of the 3-D assembly. However, thermal vias further increase
the routing congestion [225 , 226 ]. Nevertheless, careful thermal-via placement in
high performance systems have the potential to effectively control the temperature
in 3-D ICs.

Some alternative methods that have been proposed, such as integrated micro-
channel cooling [227 , 228 ] may also be a viable option. Moreover, it is shown in
[229 ] that even though the increased temperature reduces the highest operating
frequency, the overall system performance can still be comparatively better than in
a 2-D implementation.

Figure 6.4: IBMs Water Cooling Technique for 3-D Chips; tiny rivers as thin
as a human hair (50 microns) of water flows between the individual chip layers
in order to remove heat efficiently at the source [230].

(B) Electromagnetic Interactions in 3-D ICs

Parasitic coupling effects among different layers in 3-D chips are expected to be
present. For example, in a 3-D IC, additional coupling exists between the top layer
metal of the ith active layer and the devices on the (i+1)th active layer. This needs
to be addressed at the circuit design stage. However, for nanometer technologies,
the aspect ratio of global tier interconnects is larger (usually ≥ 2) compared to
local wires. Of these wires, the line-to-line (coupling) capacitance is the dominant
portion of the overall interconnect capacitance, and therefore, the presence of an
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additional silicon layer on top of a global metal line may not have an appreciable
effect on the line capacitance per unit length. For technologies with global wires
with a much smaller aspect ratio, the change in interconnect capacitance due to
the presence of an additional silicon layer could be significant [231 ].

TSVs used for vertical communication between ICs in the stack may have signal
integrity effects due to the substrate noise, and the devices in close proximity to
TSVs may perform differently. Rousseau et.al. in [232 ] investigate the electrostatic
impact that a TSV may have on a MOS transistor both in analogue and digital ap-
plications. They conclude that for digital mode of operation the electrostatic effect
is negligible whereas in the analogue mode frequencies higher than 100 MHz involve
parasitic coupling effects, and propose new design rules and layout methodology for
3-D ICs in order to ensure reliable electrical compatibility. Also, high frequency
signal transients in one layer could simply couple with wires in neighbouring layers.

In 3-D ICs, the reduction of wire lengths will certainly help to reduce the
inductance. When the substrate resistance is sufficiently low or the wafers are
bonded through metal pads, the presence of another substrate close to the global
wires will lower the loop inductance by providing shorter return paths [39 ].

(C) Reliability

Reliability of 3-D ICs due to electrothermal and thermomechanical effects between
active layers and their interfaces is another concern that designers need to cope
with [39 , 232 ]. Usually hot spots are inevitable due to the temperature distribu-
tions within a chip package, and as a consequence, the activation of failure modes
in components and disruptions in physical structures inside the package due to
differential expansion of dissimilar materials at their interfaces may occur [233 ].

Also the heterogeneous integration of technologies in 3-D architecture will in-
crease the need to understand mechanical and thermal behavior of new material
interfaces, thin-film-material thermal and mechanical properties, and barrier/glue
layer integrity .

From a manufacturing point of view, yield issues might arise due to the mis-
match between the individual die-yield of different active layers and the bonding
technique to be used, which may affect the overall yield of 3-D chips. Yield issues
would demand a careful trade-off between system performance, cost, and the 3-D
manufacturing technology.

6.2.3 Three-Dimensional Integration Options

Vast numbers of research groups both in academia and the industry have vigorously
studied 3-D integration technologies in recent years [234 , 165 , 235 ] using diverse
processing steps - bare dies, packaged dies, MCM’s and custom wafers stacked
along the z-axis to form 3-D IC. The simplest way to distinguish among the various
methods is by categorizing them s wafer-level and chip level methods. Several
comprehensive descriptions of 3-D integration technologies and their comparisons
are described in the literature [165 , 235 ] to mention a few.

Basically 3-D stacking was focused on chip stacking, and this method is widely
known as 3-D SiP. Stacked die packages as such are very common in mobile prod-
ucts. This can be either chip-to-chip(C2C) or Package-on-Package (PoP) or MCM-
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Figure 6.5: System-In-Package (Die stacking using wire bonding)
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Figure 6.6: Wafer Level Integration with vertical interconnects

to-MCM bonding using epoxy or glues and creating electrical connections by wire-
bonding techniques and this 3-D-C2C bonding makes it possible to stack KGDs in
layers [236 ]. This method of integration is referred as 3D-SiP hereafter. Many of
the 3D packaging systems that are manufacturing today are mostly memory mod-
ules, especially for USB memory and CF, SD, XD memory [162 ]. The most critical
parameter is the thickness of each component. Up to eight assembled die packages
are currently available in the market. This has been the approach for heterogeneous
integration of mixed-signal systems, where different high-performance Intellectual
Property (IP) blocks could also be integrated to achieve better performance, but
the production throughput of this Chip-to-Chip bonding is very low compared to
wafer level stacking.

Wafer-Level stacking can be performed in two ways; in the first case entire
wafers are bonded into one single wafer and subsequently diced (3D-W2W), whereas
in the later method, known-good-dies (KGDs) are bonded on top of a host wafer
containing other KGD sites (3D-D2W) [237 ]. Furthermore, there are two primary
wafer orientation schemes known as Face-To-Face and Face-To-Back. The former,
provides the greatest layer-to-layer via density, and is suitable for two-layer or-
ganizations. Face-to-Back, on the other hand, provides uniform scalability to an
arbitrary number of layers, except the reduced inter-layer via density. One of the
keys to form vertical interconnections is to use through-hole vias, which is an in-
tegral part of the semiconductor process flow (discussed in Section 4.4). These
vias can be formed after wafer fabrication (post-passivation) by etching a hole in
Silicon, depositing a thin insulation layer (SiO2) on the side walls and bottom,
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filling the hole with a thick copper plug, and polishing away the excess copper
plated on the wafer. However, due to the various limitations and drawbacks of
these post-passivation through hole vias, there are new processes proposed recently
to eliminate various short comings.

In general, there are three methods for three-dimensional integration: Wafer-
to-Wafer (W2W), Die-to-Wafer (D2W), and SiP [165 , 235 ]. Chip-to-wafer 3-D
integration technology can provide a high yield and a high flexibility in chip size,
compared with wafer-to-wafer 3-D integration technology. In addition, a high fab-
rication throughput can be achieved in chip-to-wafer 3-D integration technology,
compared with chip-to-chip 3-D integration technology. The fabrication through-
put in the chip-to-wafer 3-D integration technology is lower than that in wafer-to-
wafer 3-D integration technology because many chips used in the chip-to-wafer 3-D
integration are mechanically aligned onto an LSI wafer chip by chip. To overcome
this problem, another innovative approach to chip-to-wafer bonding with a highly
precise alignment technique in batch process is under investigation. Thus, chip-to-
wafer 3-D integration technology can simultaneously satisfy these requirements of
production yield and fabrication throughput.

6.3 Early Estimation of Cost and Performance

The basic goal in electronic system design is to find a design methodology which
balances performance with ease of manufacture, while minimizing cost. So, system
implementation or manufacturing issues must be addressed early in the design cycle
intelligently and quickly before major investments are committed or design work
begins. It has been identified that decisions made within the first 20% of the total
design cycle time will ultimately affect upto 80% of the final product cost [210 ].
Therefore, making appropriate design choices early in the design cycle is essential
and will have a significant impact throughout the design and production lifecycles.

The possible implementations of mixed-signal Systems is shown in Figure 6.7.
It ranges from traditional two-dimensional SoC implementation toward 2-D SoP
or 3-D SiP or 3-D WLI. As designers face more dimensions for system integration,
an optimal total solution should be pursued with an accurate trade-off analysis
between different design metrics. First, a decision has to be made as to in which
technology (SoC or SoP or SiP or WLI) a system should be implemented. The most
important metrics for these decisions are probably the performance of the resulting
systems and cost of implementation. So far, these kinds of trade-offs are made in a
relatively crude and generic way, dependent on the designer’s expertise. As system
complexity further rises, more structured approaches are necessary.

The key challenges of early cost and performance estimation for system imple-
mentation are as follows[190 ]:

1. Lack of physical layout information

2. Lack of accurate models for performance estimation, mixed-signal isolation,
IP module integration, and technology fusion

3. Lack of accurate and efficient computation algorithms since most of the sys-
tems are inherently complex.
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Figure 6.7: Mixed-signal electronic system design flow and options.

Furthermore, from a marketing perspective, a cost, performance and other tech-
nological trade-off analysis early in the design cycle provides more freedom in the
process of decision making. Being the first with higher performance for a higher
cost is as bad as with poor performance for a lower cost, because both will be
rejected in the market.

6.3.1 Models for Trade-off Analysis

The trade-offs of 2-D integration of Mixed signal systems has qualitatively been
analyzed in [190 ]. Shen et.al. analyse the mixed-signal isolation of complex elec-
tronic systems and how cost effective they are. This work extends those models
toward 3-D integration with the emphasis on interconnect performance estimation,
and include the costs related to KGD testing for all cost models, which was not
discussed in [190 ].

The cost estimations for all implementation choices are based in area, and esti-
mated from the model discussed in Chapter 5. In the performance estimations, the
latency for the longest possible link is the characteristic metric used for compari-
son. For example in a planar system the latency between two diagonal corners is
considered, while in a 3-D system, the delay from a corner on the bottom chip to a
diagonally opposite corner on the top chip is considered. One of the challenges in
3-D integration is its increased vertical temperature profile and it is considered as
a constraint for optimization assuming an allowable chip temperature for reliable
operation of the entire circuit. In addition to that, the effect of temperature hinders
the interconnect performance.

(A) Analytical Die Thermal Model for 2-D and 3-D Integration

Assuming the heat dissipates through the Silicon substrate, the average die tem-
perature can be usually described using a one-dimensional heat equation when the

142



6.3. EARLY ESTIMATION OF COST AND PERFORMANCE

die size is much larger than its thickness (t) [233 ]:

Tdie = Tambient +

(
t

kA

)

Pchip, (6.3)

where Tambient is the ambient temperature, Pchip is the chip power dissipation, A
is the chip area, and k is the thermal conductivity of the material. The factor

t
kA in (6.3) is known as the effective thermal resistance (R) of the substrate layer
and the package. In this analysis, the contribution to the chip temperature from
interconnect joule heating is disregarded.

If the same assumption is made that the die size is much larger than its thick-
ness, the maximum temperature in a 3D-IC occurs at the highest device layer.
Then as described in [233 ] , the average die temperature of a 3-D IC with m layers
is:

T3D = Tambient +

m∑

i=1

R(i−1),i

m∑

j=i

Pj , (6.4)

where R(i−1),i is the effective thermal resistance between the ith and (i− 1)th layer
including the glue layer where applicable, and Pj is the power dissipation in the
kth active layer.

With the increasing power density of nanoscale chips, die temperatures are
expected to rise substantially. The thermal problem is further aggravated by the
fact that leakage power is exponentially dependent on temperature. Hence rising
temperatures lead to larger leakage power dissipation and vice versa in a positive
feedback relationship.

One effective way to alleviate the excessive heat generated in 3D-ICs is to
incorporate dummy thermal vias (T-vias); the thermal conductivity of a die layer
is significantly improved by the existence of thermal vias. When kthv and klayer

are the thermal conductivity of a thermal via and the layer respectively and m is
the fraction of area occupied by the thermal vias to the total area, the effective
thermal conductivity of the layer is [7 ]:

keff = mkthv + (1 − m)klayer. (6.5)

To estimate the thermal resistance, the effective thermal conductivity coefficient
for each pair of layers, for example die and glue, should be found.

(B) Interconnect Performance Models

On-Chip Wire Delay Typically, on-chip global signal wires are highly resistive while
the inductance is negligible. Hence signal transmission obeys the diffusion equation.
The appropriate model therefore, is a distributed resistance-capacitance (RC) line
[6 , 20 ]. A very good approximation to the delay over an RC dominated wire
with capacitive load CL connected at the far-end is given by the first order Elmore
approximation is[6 ]:

trc d = 0.693 {Rd(Cd + cwL + CL) + rwLCL} + 0.377rwcwL2 (6.6)

where Rd is the driving inverter’s equivalent output impedance and Cd the self-
loading drain diffusion capacitance, while cw and rw are the per-unit-length capac-
itance and resistance of the interconnect and L its length. The wire capacitance
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Figure 6.8: Signal Propagation for Worst-Case Latency in a SoC.

incorporates the coupling capacitance to adjacent wires, if necessary with an ap-
propriate switching factor to allow for worst-case coupling [112 ], resulting in a
combined total equivalent capacitance. It can be seen that the delay increases
exponentially with length when the wire parasitics dominate. The most common
method of reducing this delay over long interconnects is to insert repeaters at appro-
priate positions, which makes the wire delay linear with length. However, repeater
insertion is effective only when wire time constant (rwcwL2) is at least seven times
the time constant of a repeater (Rd(Cd + Cg)) [6 ]. The 50% delay for a repeater
inserted on-chip wire of length L is:

trc = k

{

0.69
Rd

H

[

H(Cd + Cg) +
cwL

k

]

+ 0.69
rwL

k
HCg

+0.377
rwL

k

CwL

k

}

+ 0.69
Rd

H
(Cd + CL) (6.7)

where H and k are the delay optimal repeater sizes and numbers given by H =
√

Rd(CL+cwL)
rwLCg

and k = L
√

0.4rwcw

0.69rwLCg
, respectively.

Finally the total propagation delay of the on-chip global wire, as shown in
Figure 6.8(b), is the sum of the cascaded buffer delay (tdrv) at the near-end and
the repeater-inserted delay of the RC wire:

tintra = tdrv + trc (6.8)

Off-Chip Wire Delay Inter-chip wires on a typical package substrate are charac-
terized by conductors with low resistivity and a relatively large cross-section in a
low-loss dielectric making losses due to shunt conductance negligible. Hence sig-
nal transmission exhibits transmission line behaviour. In a lossy transmission line,
both RC and LC delays co-exist. For LC dominated wires, the signal propagation
delay is equal to its time-of-flight.

tLC = ttof = L
√

lwcw (6.9)

If a wire is a very resistive transmission line, the following empirical formula for
adding the time-of-flight (ttof ) delay and conventional RC delay (trc tl) was found
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in [88 ] to accurately predict the total wire delay:

tRLC = (t1.6
tof + t1.6

rc tl)
1

1.6 (6.10)

For the inter-chip communication link shown in Figure 6.10(c), the following ex-
pressions can be derived:

trc tl = 0.693

[

Z0(Cd + Cpad + Cbnd + 0.5CL) +
Lbnd

Z0

+rwL(Cpad + Cbnd + CL)] + 0.4rwcwL2 (6.11)

Finally, the total delay for the inter-chip communication link is the summation of
the cascaded driver delay (tdrv), the RLC-wire delay (tRLC):

tinter = tdrv + tRLC (6.12)
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Cascaded Driver Delay The number stages, N , in the cascaded buffer can be cal-
culated by pessimistically assuming that the first inverter in the cascaded buffer is
a minimum sized inverter and is given by:

N =
ln(x)

ln(u)
(6.13)

where x being the ratio of output resistance of the first inverter stage to charac-
teristic impedance of the line, if an impedance matched line is necessary [238 ].
Otherwise, that means if the line is RC dominated, x is just the ration of the input
capacitance of the first repeater in the RC wire or the wire capacitance itself and
the first inverter in the cascaded buffer.

x =

{
Rd

Z0 for LC wire
Cout

Cg
for RC wire

(6.14)

Fan-out of 4 per stage (u = 4) is assumed and then total delay of the cascaded
buffer is estimated from:

τdrv = 0.69NRd(Cd + uCg) (6.15)

Thermal Effect on Interconnect Performance The driver resistance Rd and wire re-
sistance rw both increase with temperature. Usually Rd is expressed in terms of
the saturation current of the device when the gate voltage is equal to the supply
voltage:

Rd(T ) =
Vdd

Kvsat(T )W (VDD − Vth(T ))
α (6.16)

where K is a constant that is specific to a given technology, T is the temperature
in Kelvin, Vth is the threshold voltage at temperate T , and vsat is the saturation
velocity. As validated in [239 ], when VDD is sufficiently larger than Vth, the change
in Vth with temperature is relatively insignificant compared to the change in vsat.
However, as VDD is scaled down, Vth has a comparable and counter effect to the
change in vsat. Therefore for a 65nm CMOS technology the driver resistance can
be taken as a constant with increasing temperature [239 ].

Wire resistance, Rw, increases linearly with temperature due to the change in
the effective metal resistivity in relation to the barrier layer. In order to characterize
the dependence of wire resistance with temperature, a linear relationship given by:

Rw(T ) =
ρ(T0)l

tw
[1 + tcr bulk(T − T0)] (6.17)

can be used [46 ]. In (6.17), R(T ) is the wire resistance at any given temperature
T , ρ(T0) is wire resistivity at the reference temperature T0, w and h are wire width
and height, tcr bulk is the temperature coefficient of resistance (TCR) of the bulk
material, which is around tcr bulk = 0.0039oC−1 [46 ].

6.4 Tradeoff Analysis for SoC, SoP and 3-D Imple-
mentations

The models and methodology proposed in this paper are demonstrated in a case
study comprising a comparison of two mixed-signal systems, a wireless sensor and
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a 3G mobile terminal. The wireless sensor contains a 2 Mb DRAM, an ASIC and
Microprocessor with gate counts of 500k and 300k respectively, and an Analog/RF
block occupying an area of 2 mm2. It also contains a MEMS sensor with an area of 1
mm2. The 3G mobile terminal has a similar architecture, but with a larger memory
of 128 Mb DRAM, and a CMOS image sensor with a pixel size of 1.75 µm×1.75 µm,
and resolution of 8 Megapixels instead of the MEMS sensor [240 ]. Further, in the
analysis we consider the ASIC and Microprocessor together as a single logic block,
treating our target system as comprising only four megacells: analog/RF, logic,
memory, and a MEMS or CMOS image sensor. For all integration schemes, the
underlying manufacturing process is a 65 nm, 11-metal, CMOS process with a
wafer diameter of 300 mm and a lower-level wire pitch of 136 nm [162 ]. We also
assume a peripheral in-line pad arrangement and wire bond packaging. All the
other key parameters are listed in Table 6.1. The worst-case delay for 2-D systems
is estimated diagonally from chip edge to chip edge, while it is estimated from one
edge of the bottom chip to the diagonally opposite edge of the topmost chip for
3-D systems.

Notation Parameter Value
Do Defect Density per m2 250
S Shape Factor 0.6
Ndram DRAM Mask Layers 13
Nlogic Logic mask Layers 18
NRF CMOS RF Mask Layers 12
NMEMS MEMS Process Mask Layers 6
NCIS CMOS Image Sensor Process Mask Layers 10
Dwafer Wafer Diameter 300 mm
Clgc Process cost per mask layer (logic) 700 $
Cmixed Process cost per mask layer (mixed-signal) 1000 $
Cmcm MCM-D cost per unit area per layer 1000 $
Casmb Cost of assembly per pin 0.01 $
Csub Cost of substrate 300 $
C3Dvia Cost of making a through hole via in WLP 0.01 $
Crewrk Cost of Rework 3 $
CSOI Cost of SOI substrate 2000 $
Cwfr tst Wafer Test Cost 0.1 $
FCwfr Wafer Test Coverage 80%
Cburnin Die Burn-In and test Cost 0.2 $
FCdie Die Test coverage 99%
Cmod tst Module/Chip test cost 0.3 $
FCmod Module/Chip test coverage 95%
YMCMsub Yield of MCM substrate production 0.98
Yasmb Yield of assembly 0.97
Y3Dsub Yield of Wafer-Level 3-D stacking 0.98
α, β, γ Area merging factors 2,1,1
Kp Rent’s Coeff. (ASIC,DRAM) 2, 4

Rent’s Coeff. (µP, module) 7, 1.4
ρ Rent’s Exp (ASIC,DRAM) 0.35, 0.12

Rent’s Exp (µP, module) 0.4, 0.63
continued overleaf
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Notation Parameter Value
pg Global Metal Pitch 290 nm
pi Intermediate Wire Pitch 195 nm
pl Local Wire Pitch 152 nm
nw Number of interconnection layers (on-chip) 11
erout Efficiency of routing tool 0.4
fg fanout of gates 3
Pp Peripheral in-line pad pitch 60 µm
Ag Gate Area 1µm
Adramcell DRAM Cell Area[241 , 162 ] 0.05µm
nw mcm Number of interconnection layers (MCM-D) 8
Pw mcm Interconnect pitch (MCM-D) 20 µm
lbw Length of bondwire 1 mm
Lbw Inductance of bondwire 2 nH
Cbw Capacitance of bondwire 0.3 pF
Rd Min. sized Buffer Output Resistance 20.8 kΩ
Cg Min. sized Buffer Input Capacitance 0.14 fF
Cd Min. sized Buffer Output Capacitance 0.22 fF
Rv Resistance of through-hole via[165 ] 0.35 Ω
Cv Capacitance of through-hole via[165 ] 5 fF
Cpad Capacitance of the bond pad 2 pF
tlayer Total Thickness of a Die 20 µm
tglue Thickness of the glue layer in 3-D stack 2 µm
tCu Thickness of Cu metalization layers per die 12 µm
kCu Thermal Conductivity of Cu 385 W

mK

kILD Thermal Conductivity of Dielectric 0.19 W
mK

kglue Thermal Conductivity of Glue layer 0.25 W
mK

kSi Thermal Conductivity of Si 148 W
mK

kpkg Thermal Conductivity of Package Material 0.35 W
mK

kboard Thermal Conductivity of PCB 20 W
mK

Table 6.1: Representative Values for a 65nm technology and summary of
Notation for Major Parameters used in the analysis.

Based on the manufacturers data, the power density for the constituent sub-
modules in our case studies can be estimated. The power density for a DRAM is
estimated to be 0.02 W/mm2 [242 ], and for a logic block, 0.12 W/mm2[243 ]. A
CMOS Image sensor has an average power density of 0.016 W/mm2. The power
dissipation of the MEMS sensor is assumed to be 50 mW , while for the Analog/RF
block it is assumed to be 500 mW . For the stacked arrangement, we assume that the
logic block is closest to the heat sink and that the other blocks are in the following
order from nearest the logic (and heat sink) to furthest: DRAM, Analog/RF block,
and MEMS/CMOS Image sensor.

In contemporary IC design, a major design consideration is to maintain oper-
ating temperature at a level which is not detrimental to the desired performance,
reliability, and durability. Usually in most of ICs, the circuits are often designed
for the worst-case temperature of 125 oC [244 ]. However, DRAM data retention
depends heavily operating on temperature, and should usually be maintained below
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Parameter On-Chip Off-Chip

Physical

W (nm) 290 15
T (nm) 319 5
H(nm) 290 25
S(nm) 145 50
kILD 2.5 3.5

Electrical

Rw(Ω/mm) 237 0.02
Cw(fF/mm) 137 83
lw(nH/mm) 0.13 0.41
Z0(Ω) 31 70

Table 6.2: On-chip and off-chip wire parameters [69].

approximately 85 oc. In this analysis, we assume that the ambient temperature is
maintained at 35 oC without any loss of generality. The methodology allows for
the viability of any operating temperature to be investigated.

6.4.1 Monolithic SoC

As mentioned earlier, the mixed-signal systems in consideration contain four dif-
ferent functional blocks and they may require different technologies for the imple-
mentation. In this circumstance the monolithic SoC area is estimated from the
heterogeneous chip size estimation formula given in (5.14). Note that we assumed
a MEMS-CMOS combined process for SoC implementation of the first system, the
wireless sensor node. The total cost for an SoC implementation is given in (6.18).

CSoC =

[(
Cwafer

YSoCNdie
+ Cwafer test

)
1

PFw
+ Cburn in

]
1

PFb
+ Cpkg (6.18)

Multiplying the total power dissipation by the series combination of the sub-
strate and package thermal resistances, we can estimate the average chip tempera-
ture.

6.4.2 2D-SoP

In the 2D-SoP implementation, we assume that four chips (DRAM, RF, Logic
and MEMS/Image Sensor) are assembled as a multi chip module (MCM). Hence,
the cost of implementing the MCM includes the total cost for each chip including
testing cost, assembly cost, substrate cost, rework cost, and finally the MCM test
and packaging costs.

The SoP can provide some reworking capability whereas SoC and wafer-level
3-D integration do not. If a single rework cycle is assumed for SoP, the yield in
assembly is improved from Ya to (2 − Ya)Ya. Then the cost for SoP is given by
(6.20) and the overall yield as described in [206 ] is:

YSoP = Ya

m∏

i=1

Y
(1−Fc)
chipi

, (6.19)
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Ndies,Area,Power

Substrate Area (5.50)

Delay, Temperature (6.3)

Substrate Cost

Add KGD Cost

Add Assembly Cost

Add Test Cost
Fail

Pass

Yes

No
Ndies?

Add Rework Cost

Add Burn-in Cost

Add Package Cost

SoP/SiP Total Cost

Figure 6.11: SoP/SiP integration trade-off analysis flow

where Ychipi
is the yield for i th chip.

CSoP =







m∑

i=1

Ckgdi
+ Csubstrate

Ys
+ Cassembly + Crework

Ya
+ Ctest







1

PFSoP
+ Cpkg

(6.20)

The overall temperature is found by estimating the effective chip thermal re-
sistance from Reff SoP =

∑n
i=1

ti

kiAi
and then multiplying the total power dis-

sipation of all chips by the series combination of thermal resistances Reff SoP ,
Rpkg(Package), and Rsubs(substrate).

6.4.3 3D-SiP

A 3D-SiP implementation is similar to the SoP package integration, except that
the SiP implementation integrates dies vertically. The cost formula is the same,
but the MCM substrate area is reduced, compared to the 2D-SoP implementation.
The thermal profile is also found in a similar manner, using (6.4).
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C3D SiP =







m∑

i=1

Ckgdi
+ Csubstrate

Ys
+ Cassembly + Crework

Ya
+ Ctest







1

PF3D SiP
+Cpkg

(6.21)

6.4.4 3D-WLI

The yield of each 3-D implementation method is the cumulative yield over all layers
(m) and is given by:

Y3D = Y2D

m−1∏

i=1

Y2Di
Ya (6.22)

where Y2D is the fabrication yield of the 2D process, and Ya is the yield loss due
to the 3-D assembly process. The Y m−1

a term in the equation takes into account
the fact that integration of m layers of chips requires m− 1 silicon growth or wafer
bonding procedures. In the case of D2W stacking, die yield after KGD testing
should be considered. Hence the overall yields for implementing our target system
in 3D-W2W and 3D-D2W methods as described in [206 , 234 ] are as follows:

Y3D w2w = Y2D

m−1∏

i=1

Y2Di
Ya (6.23)

Y3D d2w = Y
(1−Fc)
2D

m−1∏

i=1

Y
(1−Fc)
2Di

Ya (6.24)

The total cost for 3-D Wafer-Level integration is given in (6.25) and (6.26).

C3D W2W =







m∑

i=1

Cdiei
+ Cbonding

Ya 3D W2W
+ Ctest







1

PFW2W
+ Cpkg (6.25)

C3D D2W =







m∑

i=1

Ckgdi
+ Cbonding

Ya 3D D2W
+ Ctest







1

PFD2W
+ Cpkg (6.26)

Due to limitations in the wafer level processing, there is no possibility of rework-
ing. In the case of D2W integration methodology, wafer level test and burning-in
costs for each die as well as the final module test cost have been considered. How-
ever, in W2W technology, there is no die burn-in process to contribute to the cost.

It was assumed that standard test equipment can be used for testing of 3-D
chips. If specialized equipment is to be used, their depreciation contribution to the
cost has to be considered.

In a W2W integration methodology all dies must be of the same size in order
to alleviate manufacturing difficulties, especially the precise alignment of wafers to

152



6.5. DISCUSSION

Area for each layer(Ai)

Yield for each layer(Yi)

Cost for each layer(Ci)

Power for each layer(Pi)

keff (6.5)

R(i−1),i

T3D (6.4)

T3D > Tmax

No

Yes
Add TSV Area(Atsv)

Max(Ai),Overall Yield((6.23),(6.24)),Cost ((6.25),(6.26)),Delay

Figure 6.12: 3-D IC trade-off analysis flow.

make the vertical interconnections and facilitate dicing, whereas for D2W integra-
tion the dies can be different in size. The thermal profile is calculated using (6.4),
and when the topmost layer’s temperature exceeds the allowable limit, T-via inser-
tion is carried out. The area of state-of-the-art TSV is on the order of a few µm2

[165 ], and inclusion of T-vias result in an area increase, and hence, yield reduction.
Thus, the chip manufacturing cost increases.

6.5 Discussion

The results of the case studies are shown in Table 6.3. The following implementation
options have been considered in the trade-off analyses: a single-chip planar SoC,
and two-chip and four-chip arrangements of the different implementation options of
2D-SoP, 3D-SiP, 3D-W2W and 3D-D2W integration. In the two-chip arrangement,
Logic and DRAM blocks have been merged to form one chip while the other two
blocks have been merged to form the second chip. In the four-chip arrangement,
each individual block constitutes a chip. Each case is discussed in detail in the
remainder of this section.

For the mobile terminal, 3-D integration provides the most compact design com-
pared to 2-D planar techniques. Irrespective of whether two or four layer stacking
is carried out, the difference in the final footprint is approximately 5%, due to
the area dominance of the image sensor. Since the area of the mobile terminal is
relatively large, the yield of the SoC implementation is rather low, while all other
implementations result in higher yields. As can be expected, 3D-W2W integration
inherently results in a lower yield in comparison with other 3-D implementations,
since untested dies are stacked together. In spite of this though, the final cost of
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Mobile Terminal

Single Chip (SoC)
Two Chips (Logic+DRAM,Analog/RF+IS) Four Chips (Logic,DRAM,Analog/RF,IS)

2D-SoP 3D-SiP 3D-W2W 3D-D2W 2D-SoP 3D-SiP 3D-W2W 3D-D2W

Norm. Area 1.00 1.79 0.79 0.76 0.76 2.20 0.75 0.71 0.71

Yieldoverall 0.56 0.98 0.98 0.88 0.98 0.98 0.98 0.84 0.94

Norm. Cost 1.00 0.54 0.66 0.39 0.47 0.71 0.74 0.54 0.76

Delay (ps) 311 203 171 277 277 213 170 271 271

Ttop(
oC) 58 48 63 92 92 46 80 100 100

Wireless Sensor Node

Single Chip (SoC)
Two Chips (Logic+DRAM,Analog/RF+Sensor) Four Chips (Logic,DRAM,Analog/RF,Sensor)
2D-SoP 3D-SiP 3D-W2W 3D-D2W 2D-SoP 3D-SiP 3D-W2W 3D-D2W

Norm. Area 1.00 2.82 0.89 1.14 1.14 4.91 1.59 1.15 1.15

Yieldoverall 0.95 0.98 0.98 0.96 0.98 0.98 0.98 0.92 0.94

Norm. Cost 1.00 2.21 3.01 1.30 2.52 4.60 4.48 1.25 4.01

Delay (ps) 132 170 151 155 155 187 158 156 156

Ttop(
oC) 65 46 70 125 125 41 81 125 125

Table 6.3: Results of cost and performance analysis for Wireless Sensor Node. For 3D-W2W and 3D-D2W integration, thermal-
vias have to be inserted in order to limit the temperature inside the topmost chip.
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Analog/RF

Logic

DRAM

CMOS Image Sensor

(a) Mobile Terminal

Analog/RF

Logic

DRAM

Sensor

(b) Wireless Sensor

Figure 6.13: 3-D arrangement for mobile terminal and wireless sensor. Die
sizes are normalized to the largest die in each stack, and are approximately to
scale.

3D-W2W is the lowest among all options. This is due to the lower test cost in
comparison to 3D-D2W, and lower assembley cost in comparison to 2D-SoP and
3D-SiP. The low yield of the SoC solution means that it is relatively expensive
when compared to all of the other implementations. A 3D-SiP implementation is
slightly more expensive than a 2D-SoP implementation due to the higher assembly
cost for a 3-D stack. Overall, the 2-chip arrangement is a clear winner due to the
lower assembly cost and higher yield in integrating two rather than four chips by
stacking.

Interestingly, it appears that an SoC solution is the best choice for the wireless
sensor node (Table 6.3), because all other implementations show a lower perfor-
mance, higher cost, and for the most part, a larger area. A 3D-SiP implementation
leads to the most compact system, although costing the most. The reason for the
comparatively large area in 3D-W2W and 3D-D2W implementations is that the
relatively small individual blocks result in a higher power density, and require the
addition of a high number of T-vias for thermal management. The total area in-
creases as a consequence, and the cost and worst-case delay increase accordingly.
In this case T-vias occupy about 66% of the total area in the four-chip stack, and
49% in the two-chip stack. The wireless sensor node system is also quite small in
comparison to the mobile terminal, and hence has a comparatively higher yield in
all implementation choices. For all these reasons, a SoC solution may be the best
option for such low area applications.

A comparatively elevated temperature can be seen in the block which is closest
to the substrate (Ttop) for 3-D implementations. As mentioned, this is the result
of the increased power density caused by the relatively small area available for
dissipation as opposed to the SoC implementation. This is the reason for the
higher temperature for example in the 4-chip arrangement as opposed to the 2-chip
arrangement in 3D-SiP technology. It should be borne in mind that the accuracy
of the 1-D heat model for the particular implementation should be verified, and be
replaced with a more accurate model wherever necessary.

One result that might seem counter-intuitive is that 3D-WLI technologies result
in a higher worst-case delay in some cases, in spite of the reduction in the average
interconnect length. For example the delay in 3D-WLI technologies is significantly
higher than that in a 3D-SiP implementation for both case studies, and even than in
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a 2D-SoP implementation for the mobile terminal. The reason for the increased wire
delay in 3D-WLI is due to the use of package-intermediate-interconnects [157 , 158 ]
in 2D-SoP and 3D-SiP implementations. For global signal transmission, three types
of interconnects can be identified in general. These are on-chip wires on a top
metal layer, off-chip Printed Circuit Board (PCB) type traces, and TSVs. The
off-chip traces and TSVs exhibit fast transmission-line-like behavior whereas even
the relatively wide global level on-chip lines are much more resistive, and exhibit
diffusive (i.e. RC) behavior. Additionally, taking a signal off-chip and bringing a
signal on-chip entail chip-to-package parasitics that include the pad capacitance,
and bond wire or ball-grid solder ball. Finally the layer-to-layer TSV connection
includes a pad capacitance in the signal path.

Even taking into account the off-chip drivers and chip-to-package parasitics, off-
chip wires are much faster than on-chip wires for transmitting a signal for the length
of a die edge, for a relatively large die. This is because the fast off-chip traces more
than make-up for the chip-to-package parasitics by outperforming the RC lines. In
2D-SoP and 3D-SiP, the opportunity exists to take advantage of this phenomenon
by running wires off-chip and bypassing long chip-edge to chip-edge length RC lines.
This is demonstrated in Fig. 6.10(c). The actual saving will of course depend on
the specific layout, but in [157 ] for example, this technique of avoiding long on-
chip wires by running them off-chip to realize Package-Intermediate Interconnects,
is reported to yield a saving of up to 40%, even considering the chip-to-package
parasitics.

The layout and die sizes are a critical factor in determining the relative speed in
different implementation technologies. If the layout permits communicating blocks
to be placed vertically close to each other for example, vertical integration does
provide an excellent opportunity to substantially reduce the communication delay.
For the specific cases considered in the manuscript, the quantitative results based
on accurate parasitics show that signal transmission from the corner of one chip
to the diagonally opposed corner of another (A to B in Fig. 6.10) is faster in the
2-D SoP and 3-D SiP type implementations due to the outperformance of the long
on-chip wires.

Another contributing factor is the increased temperatures in the higher-level
layers, which has an adverse effect on device and interconnect performance, al-
though this is of less significance.

6.6 Summary

Interconnect scaling happened to be the major bottleneck in high performance
IC design and the growing need for heterogeneous integration of technologies in
a single die pushed the traditional IC integration into the third dimension. 3-D
integration provides an attractive chip architecture that can alleviate interconnect
related challenges existing in 2-D chips such as delay and power dissipation, as well
as making heterogeneous integration possible. However, there are many challenges
that need to be overcome such as thermal, reliability and electromagnetic coupling
effects.

Many research groups both in academia and industry have devised different 3-D
integration options using diverse processing steps - bare dies, packaged dies, MCM’s
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or custom wafers are stacked along the z-axis and form the vertical interconnect for
layer to layer communication. However, in general there are three major methods
for 3-D integration: W2W, D2W, and SiP. Each method has its own pros and cons.

Among the various choices, finding an optimal solution for system implementa-
tion usually deals with cost, performance, power, thermal and technological trade-
off analyses at the system conceptual level. Based on the quantitative area and
yield models presented in Chapter 5, new yield and cost models, and simple yet
useful thermal models, as well as performance metrics for evaluating 3-D integra-
tion options namely W2W, D2W and SiP were derived. These models have been
combined in a cohesive cost and performance trade-off analysis methodology which
is suitable for early analysis and design space explorations of future nanoscale elec-
tronic systems. In order to validate the proposed metrics and methodology, two
ubiquitous electronic systems are analyzed under various implementation schemes
and the performance trade-offs discussed. This case study is used to highlight the
importance of a a-priory cost and performance trade-off analysis early in the design
flow.
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7

Conclusions

7.1 Summary

A
dvances in silicon processing technology and system integration has fueled
growth of integrated circuits with paradigms such as system-on-chip (SoC),

System-in-Package (SiP), System-on-Package (SoP), and Three-dimensional (3-D)
integration. These have led to unprecedented design challenges due to complexity
in the overall system and achieving performance and cost targets. The primary
focus of this thesis is the design, modelling of system interconnection and their
effects in massively integrated 3-D ICs, and the contributions are three-fold: (1)
electrical modelling of through-silicon vias; (2) signaling techniques for global on-
chip interconnects; (3) cost,performance and technological trade-offs for 2-D and
3-D heterogeneous ICs.

In the TSV modelling parasitic parameter extraction is carried out using a
field solver to explore trends in typical technologies to gain an insight into the
variation of resistive, capacitive and inductive parasitics including coupling effects.
A detailed methodology for the generation of compact closed-form equations for
modelling resistive, inductive and capacitive parasitic parameters using dimensional
analysis is outlined, starting from an isolated TSV and proceeding to a bundle.
Compact models are useful in system-conceptual level explorations of 3-D ICs.
Specifically, they can be used for prediction of parasitic parameters in the estimation
of performance and signal integrity related metrics without a need for an expensive
field solver. Simulations show that error in circuit level metrics is within a few
percentage.

Global on-chip interconnects throttle the performance gained through technol-
ogy scaling, and several solutions for this interconnect bottleneck have been pro-
posed in the literature at various design hierarchy levels. 3-D integration can po-
tentially shorten the otherwise long global interconnects connecting critical blocks
by placing them in vertical proximity. The inclusion of TSVs in global intercon-
nect links has been analyzed; firstly through the development of a suitable model,
and subsequently, the analysis of quality of signal transmission. Further, a novel
smart repeater circuit suitable for on-chip global interconnects has been proposed
along with a detailed delay and energy analysis as well as a design methodology
to obtain the optimal repeater configurations for minimising delay and minimising
jitter. The proposed abstraction means the smart repeater is easier to amalgamate
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in CAD flows at different levels of hierarchy from initial signal planning to detailed
place and route when compared to alternatives proposed in the literature. Fur-
ther, as processes scale, the selector latency shrinks, and higher data rates can be
achieved. The total energy saving that can be achieved by the SMART driver in
future nanometer technologies is found to be in the range of 20% - 25%.

Signal integrity assessment of TSV bundles and signal transmission in TSV
interconnects has also been carried out in this thesis. For a considered range of
physical geometries, extensive circuit simulations were carried out to estimate delay
and it was found that TSV resistance and inductance is negligible compared to
driver resistance. However, the effect of TSV capacitance is significant for the
considered range. By extensive simulations it was also found that the crosstalk effect
of inductance is negligible. The results show that a lumped capacitive equivalent
circuit is sufficiently accurate, and a switch-factor based delay model appropriate.

Finally the issues around challenges, opportunities and trade-offs in the differ-
ent system integration options available have been studied. For the study area,
yield, cost, thermal, and performance models have been reviewed and collated with
modifications where necessary. These models have been combined in a cohesive cost
and performance trade-off analysis methodology which is suitable for early analysis
and design space explorations of future nanoscale electronic systems. Using ex-
ample contemporary mixed-signal systems the use of the proposed methodology
and models in analysing the impact of different implementations has been demon-
strated. The case studies show that the implementation strategy must be carefully
selected depending on the circuit complexity and architecture, as otherwise the
move to 3-D may have a detrimental effect. Design choice early in the design cycle
will have a significant impact throughout the design and production lifecycles, and
it is expected that the models and methodology presented in this thesis will be an
useful aid in this choice.

7.2 Future Work

The 3-D integration paradigm has already incited research activity at virtually all
levels of design hierarchy stemming from technology to CAD tools, to packaging.
Topics earmarked for future work are briefly explained below.

Design of efficient vertical interconnections in 3-D ICs is still immature; inde-
pendent vertical interconnections to each layer from the package as well as from
other layers obviously consume area, increase congestion, and create additional
challenges such as yield loss. The design of vertical communication links under
the physical constraints imposed by the vertical interconnects needs to be carefully
studied. For example the relatively large pitch and footprint of TSVs restrict their
parallelism, suggesting some sort of multiplexing scheme when routing a horizontal
bus to a different layer. This is especially so as TSVs outperform on-chip wires and
can support a much higher signal speed.

Parasitic coupling among different layers (vertical crosstalk) in a 3-D IC, dis-
cussed in Chapter 6, is expected to be present. The high frequency signal transients
in one layer may couple with the wires in neighbouring layers. Also, coupling of
substrate noise into vertical interconnections and its signal integrity degradation
needs to be experimentally analyzed. Reduced order models to analyze this phe-
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nomena at the system-conceptual level is desirable, which would otherwise need
expensive 3-D field solvers.

With device scaling the current requirement per unit area of a chip is increasing
43% per year, and total chip current is increasing at about 61% per year (refer
Table 1.1). Therefore, in order not to increase power supply noise, the power
supply network impedance should be controlled to match the increase in device
density and more wire resources need to be allocated to deliver higher current.
This situation is further aggravated in 3-D ICs because TSVs contribute additional
resistance and inductance to the supply network and the number of pins for power
delivery is fundamentally limited by the the footprint of the chip. Some research
topics in this regard are: (1) the impact of IR and L di

dt supply noise due to TSVs in
3-D chips, (2) impedance characteristics of power delivery system of 3-D chips, and
(3) derivation of suitable design guidelines such as architectural block placement
and allocation of decoupling capacitances to efficiently deliver power to 3-D chip
stacks.

Because of higher power density and increased thermal resistance between the
tiers due to isolation, thermal management is at the forefront among design issues of
3-D ICs. The widely accepted design guideline is to place the most power dissipating
tier very close to the cooling device in the primary heat flow path. Therefore, in
applications where an IC’s performance is limited by a single hotspot in a logic
block, a 3-D implementation can actually help, using other layers of the IC as part
of the heat sink for the hotspot and enabling higher performance. It is of paramount
important to estimate 3-D IC temperatures accurately including hotspots in each
layer to determine thermal-via insertion and placement of critical blocks. Therefore,
a system-level thermal model for a 3-D IC for physical design implementations is
crucial.
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