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System-on-a-Chip Test-Data Compression and
Decompression Architectures Based on Golomb
Codes
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Abstract—We present a new test-data compression method and socC
decompression architecture based on variable-to-variable-length
Golomb codes. The proposed method is especially suitable — Wrapper
for encoding precomputed test sets for embedded cores in a ATET/O - Core,
system-on-a-chip (SoC). The major advantages of Golomb coding channel -
of test data include very high compression, analytically predictable < - .g Wrapper
compression results, and a low-cost and scalable on-chip decoder. 3 £
In addition, the novel interleaving decompression architecture i‘;‘g T 28
allows multiple cores in an SoC to be tested concurrently using a <2 & é .
single automatic test equipment input—output channel. We demon- < < *
strate the effectiveness of the proposed approach by applying it to T 3
the Internaional Symposium on Circuits and Systems’ benchmark Timing and Wrapper
circuits and to two industrial production circuits. We also use synchronization
analytical and experimental means to highlight the superiority of o

Golomb codes over run-length codes.

Index Terms—Automatic test equipment (ATE), decompres- Fig.1l. Conceptual architecture for testing an SoC.
sion architecture, difference vector, embedded core testing,
precomputed test sets, test-set encoding, testing time, vari-
able-to-variable-length codes. time of an SoC depends on the test-data volume, the time re-

quired to transfer the data to the cores, the rate at which the
test data is transferred (measured by the cores test-data band-
width and ATE channel capacity), and the maximum scan chain
ORE-BASED system-on-a-chip (SoC) designs presentength. The total test time can be reduced by either reducing
number of test challenges [1]. These chips are compogbe test-data volume or by shortening and reorganizing the scan

of several reusable intellectual property (IP) cores that togettodrains. While test-data volume reduction techniques can be ap-
integrate a wide range of functionality on a single die. Thglied to both hard and soft cores, scan chains cannot be modified
volume of test data for an SoC is growing rapidly as IP corés hard cores. Lower testing time will increase production ca-
become more complex and an increasing number of these cqrasity as well as reduce test cost and time-to-market for SoCs.
are being integrated in a chip. In order to effectively test the3éerefore, new techniques are needed for decreasing test-data
systems, each core must be adequately exercised with a setaddime in order to overcome memory bottlenecks and to reduce
precomputed test patterns provided by the core vendor (Fig. tBsting time.
However, the input—output (I/O) channel capacity, speed andBuilt-in self test (BIST) has emerged as a useful approach for
accuracy, and data memory of automatic test equipment (AT&leviating the above problems [3]. BIST reduces dependencies
are limited. Thus, it is becoming increasingly difficult toon expensive ATEs and it allows precomputed test sets to be em-
apply the enormous volume of test data to the SoC, whitledded in test sequences generated by BIST hardware [4]-[6].
can be as high as 2.5 Gb for an industrial application-specifitowever, BIST can be applied directly to SoC designs only if
integrated circuit [2], without increasing testing time and teshe embedded cores are BIST-ready. Since most IP cores that
cost substantially. are currently available from core vendors are not BIST ready,

The reduction in test-data volume will not only reduce ATEonsiderable redesign is necessary for incorporating BIST. This
memory requirements, but also lower testing time. The testimgreases time-to-market and, therefore, defeats the very pur-

pose of using IP cores.
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In this paper, we present a new test-data compression and de-
compression method based on Golomb codes for testing SoCs
using precomputed test sets. The proposed method is applicable
f6both full-scan and nonscan circuits. Since a number of legacy
cores do not use full scan, a practical encoding method should
be applicable to both classes of designs. For full-scan circuits,

Test-data compression using statistical coding of test §a test patterns in a precomputed testf&etcan be reordered
quences for synchronous sequential (nonscan) circuits Wasyptain a difference vector with very few ones. For nonscan
presented in [7] and [8]. Statistical coding was successfullyycyits, however, the order of pattern application must be pre-
applied to test sets for full-scan circuits in [9]. While thgeryed: therefore, no reordering® is possible. Nevertheless,
compression method in [7] and [8] is restricted to sequentige show that Golomb coding is effective for encodifig for
cir_cuits With a large number of flip flops and relatively f_ewthese circuits. An encoded test $8¢ derived using Golomb
primary inputs, the work presented in [9] does not conclusivelyqing is considerably smaller than the original precomputed
demonstrate that statistical coding provides greater comprgss; sefl’». Furthermore, we show thdi is also much smaller
sion than standard automatic test pattern generation (ATP@&}, the smallest test sets that have been derived for the Inter-
compression methods for full-scan circuits [11], [12]. naional Symposium on Circuits and Systems (ISCAS) bench-

Test-data compression was also employed in [13] and [14iark circuits using ATPG compaction.
to reduce the time needed to download test patterns across ®e main contributions of this paper are summarized as fol-
network to a user-interface workstation attached to an ATkws.

This method employs a combination of Burrows—Wheeler (BW) 1) We apply variable-to-variable-length Golomb codes to
transformation and run-length coding. The encoding and de- ~ he problem of compressing test data for SoCs. This saves
coding algorithm are implemented entirely in software. A hard- ATE memory and significantly reduces the testing time.
ware implementation of the BW decoder is prohibitively com- 2) We present a decompression architecture that allows mul-
plex, t_hus other methods are requirgd for efficient test-data com- tiple cores to be tested in parallel without requiring addi-
pression and on-chip decompression. tional ATE 1/0 channels. This benefit is a direct conse-

An alternative approach to test-data compression is motivated  quence of the structure of the Golomb code.
by the fact that successive test patterns in a test sequence ofteg) We derive upper and lower bounds on the amount of
differ in onIy a small number of bits. This was exploited in Compression that can be achieved for any g|qam

Fig. 2. Conceptual architecture for testing an SoC by storing the encoded
dataT ' in ATE memory and decoding it using on-chip decoders.

[10], where instead of compressing the test sequéicea “dif-
ference vector” sequené;y determined froni’; was com-
pressed using run-length coding. Singgy contains few ones,

We also derive similar bounds on run-length codes.
These simple bounds provide useful guidelines to the
designer on whether Golomb codes are suitable for a

it can be efficiently compressed using a run-length code. Atest  given problem instance. Moreover, these bounds also
architecture employing difference vectors and based on cyclical  reveal the inherent superiority of Golomb codes over
scan registers (CSRs) is sketched in Fig. 3. Note that existing  run-length codes.
registers on the SoC may be used as CSRs in order to reduc@) We provide experimental results for the ISCAS bench-
overhead [10]. mark circuits and two real industrial designs. For the
A drawback of the compression method described in [10]is  full-scan ISCAS’'89 benchmark circuits, we show that
thatit relies on variable-to-fixed-length codes, which are lessef-  Golomb codes lead to compressed test sets that are
ficient than more general variable-to-variable-length codes [15],  significantly smaller than the smallest known test sets for
[16]. Instead of using a run-length code with a fixed block size  the circuits derived using ATPG compaction.
b, we can achieve greater compression by using Golomb code$) We design a low-cost decoder for decompressing
that map variable-length runs of zeros in a difference vector = Golomb-encoded test patterns. We implement the de-
to variable-length codewords [15]. Golomb codes have been coder using Synopsys design compiler [20] and show that
studied extensively for image processing and data compression overhead due to the decoder is very small. In addition,
[17], [18]. These codes are provably optimal (satisfy the entropy  the decoder is scalable and independent of the core under
bound) if the run lengths in the data stream are geometrically test and the precomputed test $gt.
distributed [15]. Even if this assumption is not satisfied, Golomb 6) We show that test-data compression not only reduces the
codes provide a high degree of compression. volume of test data but it also allows a slower tester to
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be used without any penalty on testing time. The Semi- Group
conductor Industry Association National Technology Group | Run-length | prefix | Tail | Codeword
Roadmap predicts that the cost of high-speed testers 4 2 0 8(1) 88(1)
will exceed$20 million by 2010. While IC speeds have 2 i) 010
improved at the rate 30% per year, tester accuracy has 3 11 011
improved at an annual rate of only 12%. Hence, test 4 00 | 1000
methods that can be used with slower low-cost testers are Az g 10 (1)(1) }8%
becoming especially important [24]. 7 11 1011
The organization of the paper is as follows. In Section I, 8 00 i 11000
) . . Aj 9 110 [ 01 11001
we present the basic concept of Golomb coding. We derive 10 10 11010
bounds on the amount of compression that can be achieved 11 11 11011
using Golomb and run-length codes. Section Il presents

the encoding procedures for full-scan and nonscan circuits.
It also describes the decoder that is necessary for on-chip 4 Example of Golomb coding for = 4.
decompression. Section IV presents the overall test architecture
and a decompression method for an SoC with multiple core

: . . .} 0001000 = 0001 000001 1 00001 00001 0000001 001 00000001 001
Experlmental r_esults are reported in Section V, and conclusic} 407000 - W ) & .
are described in Section VI. 0100001 L, =31L,=51,=0l,=4l,=4 [,=6 =2 I,=7 I,=2

0000001 m=4,r=9n=42
0010000
0001001 T, = 011 1001 000 1000 1000 1010 010 1011 001
Il. GoLomB CODING Number of encoded bits = 32
T,

In this section, we describe Golomb coding and analyze its v
effectiveness for test-data compression. For any give sequence @ ®)
of difference vectors, we derive tight upper and lower boun#¥- 5. (&) Difference vector test selir and (b) its encoded test déifa .
on the amount of compression that can be obtained with

Golomb codes. We also derive similar bounds for conventiongkntifies each member within the group. Thus, the final code
run-length coding in order to highlight the inherent superiority,o d for a run length that belongs to groug;, is composed
of Golomb codes. of two parts—a group prefix and a tail. The prefixlig—20
As discussed in Section |, the first step in encoding a test $§{d the tail is a sequence ok, m bits. It can be easily shown
T is to generate its difference vector testEgk. Let the (or- that for a run of lengtth, k = |I/m| + 1. The encoding process
dered) precomputed test set Bp = {t1,%2,%3,...,¢u}. IS s jllustrated in Fig. 4 form = 4.
difference vector is then given Wuix = {#1,#1 ® 2,22 ®  We now analyze the effectiveness of Golomb coding for a
t3,...,tn—1 @ tn}. This assumes that the CSR starts in tI’%\'/Ven difference vector sequen@@;z. We derive upper and
all-zero state. Other starting states can be considered similaflyyer bounds o7z | for any givenm = 2%. The patterns in
The next step in the encoding procedure is to select the,; can be considered as a single stream of data as shown in
Golomb code parameten, referred to as the group size. Therig. 5. Let there be b andr ones inZ};r. Also, without loss of
choice ofm has received a lot of attention in the informatiorgenera”ty' let the seguence a|WayS end with a one. Therefore,
theory literature—for certain distributions of the input datqdﬁjf will contain  runs of zeros. Let these runs be of length
stream {a;r in our case), the group size can be optimally 1, 7, 75, ... 1,, respectively. Thusly;s can be represented by

determined. For example, if the input data stream is randqfe sequencé 1/51/51 .. .11 such that(ly + 1y + I3 + - +
with zero probabilityp, thenm should be chosen such thay ) 4 » = 5. This implies that

p™ = 0.5 [16]. However, since the difference vectors for
precomputed test sets do not satisfy the randomness assump- r
tion, the best value ofn for test-data compression must be Zli —n—7r (1)
determined experimentally. Nevertheless, we show later that im1
the best value ofn can be approximated analytically.
Once the group size is determined, the runs of zerosliz; ~ @nd the number of bité/ in the encoded sequentg is given
are mapped to groups of size (each group corresponding toby
a run length). The number of such groups is determined by the

length of the longest run of zerosTn;r. The set of run lengths r I

{0,1,2,...,m — 1} forms groupA4; ; the set{m,m + 1,m + G= Z <1 + {EJ + log, m)
2,...,2m—1}, groupAy; etc. In general, the set of run lengths =1 .

{(k—=1)m, (k—l)m+1,(k—1)m+2,...,_km—l} compriges =7’+7’10g2m+z V_zJ ' )
group A, [16]. To each groupd;, we assign a group prefix of —Lm

(k — 1) ones followed by a zero. We denote thisB§—10. If
m is chosen to be a power of two, i.en, = 2", each group  The following theorem provides upper and lower bounds on
contain®2™ members and g, m-bit sequence (tail) uniquely G, the size of the encoded sequefige
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Theorem 1:Let the total number of bits in the difference Group size m | Gmin | Gmase
vector setl;r ben and the total number of ones beThen, i gi izg
the sizeG of the encoded test dafg. is bounded as follows: g 195 T 148
n n 1 16 136 | 164
—+rloggm <G —+rlogaom+r <1——>. 32 158 | 187
m m m
Proof: Letl; = Q;m + R;, wherel; is theith run of @
zeros inTyyr and@); (R;) is the quotient (remainder) whénis 200
divided bym. From (1), we get 180 4
” ” 160 A —— Gmin
Zli - Z(Qim+Ri) 140 \\/ ~—8— Gmax
=1 =1
120
=n-—r. 3
/rL 7 ( ) ]00 T T 1] T 1
Moreover, by substituting with Q;m + R; in (2), we get 2 4 8 16 32
r Group size m
G=r+rlogym+ Z Q. (4) )
=1

We first derive a lower boun@.,;, on G. It follows from (4) Fig. 6. Example illustrating the variation of the lower and upper bounds with
thf’:lt in OI’QGI"'[O maximize compressioﬁg’zl Q; must be mini-. m for n =256 andr =30. (a) Values of the bounds. (b) Plot of the bounds.
mized. Within each group of size, maximum compression is _ i , i
obtained ifl; = m — 1 (mod m). Our objective here is to min- Corollary 1: Consider any difference vector s&fiz with r

imize the number of run lengths that are factorsrofWe note ©N€S: LeGimax(Gimin) be the upper (lower) bound on the size
that of the encoded test s}, as predicted by Theorem 1. The dif-

ference betweet¥,,,. andGy,;, IS bounded as follows:

45

Z | =2.9 T<q. . _q.. .

=1 \‘m =1 2 = max min < T.
_n-r 1 iR‘ ) The above corollary illustrates an interesting property of
om m " Golomb codes, namely, if the number of oneslipg is

small, Golomb coding provides almost the same amount of
compression for different.-bit sequences with- ones. The
value of lies between the values 6f,,., andG,,;, derived

For any run lengtli;, the maximum value of remaindé; can
bem — 1. Therefore

- n—r (m—1r above and this variation can be at mest
Z Qi = m  m As anillustration of these bounds, consider a hypothetical ex-
=1 n ample, where. = 256 and- = 30. The upper and lower bounds
=n " (6) for various values ofn are shown in Fig. 6(a) and the corre-

sponding graph is plotted in Fig. 6(b). We note that the lower and

Substituting (6) in (5) and using (2), we get upper bound on the compressiéhfollows a “bathtub curve”

Gmin = 7 + rlogy m + n_ rf and the best value ofi depends or¥y;s. Also, according to
n m Corollary 1, the difference betwe&h,, . andG ,;, is smallest
= + rlog, m. for m = 2 and increases as increases. These bounds are ob-

tained from the parametersand+ and they do not depend on
#Re distribution of ones ifyi. They can therefore be used as
predictors for the effectiveness of Golomb coding for a partic-
ularTp.

We now show how the best code parametecan also be

We next prove the upper bound result. In order to derive
upper bound7,,,,x on G, we need to maximiz&_;_, @Q,. For
any run length;, the minimum value ofz; can be zero. Com-
bining this with (5), we get

r n—r obtained analytically. This approach yields a valuerfoe= m,,
ZQZ‘ < m (") that must be rounded off to the nearest power of two. From (2),
o=t we get
Substituting (7) in (5) and using (2), we get. .
n—r G=r+rlog ki
Guax =7 +7logem + =T ong—i—; m
m =
1 n—r
:£—|—7’10g2m+7’<1——>. ~r+rlog, m+ . (8)
m m r
This completes the proof of the theorem. g Differentiating (8) with respect ta: and equating to zero, we
The following corollary shows that Theorem 1 provides tigH#€t
bounds on, especially if the number of ones #y;r is small. r n—r

The proof of the corollary follows from Theorem 1.
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which yields m, = (0.693(n —))/(r). It can be easily coding. This provides an analytical justification for the use of
seen that as long as is sufficiently small compared to Golomb codes instead of run-length codes.

n, (d*G)/(dm?) > 0 for m = m,; hence,m, provides the
best compression. We show in Section V that and the best
value of m determined experimentally are very close for all

benchmark circuits.

We next derive upper and lower bounds on the compress

achieved by run-length coding.

Theorem 2: Let the total number of bits in test s&};z be
n and the total number of ones beln addition, suppose block
sizeb is used for run-length coding. The size RL of the encod

test datdl', is given by

bn bn br(2° — 2)
— < <
2"—1_RL_2"—1+ 2 —1
b -
~ 2{)—711 + br for sufficiently largeb.

Il. TEST-DATA COMPRESSIOMDECOMPRESSION

In this section, we describe the test-data compression pro-
cedure, the decompression architecture, and the design of the

10N

on-chip decoder. Additional practical issues related to the de-
compression architecture are discussed in the following section.
We show that the decoder is simple and scalable, and indepen-
dent of both the core under test and the precomputed test set.

oreover, due to its small size, it does not introduce significant
hardware overhead.

The encoding procedure for a block of data using Golomb
codes was outlined in Section Il. L&}, be the test set witlp
patterns and: primary inputs andl;;; be the corresponding
difference vector test set. The procedure shown below is used to

Proof: The total number of compressed bits in &Pt@in7us and the encoded test sEg.

run-length coded (block sizg sequence is given by

w5

Code_procedure(p, n, m)
begin

Tp - Read_pat(p,n) > read the test set

I 4+1 ob _ 9 Taig - Addvec(1) =t > add first pattern t@ ;g
—Z(Zb_l )b whereo<6<2_1 i=2t0p |
] Tp - Reorder(i,p,n) > reorder patterns according to
b weights
o 2b -1 ; lZ + Tdiff . Add?)ec(L) = t7 & ti—l
) ) o Taig - Golomb_code(m) > encodely;z with group size
Since) ., l; =n —r, we get m
bn —r) br - end )
RL = 1 T T bz 6;. Reorder(i, p,n)
i=1 begin
Therefore, a lower bound RL is given by j=({+1)top > this loop picks the pattern with
bn largest weight
RLyin = »_1 which occurs foi; = 0 for all <. If t; - pat_wt(n) > t; - pat_wi(n) > pat_wi(n) calculates
o o weight for a pattern w.r.t. pattei@ — 1)
Similarly, an upper bound on RL is given by Swap(t;, ;)
bn br(2" —2) end
RLmaX =
26 —1 + 261
which occurs fow; = 2;, f for all ¢. A straightforward algorithm is used for generatifigs. For
. full-scan cores, reordering of the test patterns is allowed; there-
This completes the proof of the theorem. O " "9 P ! W

fore, the patterns can be arranged such that the runs of zeros
are long inTy;x. The problem of determining the best ordering

is equivalent to the NP-Complete Traveling Salesman problem.
Therefore, a greedy algorithm is used to gen€efate. Let every

bn  3n — 0498, pattern inl’p correspond to a node in a complete directed graph
21" 7 @G and let the number of zeros in the difference vector obtained
Now, an upper bound for Golomb coding from Theorem 1 #&0om ¢; & ¢; be defined as the weigfft;;) of the edge from
given by t; to t;. Starting from the first pattersy, we choose the next
pattern that is at the least distance from (The distance be-

n 1 N . .
Guax = — +7logym +7 <1 - = :) =4+ . tween two nodes is given by— w;;.) We continue this process
m m 4 4 until all the patterns are covered, i.e., all node&iare visited.

If we make the realistic assumption (based on experimentdie procedureReorder(i, p,n) picks the test pattern with the
data) thatr < 0.05n, we getGrh.x = 0.39n, which is smaller largest weight and reorders the test set when repeatedly called
thanRL,,,. Infact, as- becomes smaller relativetg Gpyax — by Code_procedure(p,n, m). The procedurelddvec(i) gener-
0.25n. Therefore, we note that as longras sufficiently small atesT ;¢ by adding the test pattern returnedByorder{i, p, n).
compared to, the compression that can be achieved with ru®nceT; is generated, the procedut®lomb_code(m) gener-
length coding is less than the worst compression with Golonalbes the encoded test &t for the specifiedrn. The same proce-

We can now compare the efficiency of Golomb coding£
4) and run-length coding for block size= 3. For run-length
coding, a lower bound from Theorem 2 is given by

RLmin =

n 1lr
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bit_in, rs/en, out, inc, v

_’ .
Lo inc .
bit_in i-bit
FSM |, counter
— rs -0/0011
en
paN i=log,m
& -1/1-00
clk

0-/1--0

0-71--0
Fig. 7. Block diagram of the decoder used for decompression.

1-/10-1
1-/00-1
dure can be used to generdte for nonscan cores by removing

the procedurereorder(i, p,n). For test cubes, the don't-cares
have to be mapped to zeros or ones before they can be com-
pressed. The don't-cares are therefore assigned binary values
such thatw;; is maximum for the edge betweénandt;.

1-/00-1

0-/0--0
--A00-1

A. Pattern Decompression il

The decoder decompresses the encoded tegtsahd out- .
putsTyix. The exclusive-or gate and the CSR are used to geFrllg' 8. Decode FSM diagram.
erate the test patterns from the difference vectors. Since the de-

coder for Golomb coding needs to communicate with the testS nthesized circuit is shown in Fig. 9. It contains only four flip

proper synchronization must be ensured through careful desiﬁcrjPS and 34 combinational gates. For any circuit whose test set

i . o _compressed using. = 4, the logic shown in the gate level
Compared to run-length coding, the synchronization meChsa}:hematic is the only additional hardware required other than

nism for Golomb coding is more involved since both the cod helog, m-bit counter. Thus, the decoder is independent of not

words and the decompressed data can be of variable length. ol :
. . i only the core under test, but also its precomputed test set. The
run-length coding, the codewords are of fixed length; neverthe-

. . xtra logic required for decompression is very small and can be
less, arun-length decoder must also communicate with the tester & 09 d b Y

to signal the end of a block of variable-length decompress'e plemen_ted_very easily. Thisis in contrast_to the rl_m-length de-
data. coder, which is not scalable and becomes increasingly complex

The Golomb decoder can be efficiently implemented by fgr higher values of the block length

log, m-bit counter and a finite-state machine (FSM). The block  analysis of Test Application Time and Test-Data

diagram of the decoder is shown in Fig. 7. Titin is the input - compression

to the FSM and an enablen) signal is used to input the bit L . .
whenever the decoder is ready. The signalis used to incre- We now ar_laly_ze the testing time fora smgle_scan chain wh_en
ment the counter and indicates that the counter has finishe(?'_oIomb coding is emplgyed with the test architecture shown in
counting. The signabut is the decode output andindicates Fig. 3. From the state diagram of the Golomb decoder, we note

when the output is valid. The operation of the decoder is as fgfpat: ) ] ]
lows. 1) each “1” in the prefix part takes cycles for decoding;

1) Whenever the input is one, the counter counts umto g) ?haCP ﬁepatr?tir 0 take.s oneﬂ():iyclel; q .
The signalenis low while the counter is busy counting ) the tail part takes a maximum:of cycles and a minimum

; f v = log, m + 1 cycles.
and enables the input at the endmafcycles to accept oty &2 o
another bit. The decoder outputszeros during this op- Letn, be the total number of bits il ands be the number
eration and makes the valid signahigh of ones inTy;z. T containsr tail parts,r separator zeros, and

2) When the input is zero, the FSM starts decoding the t&° nufmberhof pref!x ones 'gE gguaISnc _.7’(1 .+ log, m)d
of the input codeword. Depending on the tail bits, thér erefore, t € maximum an minimum testing timg f an .
number of zeros outputted is different. Térandw sig- Tmin, respectively) measured by the number of cycles are given

nals are used to synchronize the input and output operd-
tion of the decoder. Tinax = (ne — (1 +log, m))ym +r +mr

Th di ding to the decodender 4 = e rmlogam — )

e state diagram corresponding to the deco er4is _ i i i i

shown in Fig. 8. The statef)—S3 andS4—-S8 correspond to the Tanin = (e = (1 + logy m))m + 7 + 1

prefix and tail decoding, respectively. We simulated the decoder =mn. —rm(1+logym) — (1+7).

using very high-speed integrated-circuit hardware descriptionTherefore, the difference betwe@i., andZoi, is given by
language (VHDL) and Synopsys tools to ensure its correct op-

eration. We also synthesized the FSM using Synopsys design 6T = Tinax — Tmin

compiler to access the hardware overhead of the decoder. The =r(m —logy, m — 1).
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Fig. 9. Gate-level schematic of the decode FSM generated using Synopsys design compiler.

A major advantage of Golomb coding is that on-chip deFhis is achieved using a slow external tester operating at fre-
coding can be carried out at scan clock frequefigy, while T, quencyfext = fscan/m. On the other hand, if only external test
can be fed to the core under test with external clock frequenisyused with they ATPG-compacted patterns, the required ex-
fext < fscan- This allows us to use slower testers without internal tester clock frequendy,, equalspn/7*. Let us take the
creasing the test application time. The external clock and saatio betweenf/,, and fex:
clocks must be synchronized, e.g., using the scheme described

in [24], [25], and facan = m fext, Where the Golomb code pa- Joso _ 0T

rametern is usually a power of two. This allows the bitsTifi; Jext  fscan/M

to be generated by the decoder at the frequengy.gf. We now _ pn )
present an analysis of testing time usifig., = mfe and ne —1logom +1/m

compare the testing time for our method with that of external Experimental results presented in Section V show that in all

;istg?%lntg;gh ATPG-compacted patterns are applied using cagses, the ratio is greater than one, therefore demonstrating that

. the use of Golomb coding allows us to decrease the volume of
Let the ATPG-compacted test set contipatterns and let test data and use a slower tester without increasing testing time
the length of the scan chain bebits. Therefore, the size of the g 9 '

ATPG-compacted test setjig bits and the testing tim@srpg
equalspn external clock cycles. Next, suppose the difference
vectory;y obtained from the uncompacted test set contains In this section, we present a decompression architecture for
ones and its Golomb-coded test &t containsn. bits. There- testing SoC designs when Golomb coding is used for test-data
fore, the maximum number of scan clock cycles required feompression. We describe the application of Golomb codes to
applying the test patterns using the Golomb coding schemengnscan and full-scan circuits and we present a new technique
Tinax = mn. — r(mlogym — 1). for testing several cores simultaneously using a single ATE 1/O
Now, the maximum testing time (seconds) when Golomb channel.
coding is used is given by

IV. DECOMPRESSIONARCHITECTURE

A. Application to Sequential (Nonscan) Cores

~ Tmax For sequential cores, a boundary scan register is required at
= frcan the functional inputs for decompression. This register is usually
mn, —r(mlogy, m — 1) available for cores that are wrapped. In addition, a two-input ex-
= focan clusive-or gate is required to translate the difference vectors to

the patterns of . Fig. 10(a) shows the overall test architecture
and the testing time’ (seconds) for external testing with ATpgfor the sequential core. The encoded data is fed bitwise to the

compacted patterns is given by decoder, whiph produces a sequence of differepce vectors. The
decompression hardware then translates the difference vectors
pn into the test patterns, which are applied to the core. If an ex-
T= Fort isting boundary-scan register or the P1500 test wrapper is used
pnm to decompress the test data, the decoder and a small amount of
= E synchronizing logic are the only additional logic required.

If testing is to be accomplished ir* seconds using Golomb B. Application to Full-Scan Cores

coding, the scan clock frequengy.., must equal,,.. /7, i.e. Most cores in use today contain one or more internal scan
chains. However, since the scan chains are used for capturing
mne — r(mlogym — 1) test responses, they cannot be used for decompression. An ad-

fscan = = . ditional CSR with length equal to the length of the internal scan
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Encoded data with group size m =4

Encoded| bD 'r? "? > oo "?
Data |e-p Decoder 0000000000000000001 111010

T Block af Data to be Prefix Tail
) Sequential encoded.
Synchronizing 0 identifying the beginning of the tail.
signals 1 ore
clk_enable (a) (b)
@) Fig. 12. (@) Run of 14 zeros and (b) its encoded code word.
+ Core Under Test
C. Application to Multiple Cores
D—bl CSR Ol Internal scan chain |
Difference K3 We now highlight another important advantage of Golomb
vectors coding. In addition to reducing testing time and the size of the
Combinational logic test data to be stored in the ATE memory, Golomb coding also
allows multiple cores to be tested simultaneously using a single

ATE I/O channel. In this way, the 1/0O channel capacity of the
(b) ATE can be increased. This is a direct consequence of the struc-
Fig. 10. (a) Decompression architecture with the boundary scan register befage of the Golomb coding and such a design is not possible for
used for‘ generating test patterns and applying them to the sequential Cmev@?iable-to-fixed-length (run-length) coding.
CSR being used to feed the internal scan chain of the core. . . . . . .
As discussed in Section Il, when Golomb coding is applied
to a block of data containing a run of zeros followed by a single
one, the code word contains two parts—a prefix and tail. For
D_.| Boundary Scan |—0 a given code parameter (group size), the length of the tail
lll vee I (log, m) is independent of the run length. Note further that
every one in the prefix corresponds#ozeros in the decoded
Core Under Test C, difference vector. Thus, the prefix consists of a string of ones
Core C, followed by a zero and the zero can be used to identify the be-
[ Intermalscan ginning of the tail. For example, Fig. 12 shows a run of 14 zeros
_______________ encoded by a 4-bit prefix and a 2-bit tail.

(a) As shown in Section lll, the FSM in the decoder runs the
— counter form decode cycles whenever a one is received and
Core Core Under Test starts decoding the tail as soon as a zero is received. The tail
PD"D{“'D" —————————————————————————————— decoding takes at most cycles. During prefix decoding, the

Scan elements

---------------------- FSM has to wait forn cycles before the next bit of the prefix
can be decoded. Therefore, we can use interleaving tortest
(b) cores together such that the decoder corresponding to each core
Fig. 11. (a) Configuring the boundary scan register as a CSR for a core. (8)fed with encoded prefix data after everycycles. This can
Using internal scan of a core and extra scan elements to form CSR for tiso be used to feed multiple scan chains of a core in parallel as
core-under-test [10]. long as the capture cycles of the scan chains are synchronized,
for example, by using the same functional clock. For the inter-
chain is required to generate the test patterns. Fig. 10(b) shd@aving to be applicable, the scan chains must be of the same
the decompression architecture for full-scan cores. length and the same valueaf must be used for encoding each
As discussed in [10], there are a number of ways in which tiset of scan data. A separate decoder is necessary for each scan
various scan chains in an SoC can be configured to test the corain.
in the system. If an SoC contains both nonscan and full-scanWhenever the tail is to be decoded (identified by a zero in the
cores, the boundary-scan register associated with a nonscan eaded bit stream), the respective decoder is fed with the en-
C1 can be first used to decompress and apply test patterngite tail of log, m bits in a single burst olog, m cycles. This
C1, and then used to decompress the test patterns and feednterleaving scheme is based on the use of a demultiplexer as
internal scan chain of a full-scan caf® [see Fig. 11(a)]. Sim- shown in Fig. 13. The method works as follows. First, the en-
ilarly, as shown in Fig. 11(b), the internal scan of a core caroded test data for. cores is combined to generate a composite
be used to decompress and feed the test patterns to the intebitadtreami- that is stored in the ATE. Next,- is fed to the
scan of the core under test if the length of the internal scan chdemultiplexer and a small FSM with only= log, m states is
being used for decompression is smaller than or equal to the irsed to detect beginning of each tail. &bit counter is used to
ternal scan chain being fed. In case the chain length is smalklect the outputs to the decoders of the various cores. The only
extra scan elements can be added to make the lengths of thetegiriction that we impose for now is that the compression of test
scan chains equal. In this way, the proposed scheme providestata corresponding to each core has to be done using the same
designer with flexibility in configuring the various scan chaingroup sizer. This restriction will be removed in the following
to minimize hardware overhead. paragraphs.
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ng))—tl Scan chain for Core, lJ

Decoder D—Dr Scan chain for Core, IJ
L]

———————N FSM1odetect ¢
Encoded bit stream
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clk_stop —mm Scan chain for Core,, IJ

i-bit
counter

CLK,, D
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Fig. 13. Test-set decompression and application to multiple cores.

Core; Core; Final encoded test data T
11011111919... 1110011100... 11110111001111110000...
W o Y 4 4 44

L |
1

Fig. 14. Composite encoded test data for two cores with groupsize2.

Now we outline howZ is generated from the different en-
coded test datd- is obtained by interleaving the prefix parts of
the compressed test sets of each core, but the tails are included
unchanged if¢. An example is shown in Fig. 14 where com-
pressed data for two cores (generated using groupisize?2)
have been interleaved to obtain the final encoded test set to be
applied through the decompression scheme for multiple cores.

Every scan chain has its dedicated decoder. This decoder re-
ceives either a one or the tail of the compressed data corre-
sponding to the various cores connected to the scan chain. The 00
i-bit counter connected to the select lines of the demultiplexer
selects a decoder after every clock cycles. If the FSM de-
tects that a portion of the tail has arrived, the zero that is used
to identify the tail is passed to the decoder and then the counter
is stopped fotog, m (tail length) cycles so that the test data is
transferred continuously to the appropriate core. =1

The tail decoding takes at mosicycles. This is because theFi .15.  Modified state diagram of the decode FSM to make the tail and prefix
number of states traversed by the decode FSM depends on de cycles equal.
bits of T that it receives; see Fig. 8. This number can be at most

m. In Ord?f to make the prefix and tail decoding cycles e_qual, An intuitive interpretation of this is that’ will equal the test
three additional states must be added to the FSM state diagram ; .
o . time of the core with the largest amount of test data. Since all
as shown in Fig. 15. This ensures that the decoder works In
o : : ores do not have the same test-data volume, the proposed de-
synchronization with the demultiplexer. Moreover, now the taﬁ . h b fficient! loved b
bits may not be passed on to the decoder as a single block. T cuosmpressmn scheme can be more efficiently emp oyed by as-
the interleaving of test data to aenerdiechanaes sliahtl THe @,lgr‘nng multiple cores to the same system scan chain such that
additional statgs do not increzgse the numbegr of fIig floy.s in trtlr(]ee volume of test data to be fed to the different scan chains are
decoder ptiop nearly equal (Fig. 16). Even though this increases the lengths of
N . . the scan chains in the SoC, it offers the advantage of reducing
Consider a simple case whene cores are tested simulta- . . . .
. ) overhead due to the decoders without increasing system testing
neously using the above decompression schemep,Lia¢ the . . .
number of patterns and. be the scan lenath for thieh core time. The encoding procedure now works as follows: the test
Also withoSt loss of enzeralit lat, < <g < and set for the cores connected to the same scan chain are merged
: 9 Y. leh S p2 Sps... Spm@NA o4 ihen encoded. This encoded data is then used to obtain the
letny < no < ng... < n,. The total testing tim&” for this . )
svstem is aiven b composite test daté. as described above.
y 9 y The test sets for the cores on the different scan chains are com-
pressed more efficiently if the group sizeis allowed to vary.
T = max{pini, pan2, panz; - - - ,PmMm} Therefore, to derive the maximum benefit of Golomb codes for

+ max{p1, P2, 03, - -y Pm} = PmPem + Pm- each core, multiple cores are grouped together if their test sets

Additional States
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Scan chain for Core | + Core, ]_I
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Demultiplexer .
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Encoded bit stream

FSM to detect O
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i-bit
counter
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Fig. 16. Decompression architecture for multiple cores assigned to same scan chain.

TABLE |

EXPERIMENTAL RESULTS ONGOLOMB CODING FOR THE COMBINATIONAL AND FULL-SCAN ISCAS BENCHMARK CIRCUITS WITH TEST PATTERNS
GENERATED USING MINTEST [11]

No of Best No of No of
Circuit | Percentage compression for various values of m bits comp- bits bits
in ression Gin for
T, (percent) T, Mintest

m =2 m =4 m=8 | m=16 | m =32

c1355 34.86 45.70 44.58 37.63 28.00 4838 45.70
c1908 30.17 37.30 32.63 21.93 8.06 4587 37.30
¢2670 38.64 53.34 56.08 53.02 47.08 20271 56.08
¢3450 23.48 24.52 13.90 -2.40 -21.36 6450 24.52
¢5315 31.33 39.02 35.08 25.46 13.26 15486 39.02
c7552 15.50 9.80 -6.99 —29.51 | -54.17 25254 15.50
s641 21.79 21.58 10.32 -6.83 -26.63 1404 21.79
s713 22.43 23.07 11.96 —4.70 —24.07 1404 23.07
51196 32.80 42.22 40.06 31.67 20.21 4448 42.22
51238 34.21 44.79 43.62 36.26 25.94 4864 44.79

55378 32.11 40.70 37.60 28.72 17.19 23754 40.70
59234 33.44 43.34 41.53 33.47 22.33 39273 43.34
s13207 | 44.78 65.03 72.97 74.78 73.44 165200 74.78
$15850 | 35.37 47.11 46.79 40.45 31.07 76986 47.11
35932 | 49.83 74.68 87.04 93.15 96.14 | 4007299 98.51
s38417 | 33.55 44.12 42.38 35.22 25.20 164736 44.12
538584 | 35.65 47.71 47.67 41.65 32.71 199104 47.71

are encoded using the same valuenaf Each group of cores benchmark circuits and for two industrial circuits. We con-

is assigned a dedicated demultiplexer. For an SoC with a lagjdered both full-scan and nonscan sequential circuits. For
number of cores, grouping the cores in this fashion gives tkach of the full-scan circuits, we assumed a single scan chain
maximum benefit without increasing testing time or hardwarfer our experiments. The test set for each full-scan circuit
overhead. The problem of optimally assigning cores to differemas reordered to increase compression; on the other hand, no
scan chains however remains an open problem and needs feordering was done for the nonscan circuits. The amount of
ther investigation. compression obtained was computed as follows:

Compression (percent)

V. EXPERIMENTAL RESULTS __ (Total no. bits inf’p — Total no. bits inl'x) 100
B (Total no. bits inZ’p)

In this section, we experimentally evaluate the proposed _|Tp| -G

test-data compression/decompression method for the ISCAS T |Tp) x 100.
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TABLE I
EXPERIMENTAL RESULTS FOR(a) ISCAS’'89 BENCHMARK CIRCUITS, (b) VARIOUS TEST SEQUENCES FORNDUSTRIAL NONSCAN CIRCcUIT CKT1, AND (C)
VARIOUS TEST SEQUENCES FORINDUSTRIAL NONSCAN CIRCUIT CKT2

ISACS 89 Percentage compression for group size m Size of Best Size of
Circuit m=2]m=4|m=8m=16 | m=32 | m=64 Tp compression Tg
(non-scan) (bits) (percent) (bits)
5953 41.78 | 58.56 | 63.78 | 62.58 57.87 51.62 1168 63.78 423
s5378 41.07 | 57.68 | 62.24 | 60.79 - - 169995 62.24 64176
s13207 49.24 | 73.36 | 85.21 | 90.81 93.30 | 94.21 | 42284 94.21 2491
535932 48.10 | 7141 | 82.31 | 87.03 88.58 | 88.74 [ 147070 88.74 16554
815850 48.32 | 71.81 | 82.97 | 87.91 89.62 | 89.68 | 430353 89.68 46872
838417 47.05 | 69.08 | 78.06 | 81.79 | 82.11 80.34 | 22624 82.11 4046
(a)
TS1 46.71 | 68.53 | 78.12 | 81.56 | 81.71 80.38 | 25130 81.71 4595
TS2 47.77 | 70.68 | 81.14 | 85.61 86.75 | 86.38 | 23230 86.75 3078
TS3 46.06 | 66.90 | 75.98 | 79.02 78.40 76.30 5660 79.02 1187
TS4 48.17 | 7125 | 82.12 | 86.85 | 88.23 | 88.12 | 18830 88.23 2216
TS5 47.95 | 70.71 | 81.20 | 85.80 | 86.84 | 86.47 | 21550 86.84 2835
TS6 47.05 | 69.05 | 79.05 | 82.88 | 83.19 | 82.03 | 18800 83.19 3160
(b)
TS1 46.89 | 68.81 | 7844 | 8212 | 82.66 | 81.34 | 11079 82.66 1921
TS2 37.60 | 51.70 | 54.27 [ 50.85 43.16 - 234 54.27 107
TS3 45.94 | 67.20 | 76.29 | 79.71 79.55 - 14562 79.71 2954
TS4 46.89 | 68.81 | 78.44 82.12 82.66 81.34 11079 82.66 1921
()
TABLE I TABLE IV
COMPARISON BETWEEN GG (OBTAINED EXPERIMENTALLY) WITH THE COMPARISON BETWEEN THEBEST VALUE OF m OBTAINED EXPERIMENTALLY
THEORETICAL BOUNDS G i, AND Glax AND ANALYTICALLY 12,
ISACS | Number Lower Size of Upper ISCAS | Number of | No. of Best
circuit of 1s bound encoded bound circuit of 1s bits in | compression | m,
(r) Gin (bits) | test set G (bits) | Gmas (bits) (r) Tp (n) (m)
cl1355 572 2353 2627 2782 c1355 5792 4838 4 5.16
c2670 1728 7717 8903 9229 <3670 1728 50771 3 747
¢3450 1303 4218 4868 5195
c5315 2206 8283 9443 9938 c3450 1303 6450 4 28
c7552 6475 19102 21338 22339 co315 2206 15486 4 417
c7552 6475 25254 2 2.00
8641 296 998 1098 1146
S713 290 931 1080 1148 5641 296 1404 2 2.59
51196 589 2290 2570 2731 s713 290 1404 4 2.66
s1238 599 2414 2685 2863 51196 589 4448 4 4.54
85378 3239 12416 14085 14845 81238 599 4864 4 4.93
89234 5039 19896 22250 23675 55378 3239 23754 4 4.38
513207 6716 37189 41658 43485 59234 5039 39273 4 4.70
515850 8702 36650 40717 43177 513207 6716 165200 16 16.35
535932 5340 55886 59573 61216 515850 8702 76986 4 5.43
538417 20165 81514 92054 96637 s35932 5340 4007299 512 519
538584 23320 96416 104111 113906 s38417 20165 164736 1 497
838584 23320 199104 4 5.22

The first set of experimental data that we present is based on
the use of partially specified test sets (test cubes). The systist data for IP protection and serves as the “secret key.” In
integrator can determine the best Golomb code parameter #nid case, however, the core vendor must also design the decoder
encode test cubes if they are provided by the core vendor. Adr the core and provide it to the core user.
ternatively, the core vendor can encode the test set for the cord@able | presents the experimental results for the ISCAS
and provide the encoded test set along with the value ¢ benchmark circuits with sets of test cutigs obtained from
the core user, who can then useto design the decoder. In athe Mintest ATPG program with dynamic compaction and
third possible scenario, the core vendor can encode the testcsmhpares the Golomb encoded testBetwith compacted test
and provide it to the core user without disclosing the valueiof set obtained using Mintest [11]. We carried out our experiments
used for encoding. Thu%;z now serves as an encryption of thausing a Sun Ultra 10 workstation with a 333-MHz processor
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TABLE V
COMPARISON BETWEEN THE COMPRESSIONOBTAINED WITH GOLOMB CODING AND RUN-LENGTH CODING
Size Percentage Percentage Difference
ISCAS of compression compression G - RL
Circuit Tp obtained using obtained using (percent)
(full-scan) | (bits) | Golomb coding | run-length coding

55378 23754 40.70 35.57 5.13

59234 39273 43.34 40.08 3.26

513207 165200 74.78 55.50 19.28

515850 76986 47.11 42.10 5.01

535932 4007299 98.51 62.32 36.19

538417 164736 44,12 37.16 6.96

538584 199104 47.71 42.40 5.31

TABLE VI
COMPARISON BETWEEN GOLOMB AND RUN-LENGTH CODING FORFULLY SPECIFIED TEST SETS
Size Size
Size of Ty Compression | of T | Compression Size Compre-
Circuit | of Tp (Golomb, (Golomb, (run- | (run-length, | of Tg ssion
(bits) bits) percent) length, percent) [10] {10]
bits)

s13207 | 529900 | 278207 (m =4) 47.49 323088 39.03 313666 15.8
$15850 | 400205 | 223356 (m = 4) 44.18 254838 36.32 260532 16.1
538417 | 3076736 | 1321185 (m = 8) 57.05 1708227 44.48 1673680 16.2
538584 | 1742160 | 1237049 (m = 4) 28.99 1346118 22.73 - -

and 256 MB of dynamic random access memory. The table lists Table 11(b) and (c). We achieved significant compression
the sizes of the precomputed (original) test sets, the amoun{ofer 80% on average) in all cases. Thus, the results show
compression achieved for several valuesmgfand the size of that the compression scheme is very effective for the nonscan
the smallest encoded test set. circuits as well.

As is evident from Table I, the best value af depends on  We next revisit the lower and upper bounds and the best
the test set. Not only do we achieve very high test-data cowalue ofm derived in Section Il for test-data compression using
pression with a suitable choice of, but we also observe thatGolomb codes. In Table IlI, we list these bounds and the actual
in a majority of cases (e.g., for all but one of the ISCAS’89 circompression obtained for the ISCAS circuits. Table 11l shows
cuits), the size of ¢ is less than the smallest tests that have bedime number of ones ifiyg, size of the encoded test s&f,
derived for these circuits using ATPG compaction [11]. (Thesand lower and upper bounds corresponding to each circuit. In
cases are shown shaded in Table 1.) Hence, ATPG compacti@ble 1V, we list the best value ef determined experimentally
may not always be necessary for saving memory and reducamyd analytically(m, ). These results show that the experimental
testing time. This comparison is essential in order to show thatsults are consistent with the theoretically predicted bounds.
storingZE in ATE memory is more efficient than simply ap- An analytical comparison between run-length coding and
plying ATPG compaction to test cubes and storing the resulti@@plomb coding was presented in Section Il. Here, we present
compact test sets. For example, the effectiveness of statistiegberimental results to reinforce that comparison. Table V
coding for full-scan circuits was not completely established itompares the amount of compression obtained with run-length
[9] since no comparison was drawn with ATPG compaction icoding forb = 3 with Golomb coding for the large ISCAS
that work. benchmark circuits. Golomb codes give better compression in

We next present results on Golomb coding for nonscatl cases. For example, the compression is almost 20% better
circuits. For this set of experiments, we used HITEC [21] tfor s13207. While run-length coding may yield slightly better
generate test sequences (cubes) for some of the ISCAS&®npression (for higher values éj, the complexity of the
benchmark circuits (including the three largest ones) amdn-length decoder increases considerably with an increase in
determined the size dfg in each case. Table lI(a) illustratesh.
the amount of compression achieved for these circuits. Welf the precomputed test sé&t; is already compacted using
also applied Golomb coding to two nonscan industrial circuit&TPG methods, then the compression obtained using Golomb
These production circuits are microcontrollers, whose test datades is considerably less. Nevertheless, we have seen that a
were provided to us by Delphi Delco Electronics Systems. Tlsgynificant amount of compression is often achieved if Golomb
first circuit CKT1 contains 16.8-K gates, 145 flip flops, and 3®oding is applied to an ATPG-compactég. Table VI lists the
latches. The second (smaller) circuit contains 6.8-K gates, 8@mpression achieved for some ISCAS benchmark circuits with
flip flops, and 32 latches. The test sequences for these circuést sets derived using SIS [22]. The corresponding compression
were fully specified and they were derived using functionaksults achieved with run-length coding (block size- 3) are
methods targeted at single stuck-at faults in their subcircuitdso shown and are significantly less. Unfortunately, we were
The results on Golomb coding for these circuits are presenteaiable to directly compare our results with [10] since the test
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TABLE VIl
COMPARISON BETWEEN THE EXTERNAL CLOCK FREQUENCY f.xt REQUIRED
FOR GoLOMB-CODED TEST DATA AND THE EXTERNAL CLOCK FREQUENCY
 «« REQUIRED FOREXTERNAL TESTING USING ATPG-COMPACTED
PATTERNS (FOR THE SAME TESTING TIME)

Circuit m r L m fézt/fezt
59234 [ 4 | 5039 | 22250 | 25935 1.93
513207 | 16 | 6716 | 41658 | 163100 9.90
s15850 | 4 | 8702 | 40717 | 57434 2.25
538417 | 4 | 20165 | 92054 | 113152 1.99
538584 | 4 | 23320 | 104111 | 161040 2.54

(1]

sets used in [10] are no longer available. However, we note that?]
Golomb coding indirectly outperforms [10] sind@&; is much
smaller and compression is significantly higher for Golomb- 3]
coded test sets in all cases.

Table VII demonstrates that Golomb coding allows us to usel4l
a slower tester without incurring any testing time penalty. As
discussed in Section lll, Golomb coding provides three impor- [5]
tant benefits: 1) it significantly reduces the volume of test data;
2) the test patterns can be applied to the core under test at th{g
scan clock frequency,.., using an external tester that runs at
frequencyfext = fscan/m; and 3) in comparison with external
testing using ATPG-compacted patterns, the same testing timg]
is achieved using a much slower tester. The third issue is high-
lighted in Table VII. (8]

[9]
VI. CONCLUSION [10]
We have presented a new test vector compression method
and decompression architecture for testing embedded coresiin]
an SoC. The proposed method is based on variable-to-variable-
length Golomb codes. We have shown that Golomb codes can
used for efficient compression of test data for SoCs and to save
ATE memory and testing time. Golomb coding is inherently su-
perior then run-length coding; we have demonstrated this and’
lytically and through experimental results. [14]
The on-chip decoder is small and easy to implement. In addi-
tion, itis scalable and independent of the core under test and thg,
precomputed test set. With careful design, it is possible to en-
sure proper synchronization between the decoder and the testéfl
We have also presented a novel decompression architecture for
testing multiple cores simultaneously. This reduces the testing7]
time of an SoC further and increases the ATE I/O channel ca-
pacity considerably. The novel decompression architecture is [@s]
direct consequence of the structure of the Golomb codes.
Experimental results for the ISCAS benchmark show that th
compression technique is very efficient for combinational an
full-scan circuits. Significant compression is achieved not only[20]
for test cubes, but also for compacted fully specified test sets.
The results show that ATPG compaction may not be alwayi
necessary for saving ATE memory and reducing testing timg22]
We also achieved substantial compression for two nonscan in-
dustrial circuits and for the nonscan ISCAS’89 circuits using,s
HITEC test sets. These results show that Golomb coding is also
attractive for compressing (ordered) test sequences of nonscan
circuits. Finally, we have demonstrated that Golomb is superiofil
to run-length coding for all benchmark circuits.

19]
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