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Abstract

A solvent free coarse-grained model for a 1:1 mixed dioleoylphosphatidylcholine (DOPC) and a

dioleoylphospatidylethanolamine (DOPE) bilayer is developed using the multiscale coarse-graining

(MS-CG) approach. B-spline basis functions are implemented instead of the original cubic spline

basis functions in the MS-CG method. The new B-spline basis functions are able to dramatically

reduce memory requirements and increase computational efficiency of the MS-CG calculation.

Various structural properties from the CG simulations are compared with their corresponding all-

atom counterpart in order to validate the CG model. The resulting CG structural properties agree

well with atomistic results, which shows the MS-CG force field can reasonably approximate the

many-body potential of mean force in the coarse-grained coordinates. Fast lipid lateral diffusion in

the CG simulations, as a result of smoother free energy landscape, makes the study of phase behavior

of the binary mixture possible. Small clusters of distinct lipid composition are identified by analyzing

the DOPC/DOPE lipid lateral distribution, indicating a non-uniform distribution for the mixed

bilayer. The results of lipid phase behavior are compared to experimental results and connections

between the experimental and simulation conclusions are discussed.
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1. Introduction

An emerging field in modern computational biophysics is the study of lipid bilayers containing

more than one type of lipid and/or other bio-molecules such as cholesterol and proteins. Such

a scenario is of importance for an understanding of the properties and functionality of real

biological membrane. It is well known that membranes are generally multi-component systems

in biologically relevant environments.1-4 Recent concepts related to membrane domains and

“rafts”5,6 have stimulated numerous experimental and theoretical studies of different binary

or ternary lipid bilayer model systems. Usually lipid headgroups and tails are associated with

different effects on the structural and functional properties. Lipid headgroups are typically

considered to be responsible for the headgroup Coulombic repulsion, hydration, and

headgroup-water hydrogen bond network.7 Lipid tails are thought to be important for their free

energy contributions from chain configurations,7 which are related to chain length and

saturation.

A phosphatidylcholine (PC)/phospatidylethanolamine (PE) mixture is the main component of

many biologically relevant membranes. Thus, in numerous experimental and theoretical
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studies PC/PE mixtures have been used as model systems, helping to provide an understanding

of various phenomena such as vesicle fusion8-10 and membrane-protein interaction.11-15

When compared to PC, the PE lipid has a smaller headgroup, which affects the headgroup

interaction, hydration, and hydrogen bonding. Some properties of the membrane, such as the

area per headgroup and the bending modulus, are also greatly affected by the presence of PE.
16 In the above-mentioned studies, the membrane property changes are induced by adding

certain amounts of PE into PC membranes, and those property changes when compared to pure

PC membranes, are found to be critical for membrane function. However, there are reports that

seem to be controversial regarding the phase behavior of PC/PE mixtures. Both super lattice

structure17 and domain formation18 were reported in the literature for a binary 1-palmitoyl-2-

oleoyl-PC (POPC)/ 1-palmitoyl-2-oleoyl-PE (POPE) mixture. Thus it would be valuable to

compare different experimental results of phase properties with those from computer

simulations.

In molecular dynamics (MD) all-atom simulations using conventional force fields, various

bilayer properties such as area per headgroup, tail ordering and density profile can be calculated

and compared to experimental results. For simulations of multi-component bilayers, bilayer

properties that are not particularly related to the lipid lateral distribution can still be obtained

and the results are considered to be reasonable.19 However, the time scale required for the

system to reach mixing equilibrium usually can not be easily achieved using current

computational resources. As de Vries et al. pointed out in their work regarding a DOPC/DOPE

bilayer mixture,19 many lipid molecules exhibit very slow lateral diffusion during MD

simulations. This observation can result from lipids becoming trapped in local minima on the

free energy landscape. Since most MD simulations of bilayer mixtures are performed starting

from random or lattice like initial structure, this raises the question whether the properties

calculated from these limited time MD simulations are true equilibrium values. Besides the

simulation time scale problem, there is a length scale problem for bilayer systems over which

domain formation occurs. In experiments, membrane domains have been observed with sizes

from several nanometers to micrometers.6 The typical system size of an atomistic MD

simulation is therefore too small to reflect the domain forming process. Due to simulation time

and length scale limitations mentioned above, all-atom MD simulations using conventional

force fields are usually unable to produce the true bilayer behavior for multi-component

systems.

Among computational efforts to speed up lipid mixing, the hybrid MD/MC method by de

Joannis et al20 generates an equilibrium lateral distribution for lipid molecules. But such

methods are quite expensive compared to classical MD simulations, which creates a difficulty

with the treatment of complicated systems. Another possible approach may be to reduce

degrees of freedom of the system by building coarse grained (CG) models. For example, some

simulations based on phenomenological dissipative particle dynamics (DPD) lipid models may

be successful in simulating the phase behavior of lipid systems.21,22 However, because the

DPD models in these studies are very simple, it is difficult to link the results to real membrane

systems. A more realistic CG model, the MARTINI force field from Marrink et al.,23 was

recently proposed to study lipid bilayers. In this model both non-bonded and bonded

interactions are represented with simple analytical functions and the parameters obtained from

the fitting of various macroscopic physical properties. The MARTINI force field has been

applied to a dilauroylphosphatidylcholine (DLPC)/distearoylphosphatidylcholine (DSPC)

system to study its phase and mixing behavior;24,25 it was also implemented by Kasson and

Pande for studing POPC/POPE vesicle fusion.10 And more recently, Risselada and Marrink

applied the model with modified parameters to study lipid rafts in model membranes.26 Shelley

et al. built a CG model for dimyristoylphosphatidylcholine (DMPC) lipid by iteratively refining

the radial distribution functions (RDFs), thus targeting atomic RDF results.27 Other CG

approaches are based on other iterative approaches,28,29 such as the Inverse Monte Carlo
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method.29 The multiscale coarse-graining (MS-CG) method originally developed by Izvekov

and Voth30-32 fits the forces on CG sites to the forces calculated from atomistic MD

trajectories, i.e. “force matching”, and this method was shown to be quantitatively accurate in

generating CG models for pure DMPC30 and mixed DMPC/cholesterol32 lipid bilayer

systems. In these MS-CG models that are systematically derived using information from all-

atom simulations, the lateral diffusion for a single lipid is typically many times faster compared

to all-atom MD values,32 making the study of phenomena associated with lipid lateral

dynamics, such as phase separation, possible.

In this article a modified version of MS-CG approach is implemented to produce a CG model

for a 1:1 DOPC/DOPE bilayer mixture system, following the all-atom MD studies by de Vries

et al.19 In the original MS-CG method,31 a cubic spline basis set is used to interpolate the CG

interaction forces. Because the number of cubic spline coefficients is large for each interaction,

the resulting MS-CG matrix equation can be very large and difficult to both store and solve

for complicated systems. In this article, B-spline basis functions are therefore introduced into

the MS-CG formalism in order to considerably reduce its computational cost.

This article is organized as follows: Section 2 introduces the original MS-CG method and the

B-spline modification, along with the description of the CG lipid model. Force-matching and

MS-CG simulation results are then given in Section 3, as is a discussion of these results. Finally,

Section 4 will give brief conclusions and suggest future directions.

2. Methods

A. Mulitscale Coarse-Graining Method

The details of the original MS-CG approach can be found elsewhere.30-34 In the MS-CG

method, a CG force field is built as a function of ND unknown force field parameters {ϕD,

D=1,…,ND}. The MS-CG force on each CG site produced by the CG force field can then be

defined. Additionally, the reference force on each CG site is calculated as the sum of atomistic

forces from atoms forming this CG site. These atomistic forces come from atomistic MD

simulation trajectories. By applying a variational principle,33 it is possible to minimize the

difference between the MS-CG forces and the reference forces, allowing the MS-CG force

field parameters to be systematically determined. This process can be written as:33

(1)

where χMS is the residue (difference) to be minimized; nt and N are number of MD

configurations sampled and total number of CG sites, respectively;  is the CG force

calculated based on force field parameters {ϕD, D=1,…,ND} and the CG mapping operator

; and the quantity  is the reference “atomistic force” calculated from the atomistic

MD simulation results. In many applications, the long range Coulombic forces are implicitly

incorporated into short range forces in MS-CG force fields, while in others the net Coulombic

interactions between CG sites are retained. For each non-Coulombic term in the MS-CG force

field, the CG potential can be related to a generalized force on some collective variable. The

generalized force has the form,34

(2)
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in which ϕζid are coefficients of a set of basis functions fζid(x); the subscript ζ is for the

interaction type such as pairwise non-bonded, bond vibration, etc.; the subscript i denotes the

functional form for the interaction type ζ; d denotes basis functions used with the total number

n for this interaction; and x is the collective variable such as the distance between two non-

bonded CG sites. In the original MS-CG method, cubic spline basis functions were

implemented for all non-Coulombic non-bonded interations.31 In that approach, the entire

interval of the collective variable x is divided by many grid points and cubic spline coefficients

related to each grid point are determined through the MS-CG procedure. In practice, grid

spacings of 0.01 nm and 0.0025 nm were used for non-bonded and bonded forces, respectively,

for a lipid bilayer system.32

In order to solve the least-squares problem in eq. (1), either a series of overdetermined equations

or a normal equation35 need to be solved.33 The success of the cubic spline interpolation relies

on the linear dependence of the pairwise force on the unknowns. The linear nature of basis

functions ensures the matrix equations are linear, and the solution can then be obtained by

standard linear algebra algorithms, such as singular value decomposition (SVD) or conjugate

gradient (CG).35 Thus the efficiency of the MS-CG method highly depends on either the

process of solving the linear equations, or building the normal equation in the normal solution

case. No matter what method is used to solve the least square problem, the computer time T

scales as  and the memory space V scales as , where ND is the total number of unknowns,

i.e., the dimension of the normal matrix.36 For a MS-CG force field with no additional

simplifications, ND =[Ntype(Ntype —1) +Ntype]n/2 for pairwise nonebonded forces, where

Ntype is total number of types of CG sites in the system and n is the number of coefficients for

each type of pairwise force defined in eq. (2). Additional unknowns will be introduced if bonded

interactions exist. For the typical grid spacings that have been applied in MS-CG method, n is

usually from 200 to 300 using cubic spline basis functions. For complicated biological systems,

such as various protein-membrane systems simulated by atomistic MD, Ntype can be larger

than 20 so the corresponding ND can be of the order 104 or higher. Therefore performing MS-

CG calculations for such systems might be unreasonably expensive and memory consuming.

Although these computational memory and speed problems can be partially alleviated by

applying sparse matrix storage format and parallel coding as will be described in a future

publication, the smallest matrix is always desired in matrix computations.

B. B-spline interpolation in MS-CG

The most straightforward way to increase the efficiency of MSCG method is to reduce the

matrix dimension, i.e., the value of ND defined above. This suggests the use of a more flexible

basis set, e.g., using higher order polynomials, in order to decrease n in eq. (2). In this work,

B-spline basis functions are therefore implemented to interpolate the interaction forces in the

MSCG force field. B-splines have been widely used in curve fitting in numerous disciplines.
37 For n B-splines of order k, each generalized force in eq (2) can be expressed as:37

(3)

where Bd ,k(x) are the B-spline basis functions; ϕζid are the unknowns to be determined by

solving the MS-CG least square problem, and k denotes the B-spline order. Each Bd ,k(x) has

the form of a truncated power series and their values can be calculated efficiently by the de

Boor iterative algorithm.37 The number of basis functions n is decided by the formula n =

nbreak + k — 2, where nbreak is the number of grid end points on the entire interval of x.
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One desired property of B-splines is the minimum support, i.e., the basis functions are zero on

a large set. In the MS-CG method, there are often some x intervals with relatively poor statistical

sampling for each interaction. Therefore, the localized B-spline basis functions, like the

previously used cubic spline basis functions, ensure that poorly sampled regions have no global

effect.37 This justifies the choice of B-splines instead of some analytical functions such as

simple polynomials, though the latter can also considerably reduce the number of total

unknowns in the matrix equation. For most simple analytical functions the undetermined

coefficients are global, which means that the data from badly sampled distances can affect the

entire force result. Some tests (results not presented here) of this assertion for lipid bilayer

systems were performed and the results confirmed the above conclusions.

The most important advantage of the B-spline basis functions is the possibility to apply

relatively largely spaced grids. Although the commonly used B-splines are cubic ones with k

= 4 , higher order B-splines can be implemented for better performance. In practice, for a typical

distance cutoff around 1.2 nm for pairwise non-bonded interactions, choosing nbreak between

21 to 41 was found to be appropriate and produces a force field of a quality comparable to

those obtained from the original MS-CG algorithm. The corresponding value of k varies from

4 to 10. From the formula mentioned above, the number of unknowns n for each pairwise force

ranges around 20 to 50. Thus by implementing the B-spline interpolation, the matrix size in

the least square problem is reduced by around one order of magnitude, which translates into

much higher computational performance.

In the original MS-CG algorithm, for some systems the force curves are noisy due to the

insufficient sampling. This situation often occurs for lipid bilayer systems because the lipid

headgroups and tails are far away from each other during most of the atomistic MD simulation

time.32 As will be shown later in the results section, force curves from the B-spline approach

are usually much smoother. Compared to the original MS-CG results, many noisy fluctuations

on the force curves are discarded. This is a desired property of the B-spline method since most

of these fluctuations are unphysical and a large amount of basis functions are used to describe

them in the original MS-CG approach. By implementing B-spline basis functions with larger

bins, fluctuations between each two grid points are also smoothed. In fact, B-splines are also

frequently used for smoothing data sets in many applications in science and engineering.37

Once the representation of pairwise forces is obtained by eq. (3), the MS-CG force on each

CG site can be calculated based on the CG force field and the least squares problem eq. (1) can

be solved subsequently. In this work, the traditional SVD algorithm is applied to solve the

normal equation of the least squares problem. The output CG force data in the B-spline form

are interpolated and integrated in order to produce potential tables that can be used in a standard

MD program.

In principle, both bonded and non-bonded forces can be obtained through solving the MS-CG

least squares problem.34 However, the output forces for bonded interactions are usually very

noisy especially for lipid bilayer systems, making the data analysis difficult. In this work, the

approach of Wang et al.38 is implemented for calculating bonded potentials. In this method,

the bonded interactions are obtained from an inverse fitting procedure in order to reflect the

atomistic distribution results. The direct Boltzmann fitting usually can not reproduce the exact

atomistic distributions for the bond/angle studied, due to the effect from surrounding

environment. A two-step iteration is therefore performed to correct for the environmental

influence on each bonded potential. The results from this bonded force fitting are combined

with MS-CG non-bonded force data using the B-splines to produce the overall MSCG force

field.
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C. Lipid CG model

The DOPC/DOPE lipid CG site scheme employed in this work is similar to the DMPC CG

model used by Izvekov and Voth,30 and was originally proposed by Shelley et al.27 This CG

scheme is shown in Figure 1. The details of the all-atom to CG mapping can be found

elsewhere27,32 and are therefore not shown in Figure 1. In order to reflect the unsaturated

carbons in the lipid tail, a new CG type SD has been introduced here for tail CG sites containing

unsaturated carbons. In this CG model, every three tail carbons are grouped into a CG site,

thus it is difficult to maintain the trans-cis conformations of the lipid tails in a CG model at

this resolution. But, as it will be shown later, the MSCG force field, which represents the many-

body potential of mean force (PMF) between CG sites,33 is to retain the characteristics of the

more disordered unsaturated lipid tails. There are also two CG types S1 and SM both

representing three saturated tail carbons as shown in Figure 1, due to different chemical

environments. The CG type ST for the tail terminal in the CG scheme introduced by Shelley

et al. has been merged into type SM here in order to improve the statistical sampling related

to these sites. In order to distinguish the PC/PE headgroups, a new CG type HH is used to

represent the positively charged half of the PE headgroup. In order to verify whether or not it

is a reasonable approximation to use the same CG sites for both PC/PE tails, additional MS-

CG force field with more CG types were also produced. However, comparing the CG force

filed results for the two types of tails showed no obvious difference, which was taken to be a

validation of the approximation.

The water solvent is entirely removed, i.e., effectively integrated out in the MS-CG model to

achieve better computational efficiency. Thus, the solvent effects are implicitly reflected in the

CG forces acting on the lipids only, so the final MS-CG force field for lipids is a “solvent free”

force field. An more detailed analysis of building such solvent-free MS-CG force fields can

be found in a forthcoming paper.39

3. Results and Discussion

A. Reference All-atom MD Simulation

The present all-atom 1:1 DOPC/DOPE mixed bilayer contains 128 lipids and 4142 water

molecules. Each leaflet of the bilayer is made of 32 DOPC and 32 DOPE and in the starting

configuration these lipids were distributed randomly in the corresponding leaflet. The lipid

force field parameters were taken from Berger et al.40 Water molecules were simulated using

the SPC model,41 and a 2 fs time step was implemented to all MD simulations. The Lennard-

Jones (LJ) cutoff was set to 1.0 nm and the electrostatic interactions were simulated based on

the particle-mesh Ewald (PME) method.42 For constraints, a linear constraint solver (LINCS)

algorithm43 was applied except that the SETTLE algorithm44 was used for rigid water

molecules. After energy minimization the system was run under the constant NPT ensemble

for 20 ns, with pressure 1.01 bar and temperature 310 K. The Nose-Hoover thermostat45 and

the Parrinello-Rahman46,47 pressure coupling method were applied. The average area per

headgroup calculated from the last 10 ns of the constant NPT simulation was 0.567 nm2,

consistent with the result from de Vries et al.19 A 30 ns constant NVT run was then conducted

after the constant NPT simulation with the same temperature, and the last 20 ns of the NVT

trajectory was used for calculating reference forces in the MS-CG procedure. All atomistic and

CG simulations in this article were performed using the GROMACS MD package.48

B. MS-CG Procedure and Results

Reference forces in eq. (1) were calculated based on 20000 MD frames from the all-atom

simulation. MS-CG forces were interpolated by B-spline basis functions as described earlier.

For non-bonded interactions, B-splines functions with the order k=6 and the grid point number

Nbreak=21 were implemented. The bonded forces in the matrix equation were not used in the
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final force field, replaced instead by the inverse Boltzmann fitting results as outlined

previously. Thus a less accurate B-spline interpolation with k=4 and Nbreak=11 was used for

the bonded forces in order to enhance computational efficiency. The MS-CG least squares

problem was then solved using the normal matrix equation. First, the normal equation was built

based on the information from the whole atomistic MD trajectory, and then the singular value

decomposition (SVD) method was applied to solve the normal equation. The final B-spline

force results were interpolated and integrated to obtain force field potential tables. Performance

on an Intel Xeon workstation for the MS-CG calculation with the new B-spline basis functions

shows that the computational speed roughly increased an order of magnitude and the memory

cost reduced by a factor of five, compared with those from calculations using the original MS-

CG algorithm with cubic spline basis sets.

For force field bonded interactions, the harmonic approximation was applied:

(4)

(5)

where V(r) and V(θ) are bond/angle potentials; kr and kθ are bond/angle force constants; and

r0 and θ0 are equilibrium distances/angles. These bonded force field parameters were

determined by inverse Boltzmann fitting of the atomistic bond/angle distributions. The

environmental effect correction was also applied for the bonded parameter results.38 In order

to perform the inverse Boltzmann fitting at the CG level, the all-atom trajectory was first

converted to a “CG trajectory” by replacing atom coordinates by corresponding center of mass

coordinates calculated based on the CG site definition. This “CG trajectory” was also used to

calculate various all-atom bilayer properties including the RDFs in the later all-atom/CG

comparisons of structural properties. Force field parameters for the bonded interactions are

listed in Table 1.

Selected MS-CG force results are shown in Figure 2, while additional force results are similar

to those from Izvekov and Voth.30,32 Compared to previous DMPC results using cubic spline

interpolation, the forces in this work are smoother, indicating noise has been filtered by the B-

spline treatment. However, for certain pair interactions with relatively worse sampling, there

are still obvious fluctuations in the force curves, implying some numerical uncertainty. The

condition number from the SVD results was in the order of 105, which is within the range for

good numerical stability in double precision computations.35

The CG force field interactions displayed in Figure 2(a) show same-lipid preferences. The

CHHH interaction is the most repulsive among the three types of pair interactions between the

CH/HH sites. This trend is more obvious by observing the potential curves in the same figure.

In the original all-atom force field, the value of the CH-HH interaction should be between those

of CH-CH and HH-HH interactions due to the LJ combination rules. Thus the MS-CG results

of CH/HH headgroup interactions contain various free energy effects from all-atom

simulations. It should be noted that due to the relatively small force differences among the

three interactions, the final lipid distribution may also be influenced by other effects such as

the headgroup-tail area mismatch49 as well as different PC/PE headgroup conformations

reflecting headgroup hydration.19
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The interaction between lipid headgroups/linker and different tail CG sites S1/SD are also

shown in Figures 2(b) and (c). While the S1 type CG site contains three saturated carbons,

there is one unsaturated carbon atom in each SD site. Compared to the CH-S1 interaction, the

CH-SD interaction is by far more attractive. A similar trend has been found for the interaction

between site GL and the two tail sites. Because the LJ parameters for tail carbons in the all-

atom MD are identical, these effective differences come basically from free energy effects

related to chain configurations. These interactions may affect the tail ordering in CG

simulations and roughly reflect the double-bond effect in all-atom MD simulations. Resulting

order parameter data will be discussed later. The results shown in Figure 2 illustrate the power

of the MS-CG method in revealing the form of the effective condensed phase interactions

between the CG sites and hence can also serve as an “analysis tool” for such interactions.

C. CG bilayer simulation and structural properties

Two bilayer systems were simulated using the MS-CG force field. The first one was a small

bilayer that was identical to the one in the all-atom simulation except that water molecules

were effectively removed in the MS-CG model. This system was simulated in a constant NVT

ensemble for 1000 ns under the same conditions as those in the atomistic simulation. All CG

structural properties for comparison to atomistic ones were calculated from the output MD

trajectory of this system. The configuration of the second system contained 512 lipids and was

created by replicating the small bilayer in two dimensions to four times the size of the original

one. The larger system was simulated for 300 ns in order to observe equilibrated 2D distribution

of the lipid molecules. Since the MS-CG model is solvent free, it is possible to simulate the

two systems at a relatively long time scale with moderate computer resources. Snapshots of

the equilibrated systems are shown in Figure 3. Both two bilayers were stable for the length of

the simulations

In a CG simulation the lipid lateral diffusion is generally much faster than that in atomistic

simulations. Thus the mixing equilibrium is easier to achieve and the resulting lateral

distribution of lipids is different compared to the distribution resulting from highly trapped

lipid lateral dynamics in atomistic MD simulations. The RDF results involving CH and HH

sites are therefore expected to reflect the above effect of PC/PE mixing and the corresponding

data are shown in Figure 4. It is shown in Figure 4 that, as expected, the three CG RDFs are

slightly different compared to atomistic counterparts. In Figure 4 more same-lipid preference

can be observed in the CG RDF results. When compared to there atomistic MD counterparts,

there is an extra peak at closer distance in the CG CH-CH RDF. For the CG HH-HH RDF,

higher peaks are also observed. Additionally the CG RDF peak for the cross interaction CH-

HH is lower than that from the all-atom MD model. This RDF data suggests that compared to

the atomistic distributions, the lipids tend to stay close to the same type lipids in the CG

simulations. The lateral lipid distribution will be discussed in detail later in this article.

In all-atom MD simulations of mixed bilayers, various structural properties (which are not

particularly associated to lipid mixing), such as area per headgroup and single lipid

configuration, are usually considered to be equilibrated. Therefore, the remaining CG RDF

results are expected to be consistent with atomistic MD results because the MS-CG method

has been shown to be able to reproduce all-atom RDFs, both theoretically50 and in practice.
30-32 Selected radial distribution functions of both all-atom and CG simulations are show in

Figure 5. From Figure 5 the CG RDF results for most pairs are in good agreement with their

all-atom MD counterparts. This indicates that the MS-CG solvent free bilayer model is able to

capture the free energy landscape underlying the atomistic simulations. However, aside from

select RDFs related to PC/PE interactions, which have been discussed, some disagreements in

the CG/atomistic results remain in Figure 5. These discrepancies can be explained by several

reasons: first, some many-body effects have been missed because of the pairwise interaction
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approximation used in the MS-CG approach. These many-body effects are especially important

for water and other groups which can form hydrogen bonds, and they cause less perfect

structural properties in the solvent free bilayer model. Second, the harmonic approximation

was applied to bonded interactions, which may not always be accurate. Finally, the least-

squares problem in the MS-CG method is usually an ill-posed problem. Although it can be

solved by various methods for high condition number problems such as the SVD implemented

in this work, some numerical instabilities remain.

Part of the bond distribution data are shown in Figure 6. The atomistic bond and angle

distributions are qualitatively reproduced by the CG force field. The simple harmonic potential

form in the CG force field was chosen because it is supported by most current MD packages.

There are, however, some bond/angle distributions with multiple maxima which cannot be

precisely represented by harmonic bond/angle potential. In practice, even high order analytical

potentials such as the quartic potential can not capture most of these distributions. In future

work, tabulated bond/angle potential will be applied in order to obtain more accurate bonded

CG potentials.

Selected lipid bilayer density profiles along the z-axis are shown in Figure 7. These density

profiles in the CG simulation are in good agreement with atomistic MD results. It can also be

inferred from headgroup density results that the atomistic bilayer thickness is maintained in

the CG bilayer, though there is no explicit water present in the MS-CG model. Compared with

the HH density profile, the CH sites have larger z-values, reflecting a stronger hydration in the

atomistic MD simulation. This density profile difference between PC/PE headgroups is

consistent with the simulation results by de Vries et al19., and the hydrogen bonding difference

related to it may play a role in the determination of CG interactions associated to headgroups.

The lipid tail order information can be obtained by calculating the second-order parameter

 where θ is an angle between the bond studied and the bilayer normal.

If P2 = 1, the bond is parallel to the bilayer normal; P2 = -0.5 indicates that the bond is

perpendicular to the normal; P2 = 0 means that the bond orientation is completely disordered.

The comparison between CG and all-atom P2 results is shown in Figure 8. The magnitudes of

CG/all-atom differences in P2 values are similar to those from Izvekov and Voth.32 For the

bonds in lipid tails, the P2 values are much more close to 0 compared to the DMPC results

from the latter paper. This shows the effect of unsaturated bonds which increases the tail

disorder. Although there are no explicit trans/cis conformations due to the limited resolution

in the CG lipid model, the tail order is qualitatively retained in CG simulations as shown by

the P2 data. This feature of the present MS-CG lipid model is important since it is believed

that the lipid tail order related to tail saturation plays a key role in membrane phase behavior

for various mixed lipid systems containing both saturated and unsaturated lipids.51,52

The lateral diffusion coefficient can be calculated from the mean square displacement (MSD)

plot. The MSD plot of the PH site which represents the lateral mobility of lipid phosphate group

is shown in Figure 9. Unlike the atomistic MD results of de Vries et al19 in which MSD curves

exhibit nonlinear behavior indicating that the lipids were trapped in local minima, the MSD in

the MS-CG simulation is mostly in the linear region from which the lateral diffusion coefficient

can be easily calculated. The effective lateral diffusion coefficient of PH site is 4×10-10 m2/s

calculated based on the slope of the linear region of the MSD curve. Although a corresponding

atomistic MD value is not available because linearity can not be reached in its MSD plot, the

effective CG lateral diffusion coefficient is estimated to be roughly more than one order of

magnitude larger than the corresponding lateral diffusion coefficient in all-atom simulations.

Here the word “effective” is used since in CG simulations the dynamics are usually much faster

and various corresponding dynamical quantities can not be compared with all-atom MD or
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experimental values before appropriate scaling53 or the addition of frictional forces.54 The

CG lateral diffusion coefficient result in this work is similar to the result from Nielsen et al for

a DMPC system in which the CG lateral diffusion coefficient was roughly 100 times the

atomistic one.53 This fast dynamics may be due to the much smoother free energy landscape

in CG simulations. Although the CG dynamical properties are not consistent with all-atom

results, various structural and thermodynamic quantities from MS-CG force field are in

principle in agreement with their atomistic counterparts.33,50 Therefore, it is desired to have

this faster dynamics in the CG simulation in order to observe the equilibrated structural results

on a shorter simulation time scale.

D. Lipid lateral distribution and clustering

The larger bilayer system with 512 lipids was chosen for the study of lipid lateral distributions

in order to reduce possible boundary artifacts that could occur in the original smaller bilayer

system. Since our CG force field is derived from an all-atom system of 128 lipids, in principle,

it is not guaranteed to reflect all bilayer properties related to larger time and length scales due

to the limited system size and simulation time for the atomistic system. For example, the

membrane undulations with large wavelength in the CG bilayer simulations might require

additional validation. However, as shown earlier the MS-CG force field reflects the many body

potential of mean force between CG sites so key features of related inter and intra molecular

lipid-lipid interactions in the all-atom system therefore can be retained in the MS-CG force

field. Since these lipid-lipid interactions and related free energy effects are believed to be

important to system phase properties, a larger bilayer system was chosen in CG simulations in

order to observe the phase behavior as a result of short ranged CG interactions.

A top view of the trajectory after equilibration is shown in Figure 10. It is seen from the snapshot

that there are several visible lipid clusters present on the bilayer surface. By analyzing the

whole MD trajectory, it was found that small clusters made of the same lipid appeared during

the whole equilibrated trajectory and there were frequent lipid exchanges between clusters and

isolated lipids due to the fast lipid lateral dynamics in the CG simulation. In order to test the

degree of equilibration of the lipid lateral distribution, test MS-CG simulations were performed

starting from an initial configuration in which DOPC and DOPE occupied one half of the

simulation box respectively. The system evolved into a similar small cluster configuration

within 50 ns, indicating that equilibrium can be reached very rapidly in the CG simulations.

The unevenly distributed lipids can be related to the CG force field parameters for headgroup-

headgroup interactions. But as discussed previously, other effects such as the headgroup-tail

area mismatch can play an important role in determining the lipid distribution.

In order to analyze the lipid cluster distribution, the probability distribution as a function of

cluster size is shown in Figure 11 for the DOPC clusters. The DOPE cluster distribution has a

similar shape and is not shown here. In the calculation of the DOPC cluster distribution, the

x/y coordinates of the DOPC PH sites are used to represent the lateral position of each lipid.

By observing the two dimensional PH-PH RDF on the xy-plane (not shown), the first minimum

on the PH-PH RDF is seen to be at 1.0 nm, thus this distance can be used as the cutoff to

determine if two lipids are clustered. After building the connectivity information between any

two lipids, the cluster size distribution can be calculated based on the method from Sevick et

al.55 From the result shown in Figure 11, there is a considerable probability for small PC

clusters of the size between 2 to 20 though the isolated lipid has the highest probability. This

probability distribution is consistent with a direct observation of the snapshot in Figure 10. The

probability for a cluster size above 50 is near zero, indicating that no obvious domains at a

length scale above nanometers are found in the MS-CG simulation.

From the cluster distribution results, a super-lattice proposal17 is not supported, nor is the

concept of domain formation. It should be noted that the DOPC/DOPE system in this work
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follows the study from de Vries et al.,19 but it is different from the POPC/POPE system used

in the two experimental studies which support the two ideas described above.17,18

Experimental results for the DOPC/DOPE system are currently unavailable. Because each

DOPC/DOPE molecule has two unsaturated tails which occupy a larger area than that of POPC/

POPE, the feature of the headgroup/tail area mismatch in the DOPC/DOPE system may be

different compared to that in the POPC/POPE system. This may be the reason that no super-

lattice structure was formed in the CG simulations. Interestingly, in the work by Ahn and Yun,

they suggested the possibility of “partial” domain formation because their results for the

excimer to monomer (E/M) fluorescence ratio varied slightly from the typical domain

formation values.18 Although detailed structural information can not be observed directly in

these fluorescence experiments, it is possible that the partial domain formation behavior

suggested by these experiments may be connected to the small clusters found in the present

CG simulations.

4. Conclusions

The modified MS-CG method using B-spline basis functions to represent the CG forces has

been shown in this work to efficiently produce a solvent-free multi-component CG lipid bilayer

model with good accuracy for a DOPC/DOPE system. Various structural properties from the

MS-CG trajectories agree well with their atomistic MD counterparts. By applying the new

basis set, the number of unknown coefficients in the MS-CG least squares problem can be

greatly decreased. Thus the required computer time and memory are reduced dramatically,

making it feasible to apply the MS-CG method to more complicated biomolecular systems in

future studies.

The CG simulation trajectories were used to examine the lipid lateral distribution. Because of

the high efficiency of the solvent-free MS-CG model, long time scale simulations can be

performed. The lateral dynamics of lipids was observed to reach the linear MSD region due to

the long simulation time and smoother free energy surface in the CG simulations. The

simulation results for DOPC/DOPE support neither the super-lattice hypothesis nor domain

formation on the nanometer scale. Instead, small clusters consisting of the same type of lipid

are observed, which possibly supports prior experimental results indicating partial domain

formation.

Since the MS-CG force field is able to capture the lipid tail ordering of unsaturated lipids from

all-atom MD simulations as shown earlier, it will be promising to apply the MS-CG approach

to typical domain forming systems that usually contain both saturated and unsaturated lipids.

Membrane systems of different molecular components and ratios can be easily simulated by

conventional all-atom force fields and the MS-CG models are able to be systematically

constructed based on the corresponding all-atom MD results. Liu et al. also demonstrated that

the MS-CG method showed good transferability over different thermodynamics conditions for

a carbohydrate system.56 Therefore, it may be possible to develop CG models transferable to

different membrane compositions and other experimental conditions using the MS-CG

approach. Applications of the MS-CG method to bilayer systems with stronger evidence for

domain formation are currently underway.
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Figure 1.

MS-CG models for (a) DOPC; and (b) DOPE.
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Figure 2.

Effective pairwise non-bonded forces (top) and potentials (bottom) between selected CG

interaction sites. The approximate error bars in these force curves are about 5-10% of the force

value calculated from block averages. See Figure 1 for CG site definitions.
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Figure 3.

Snapshots of equilibrated bilayer configurations for (a) the 128 lipid system and (b) the 512

lipid system. Color scheme: purple for CH; blue for HH; orange for PH; red for E1/E2; green

for S1/SD/SM. See Figure 1 for CG site definitions.
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Figure 4.

CH-CH, HH-HH, and CH-HH RDFs from the CG simulation (red) and the all-atom simulation

(black). See Figure 1 for CG site definitions.
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Figure 5.

Selected site-site RDFs from the CG simulation (solid lines) and the atomistic simulation

(dashed lines). See Figure 1 for CG site definitions.
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Figure 6.

Selected bond and angle distributions from the CG simulation (solid line) and the atomistic

simulation (dashed line). See Figure 1 for CG site definitions.
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Figure 7.

Z-density profiles for selected sites from the CG simulation (black) and the atomistic simulation

(red). Zero means the bilayer center for the abscissa. See Figure 1 for CG site definitions.
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Figure 8.

P2 order parameters of bonds with respect to bilayer normal from the CG simulation (solid

line, circle) and the atomistic simulation (dashed line, triangle). Upper plot: DOPC lipids; lower

plot: DOPE lipids. The lines are meant to guide the eye. See Figure 1 for CG site definitions.
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Figure 9.

Lateral mean square displacement of the PH sites from the MS-CG simulation.
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Figure 10.

Topview of one leaflet of the mixed bilayer showing the equilibrated lateral PC/PE distribution.

Only the PH sites are shown for clarity. The red dots represent DOPC and the blue dots represent

DOPE.
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Figure 11.

Probability distribution of DOPC cluster size.

Lu and Voth Page 24

J Phys Chem B. Author manuscript; available in PMC 2010 February 5.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t

Lu and Voth Page 25

Table 1

Force constants and equilibrium distances/angles in the MS-CG force field. The errors for these force field parameters

are less than 5% as estimated by the block average method.

Bond type k
r
[kJ/(mol•nm)] r

0
 (nm)

CH-PH 7.91×103 0.435

HH-PH 1.97×104 0.329

PH-GL 1.33×104 0.347

GL-E1 2.72×104 0.332

GL-E2 8.68×103 0.368

E1-S1 3.68×103 0.406

E2-S1 4.03×103 0.409

S1-SD 7.68×103 0.341

SD-SD 1.17×104 0.331

SD-SM 7.77×103 0.338

SM-SM 8.03×103 0.345

Angle type kθ[kJ/(mol•rad)] θ
0
 (deg)

CH-PH-GL 34.0 127.9

HH-PH-GL 74.6 115.8

PH-GL-E1 43.8 130.0

PH-GL-E2 31.1 125.0

E1-GL-E2 32.1 122.8

GL-E1-S1 23.0 142.9

GL-E2-S1 22.1 142.1

E1-S1-SD 18.8 159.4

E2-S1-SD 20.8 157.1

S1-SD-SD 40.2 146.6

SD-SD-SM 36.2 145.0

SD-SM-SM 23.5 158.2
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