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#### Abstract

In this paper, we systematically derive jump conditions for the immersed interface method [SIAM J. Numer. Anal., 31 (1994), pp. 1019-1044; SIAM J. Sci. Comput., 18 (1997), pp. 709-735] to simulate three-dimensional incompressible viscous flows subject to moving surfaces. The surfaces are represented as singular forces in the Navier-Stokes equations, which give rise to discontinuities of flow quantities. The principal jump conditions across a closed surface of the velocity, the pressure, and their normal derivatives have been derived by Lai and Li [Appl. Math. Lett., 14 (2001), pp. 149-154]. In this paper, we first extend their derivation to generalized surface parametrization. Starting from the principal jump conditions, we then derive the jump conditions of all first-, second-, and third-order spatial derivatives of the velocity and the pressure. We also derive the jump conditions of first- and second-order temporal derivatives of the velocity. Using these jump conditions, the immersed interface method is applicable to the simulation of three-dimensional incompressible viscous flows subject to moving surfaces, where near the surfaces the first- and second-order spatial derivatives of the velocity and the pressure can be discretized with, respectively, third- and second-order accuracy, and the first-order temporal derivatives of the velocity can be discretized with second-order accuracy.
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1. Introduction. Blood flow in the heart [23, 24, 25], aquatic animal locomotion [10, 15], bird and insect flight [31, 32, 3, 8, 9, 13], and flow passing a compliant wall $[35,6,14,4]$ are examples of fluid dynamics problems where it is essential to understand the coupling between moving surfaces and fluids. A main difficulty in direct numerical simulation of these problems is to accurately and efficiently resolve the moving surfaces and their effects on the fluids.

Cartesian grid methods, for example $[28,5,30,22,21]$, avoid mesh regeneration and allow for fast flow solvers, and thus have the advantage of simplicity and efficiency for this type of problem. The immersed boundary method is a robust Cartesian grid method. It was originally proposed by Peskin [23, 24] and later further developed in $[29,26,27,16]$. In this method, the moving surface of an immersed object is parametrized by a set of Lagrangian points comoving with a fluid. The relative positions of the Lagrangian points determine a singular force distribution on the surface based on the solid model of the object. The communication between the surface and the fluid is achieved through the spreading of the singular force and the interpolation of the surface velocity using discrete Dirac $\delta$ functions. The method has been applied to a wide variety of problems $[10,11,25,1,37]$.

The initial implementations of the immersed boundary method were only firstorder accurate in space due to the use of grid-dependent discrete Dirac $\delta$ functions.

[^0]Beyer and LeVeque [2] examined the accuracy of the method for the one-dimensional diffusion equation and found that additional terms for the discrete approximation of the Dirac $\delta$ function are sometimes necessary in order to achieve second-order accuracy, but it is unclear how to maintain the second-order accuracy by incorporating additional terms in fluid dynamics problems of higher dimensions. Although a formally second-order immersed boundary method was proposed [16], it is second-order accurate only if the Dirac $\delta$ function is replaced by a grid-independent smooth function; in practice, it is still first-order accurate. Realizing that only the divergence-free portion of the singular force contributes to the temporal evolution of the velocity, and that the projection of discrete Dirac $\delta$ functions onto a divergence-free space may be computed analytically, Cortez and Minion [7] devised the blob projection immersed boundary method, which displays the formally fourth-order convergence rate of their background flow solver. However, the analytical form of the projection depends on the velocity boundary conditions imposed on a computational domain. Thus the method may be limited to particular boundary conditions in simple geometries. It is also unclear how accurately the pressure can be recovered.

Motivated by the goal of eventually obtaining second-order accuracy in Peskin's immersed boundary method, LeVeque and $\mathrm{Li}[18,19]$ have developed the immersed interface method (IIM). The IIM was originally proposed for elliptic equations [18] and Stokes equations [19]. Later, it was extended to one-dimensional nonlinear parabolic equations [33], Poisson equations with Neumann boundary conditions [34, 12], and two-dimensional incompressible Navier-Stokes equations [20]. The key idea of the IIM, which is also its main difference from the immersed boundary method, is to incorporate the known jump conditions of a solution and its derivatives into finite difference schemes in the neighborhood of the discontinuities arising from the Dirac $\delta$ function. For fluid dynamics problems with moving surfaces, the coupling between the moving surfaces and the fluids is now translated into the incorporation of the jump conditions.

If necessary jump conditions are known, the IIM can achieve second-order or even higher-order accuracy. The two-dimensional Navier-Stokes simulations by Li and Lai [20] using the IIM have indicated fully second-order accuracy for the velocity and nearly second-order accuracy for the pressure in the infinity norm. Solutions computed by the IIM are sharper across surfaces than those computed by the immersed boundary method. Furthermore, the IIM shows better conservation of the mass enclosed by a no-penetration surface.

Like any other method, the IIM has its limitations. For instance, the current IIM applies only to flows with closed smooth surfaces, as seen in its presentation later in this paper. Both the IIM and the immersed boundary method also inherit the shortcomings of fixed Cartesian grid methods. For example, thin boundary layers developed along a moving boundary and fine geometric details can be adequately resolved only if the uniform computational mesh is fine enough. It should also be noted that, for many bio-fluid dynamics problems, the computation of the singular force distribution is a modeling process, and improvement in the accuracy of the IIM or the immersed boundary method cannot eliminate modeling errors.

The applicability of the IIM depends on whether the necessary jump conditions are all known. The principal jump conditions across a closed surface of the velocity, the pressure, and their normal derivatives have been derived by Lai and Li [17] for three-dimensional incompressible viscous flows. The main contribution of our paper is to derive for the IIM the necessary jump conditions of flow variables and their
derivatives to achieve a given-order discretization accuracy in three-dimensional flow simulation. Other contributions include generalized Taylor expansion, which is the basis for devising finite difference schemes for the IIM; a generalized Gauss theorem, which serves as the basic tool in the derivation of the principal jump conditions; the principal jump conditions in generalized surface parametrization, which bring the flexibility to parametrize a singular surface in practical applications; and the jump conditions of temporal derivatives, which are required to achieve first-order or higherorder temporal discretization accuracy.

The content of the paper is organized as follows. In section 2, the governing equations are described; they are the starting point for the derivation of the principal jump conditions. In section 3, the principal jump conditions are derived. In section 4, finite difference schemes with jump conditions incorporated are presented. In sections 5 and 6 , the required spatial and temporal jump conditions are derived. A simple example is also provided in section 6 to address the proper discretization of temporal derivatives. In section 7, the possibility of improving the IIM to arbitrarily high-order discretization accuracy is discussed.

Since the original submission of this paper, we have implemented and tested the IIM in two-dimensional flow simulations with jump conditions obtained from our theoretical derivation below. Please refer to Xu and Wang [36] for the full numerical implementation and the test results. The test results serve in part to verify our derivation in the current paper. We have also progressed on the development of a three-dimensional code. We hope to provide the three-dimensional results soon.
2. Governing equations. Incompressible Navier-Stokes equations subject to singular force are

$$
\begin{align*}
\rho\left(\frac{\partial u^{i}}{\partial t}+u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) & =-\frac{\partial p}{\partial x^{i}}+\mu \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{j}}+F^{i}  \tag{2.1}\\
\frac{\partial u^{i}}{\partial x^{i}} & =0 \tag{2.2}
\end{align*}
$$

where $x^{i}(i=1,2,3)$ is in Cartesian coordinates, $t$ is time, $\rho$ is fluid density, $u^{i}$ is velocity, $p$ is pressure, $\mu$ is dynamic fluid viscosity, and $F^{i}$ is the singular force. Taking the divergence of momentum equation (2.1) and applying continuity condition (2.2) gives the Poisson equation for pressure $p$ as

$$
\begin{equation*}
\frac{\partial^{2} p}{\partial x^{i} \partial x^{i}}=\frac{\partial F^{i}}{\partial x^{i}}-\frac{\partial}{\partial x^{i}}\left(\rho \frac{\partial u^{i}}{\partial t}+\rho u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) . \tag{2.3}
\end{equation*}
$$

We consider the situation that the singular force is applied on the closed surface of an immersed object, and we call the surface singular surface $\mathcal{S}$. Referring to Figure 2.1, singular force $F^{i}$ is given by

$$
\begin{equation*}
F^{i}=\int_{\mathcal{S}} f^{i}\left(\alpha^{1}, \alpha^{2}, t\right) \delta\left(\mathbf{x}-\mathbf{X}\left(\alpha^{1}, \alpha^{2}, t\right)\right) \mathrm{d} \alpha^{1} \mathrm{~d} \alpha^{2} \tag{2.4}
\end{equation*}
$$

in which $\mathbf{x}:=\left(x^{1}, x^{2}, x^{3}\right)$ is the Cartesian coordinates, $\mathbf{X}\left(\alpha^{1}, \alpha^{2}, t\right):=\left(X^{1}, X^{2}, X^{3}\right)$ is the coordinates of the singular surface, $\delta\left(\mathbf{x}-\mathbf{X}\left(\alpha^{1}, \alpha^{2}, t\right)\right)$ is the three-dimensional Dirac $\delta$ function, $f^{i}\left(\alpha^{1}, \alpha^{2}, t\right)$ is force density, and $\alpha^{1}$ and $\alpha^{2}$ are two Lagrangian parameters which parametrize the singular surface at a reference time. We assume


FIG. 2.1. Cartesian coordinates $x^{i}(i=1,2,3)$ and curvilinear coordinates $\alpha^{i}(i=1,2,3) . \alpha^{1}$ and $\alpha^{2}$ are two Lagrangian parameters which parametrize the singular surface $\mathcal{S}$ at a reference time. $\mathbf{X}$ is the coordinates of the singular surface. $\tau_{\mathbf{1}}, \tau_{\mathbf{2}}$, and $\mathbf{n}$ are respectively the two tangential vectors and the normal vector at $\mathbf{X}$.
that $f^{i}\left(\alpha^{1}, \alpha^{2}, t\right)$ is a smooth function of $\alpha^{1}, \alpha^{2}$, and $t$. Mathematically, $F^{i}$ can be regarded as a distribution function with the property

$$
\int_{\Omega} F^{i} \mathrm{~d} \Omega=\int_{\Omega \cap \mathcal{S}} f^{i}\left(\alpha^{1}, \alpha^{2}, t\right) \mathrm{d}(\Omega \cap \mathcal{S})
$$

where $\Omega$ can be a volume or a surface.
3. Principal jump conditions. We now derive the principal jump conditions of the velocity, $u^{i}$, the pressure, $p$, and their normal derivatives, $\frac{\partial u^{i}}{\partial \mathbf{n}}$ and $\frac{\partial p}{\partial \mathbf{n}}$, across the singular surface, $\mathcal{S}$.

We assume that the velocity, the pressure, and their derivatives are piecewise smooth with discontinuities only at the singular surface. The singular surface, $\mathcal{S}$ : $\mathbf{X}=\left(X^{1}, X^{2}, X^{3}\right)$, is assumed geometrically regular and orientable. For every point on the surface, the parametrization by $\alpha^{1}$ and $\alpha^{2}$ generates a rank-two matrix

$$
\left(\begin{array}{lll}
\frac{\partial X^{1}}{\partial \alpha^{1}} & \frac{\partial X^{2}}{\partial \alpha^{1}} & \frac{\partial X^{3}}{\partial \alpha^{1}} \\
\frac{\partial X^{1}}{\partial \alpha^{2}} & \frac{\partial X^{2}}{\partial \alpha^{2}} & \frac{\partial X^{3}}{\partial \alpha^{2}}
\end{array}\right)
$$

The row vectors in the above matrix are two independent tangential vectors at the point (see Figure 2.1)

$$
\begin{aligned}
& \tau_{1}:=\left(\tau_{1}^{1}, \tau_{1}^{2}, \tau_{1}^{3}\right)=\left(\frac{\partial X^{1}}{\partial \alpha^{1}}, \frac{\partial X^{2}}{\partial \alpha^{1}}, \frac{\partial X^{3}}{\partial \alpha^{1}}\right) \\
& \tau_{\mathbf{2}}:=\left(\tau_{2}^{1}, \tau_{2}^{2}, \tau_{2}^{3}\right)=\left(\frac{\partial X^{1}}{\partial \alpha^{2}}, \frac{\partial X^{2}}{\partial \alpha^{2}}, \frac{\partial X^{3}}{\partial \alpha^{2}}\right)
\end{aligned}
$$

A unit normal vector can be expressed by

$$
\mathbf{n}:=\left(n^{1}, n^{2}, n^{3}\right)=\frac{\tau_{\mathbf{1}} \times \tau_{\mathbf{2}}}{\left\|\tau_{\mathbf{1}} \times \tau_{\mathbf{2}}\right\|}=\frac{\tau_{\mathbf{1}} \times \tau_{\mathbf{2}}}{\mathcal{J}}
$$

where $\|\cdot\|$ denotes the length of a vector and $\mathcal{J}:=\left\|\tau_{\mathbf{1}} \times \tau_{\mathbf{2}}\right\|$; see Figure 2.1. In Cartesian coordinates, $\mathbf{n}=\left(n^{1}, n^{2}, n^{3}\right)=\left(n_{1}, n_{2}, n_{3}\right)$, where $n^{i}(i=1,2,3)$ is a contravariant component and $n_{i}(i=1,2,3)$ a covariant component.

Proposition 3.1. For a flow defined by (2.1) and (2.2), the velocity, $u^{i}$, is finite and continuous at the immersed singular surface, $\mathcal{S}$; i.e.,

$$
\begin{equation*}
\left[u^{i}\right]=0, \tag{3.1}
\end{equation*}
$$

where $[\cdot]$ denotes a jump as $[\cdot]:=(\cdot)_{\mathbf{X}^{+}}-(\cdot)_{\mathbf{X}^{-}}$, with $\mathbf{X}^{+}$representing the point at the side of $\mathcal{S}$ in the direction of normal $\mathbf{n}$ and $\mathbf{X}^{-}$the point at the other side.

Continuity equation (2.2) assures only the continuity of the normal velocity component across the singular surface. In our applications, the singular surface is a physical boundary immersed in an incompressible viscous fluid. No-slip and no-penetration conditions on this physical boundary require the velocity to be continuous across the singular surface and the singular surface to move with the local flow velocity, as expressed mathematically by Proposition 3.1.

Corollary 3.2.

$$
\begin{equation*}
\left[\frac{\partial u^{i}}{\partial t}+u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right]=\left[\frac{\partial u^{i}}{\partial t}\right]+u^{j}\left[\frac{\partial u^{i}}{\partial x^{j}}\right]=0 . \tag{3.2}
\end{equation*}
$$

Proof. A jump condition is a function of the time $t$ and the surface coordinates $\mathbf{X}\left(\alpha^{1}, \alpha^{2}, t\right)$, i.e., $[\cdot]=[\cdot](\mathbf{X}, t)$. Differentiating (3.1) with respect to time $t$ gives

$$
\begin{aligned}
\frac{\mathrm{d}\left[u^{i}\right](\mathbf{X}, t)}{\mathrm{d} t}= & \frac{\mathrm{d} u^{i}\left(\mathbf{X}^{+}, t\right)}{\mathrm{d} t}-\frac{\mathrm{d} u^{i}\left(\mathbf{X}^{-}, t\right)}{\mathrm{d} t} \\
= & \frac{\partial u^{i}\left(\mathbf{X}^{+}, t\right)}{\partial t}+\frac{\partial u^{i}\left(\mathbf{X}^{+}, t\right)}{\partial x^{j}} \frac{\mathrm{~d} X^{j+}}{\mathrm{d} t} \\
& -\left(\frac{\partial u^{i}\left(\mathbf{X}^{-}, t\right)}{\partial t}+\frac{\partial u^{i}\left(\mathbf{X}^{-}, t\right)}{\partial x^{j}} \frac{\mathrm{~d} X^{j-}}{\mathrm{d} t}\right) \\
= & {\left[\frac{\partial u^{i}}{\partial t}+\frac{\partial u^{i}}{\partial x^{j}} \frac{\mathrm{~d} X^{j}}{\mathrm{~d} t}\right]=0 . }
\end{aligned}
$$

From Proposition 3.1, we have $\frac{\mathrm{d} X^{j+}}{\mathrm{d} t}=\frac{\mathrm{d} X^{j-}}{\mathrm{d} t}=u^{j}$. Thus, the result follows.
The notion of a jump condition, [•], commutes with a differentiation, and we can therefore write the function form of a jump condition as $[\cdot(\mathbf{X}, t)]$ to carry out the differentiation hereafter.

To derive the other principal jump conditions, we need to generalize Gauss's theorem. Gauss's theorem in the usual form reads

$$
\int_{\mathcal{V}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}=\oint_{\mathcal{A}} G^{i} N_{i} \mathrm{~d} \mathcal{A}
$$

where $\mathcal{A}$ is a regular and positively oriented closed surface, $\mathcal{V}$ is the region enclosed by $\mathcal{A}$, and $N_{i}$ is a normal to $\mathcal{A}$. It is required that the function $G^{i}$ and its divergence $\frac{\partial G^{i}}{\partial x^{i}}$ be continuous over $\mathcal{A}$ and $\mathcal{V}$. We generalize Gauss's theorem to relax these continuity restrictions.

ThEOREM 3.3 (generalized Gauss theorem). If $G^{i}$ and $\frac{\partial G^{i}}{\partial x^{i}}$ are continuous over $\mathcal{A}$ and $\mathcal{V}$ except that $G^{i}$ has finite jumps or a singularity of the Dirac $\delta$ function type at the singular surface $\mathcal{S}$ enclosed in $\mathcal{V}$, then

$$
\begin{equation*}
\int_{\mathcal{V}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}=\oint_{\mathcal{A}} G^{i} N_{i} \mathrm{~d} \mathcal{A} . \tag{3.3}
\end{equation*}
$$

The proof of Theorem 3.3 is given in Appendix A.
Lemma 3.4. For a flow defined by (2.1) and (2.2), the jump conditions across singular surface $\mathcal{S}$ of pressure $p$ and normal velocity derivative $\frac{\partial u^{i}}{\partial \mathbf{n}}$ satisfy

$$
\begin{align*}
{[p] } & =\frac{f^{k} n_{k}}{\mathcal{J}}  \tag{3.4}\\
{\left[\frac{\partial u^{i}}{\partial \mathbf{n}}\right] } & =\frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}} \tag{3.5}
\end{align*}
$$

Equation (3.4) states that the normal force on the singular surface is balanced by the difference of the pressure force across the singular surface, and (3.5) states that the tangential force on the singular surface is balanced by the difference of the shear force across the singular surface. Below, we prove Lemma 3.4 through the force balance on a control volume. The same results were obtained by Lai and Li [17] by using the test function method.

Proof. Take an infinitesimal area, $\delta \mathcal{S}=\mathcal{J} \delta \alpha^{1} \delta \alpha^{2}$, on singular surface $\mathcal{S}$, which corresponds to an infinitesimal area, $\delta \alpha^{1} \delta \alpha^{2}$, in the parameter space. Translate $\delta \mathcal{S}$ in the directions of $\mathbf{n}$ and $-\mathbf{n}$ by $\epsilon / 2$, and denote the swept region $\delta \mathcal{V}$. Integrating (2.1) over $\delta \mathcal{V}$ and letting $\epsilon \rightarrow 0$ yields

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{V}} \rho\left(\frac{\partial u^{i}}{\partial t}+u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V}=\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{V}} \frac{\partial}{\partial x^{j}}\left(-p \delta^{i j}+\mu \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V}+\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{V}} F^{i} \mathrm{~d} \mathcal{V} \tag{3.6}
\end{equation*}
$$

where $\delta^{i j}$ is the Kronecker symbol. Applying (2.2) and the Reynolds transport theorem, the left-hand side of (3.6) becomes
$\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{V}} \rho\left(\frac{\partial u^{i}}{\partial t}+u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V}=\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{V}}\left(\frac{\partial \rho u^{i}}{\partial t}+\frac{\partial \rho u^{i} u^{j}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V}=\lim _{\epsilon \rightarrow 0} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\rho u^{i} \delta \mathcal{V}\right)=0$.
Applying our generalized Gauss theorem to the first term on the right-hand side of (3.6) yields

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{V}} \frac{\partial}{\partial x^{j}}\left(-p \delta^{i j}+\mu \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V} & =\lim _{\epsilon \rightarrow 0} \int_{\delta \mathcal{S}} n_{j}\left[-p \delta^{i j}+\mu \frac{\partial u^{i}}{\partial x^{j}}\right] \mathrm{d} \mathcal{S} \\
& =\left(-[p] n^{i}+\mu\left[\frac{\partial u^{i}}{\partial x^{k}}\right] n^{k}\right) \delta \mathcal{S}
\end{aligned}
$$

The last term in (3.6) is

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \int_{\mathcal{\delta} \mathcal{V}} F^{i} \mathrm{~d} \mathcal{V} & =\lim _{\epsilon \rightarrow 0} \int_{\mathcal{S}} \int_{\delta \mathcal{V}} f^{i}\left(\alpha^{1}, \alpha^{2}, t\right) \delta\left(\mathbf{x}-\mathbf{X}\left(\alpha^{1}, \alpha^{2}, t\right)\right) \mathrm{d} \mathcal{V} \mathrm{~d} \alpha^{1} \mathrm{~d} \alpha^{2} \\
& =f^{i}\left(\alpha^{1}, \alpha^{2}, t\right) \delta \alpha^{1} \delta \alpha^{2}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left(-[p] n^{i}+\mu\left[\frac{\partial u^{i}}{\partial x^{k}}\right] n^{k}\right) \delta \mathcal{S}+f^{i}\left(\alpha^{1}, \alpha^{2}, t\right) \delta \alpha^{1} \delta \alpha^{2} & =0 \\
& \Rightarrow-[p] n^{i}+\mu\left[\frac{\partial u^{i}}{\partial x^{k}}\right] n^{k} \\
& =-\frac{f^{i}\left(\alpha^{1}, \alpha^{2}, t\right)}{\mathcal{J}}
\end{aligned}
$$

Multiplying $n_{i}$ above and applying the facts that $n^{k} n_{i}+\tau^{k} \tau_{i}+b^{k} b_{i}=\delta_{i}^{k}$ (where $\delta_{i}^{k}$ is the Kronecker symbol, and $\mathbf{n}, \tau$, and $\mathbf{b}$ are mutually orthogonal unit vectors), $\frac{\partial u^{i}}{\partial x^{i}}=0$, and $\left[\frac{\partial u^{i}}{\partial \tau}\right]=\left[\frac{\partial u^{i}}{\partial \mathbf{b}}\right]=0\left(\right.$ from $\left[u^{i}\right]=0$ ), we obtain

$$
\begin{gathered}
{[p]=\frac{f^{i} n_{i}}{\mathcal{J}}} \\
\mu\left[\frac{\partial u^{i}}{\partial x^{k}}\right] n^{k}=\frac{-f^{i}}{\mathcal{J}}+[p] n^{i} \Rightarrow\left[\frac{\partial u^{i}}{\partial \mathbf{n}}\right]=\frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}}
\end{gathered}
$$

Now we use the test function method to derive the jump condition of the normal pressure derivative, $\frac{\partial p}{\partial \mathbf{n}}$, across the singular surface with generalized surface parametrization. To prepare for the derivation, we first introduce a coordinate transformation (see Figure 2.1) between Cartesian coordinates $x^{i}(i=1,2,3)$ and curvilinear coordinates $\alpha^{i}(i=1,2,3)$ as

$$
\begin{aligned}
& x^{i}=x^{i}\left(\alpha^{1}, \alpha^{2}, \alpha^{3}\right), \\
& \alpha^{i}=\alpha^{i}\left(x^{1}, x^{2}, x^{3}\right),
\end{aligned}
$$

where $\alpha^{3}$ is a new coordinate with $\mathbf{x}\left(\alpha^{1}, \alpha^{2}, \alpha^{3}=0, t\right)=\mathbf{X}\left(\alpha^{1}, \alpha^{2}, t\right)$ corresponding to the singular surface, $\mathcal{S}$, and $\alpha^{3}$ is chosen to satisfy

$$
\frac{\partial \mathbf{x}\left(\alpha^{1}, \alpha^{2}, \alpha^{3}=0, t\right)}{\partial \alpha^{3}}=\mathbf{n}
$$

It can be shown that

$$
\nabla \alpha^{3}=\mathbf{n}
$$

where $\nabla$ is the gradient operator in the Cartesian coordinate system. Let $\tilde{f}^{i}$ be a contravariant component of the forcing density vector in the curvilinear coordinate system. It is related to $f^{i}$ through

$$
\tilde{f}^{i}=\frac{\partial \alpha^{i}}{\partial x^{j}} f^{j}
$$

where $\frac{\partial \alpha^{i}}{\partial x^{j}}$ satisfies

$$
\frac{\partial x^{k}}{\partial \alpha^{i}} \frac{\partial \alpha^{i}}{\partial x^{j}}=\delta_{j}^{k}
$$

in which $\delta_{j}^{k}$ is the Kronecker symbol and $\frac{\partial x^{k}}{\partial \alpha^{i}}$ can be written in a matrix form on the singular surface $\mathcal{S}$ as

$$
C_{1}^{T}:=\left(\begin{array}{ccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3}  \tag{3.7}\\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} \\
n^{1} & n^{2} & n^{3}
\end{array}\right)^{T}
$$

where superscript $T$ denotes the transposition of a matrix. As the determinant of $C_{1}$ is $\left|C_{1}\right|=\mathbf{n} \cdot\left(\tau_{1} \times \tau_{2}\right) \neq 0, C_{1}$ is nonsingular.

Lemma 3.5. The jump condition of normal pressure derivative $\frac{\partial p}{\partial \mathbf{n}}$ across the singular surface is

$$
\begin{equation*}
\left[\frac{\partial p}{\partial \mathbf{n}}\right]=\frac{1}{\mathcal{J}}\left(\frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right) \tag{3.8}
\end{equation*}
$$

Proof. Take control volume $\mathcal{V}_{s}$ so that $\mathcal{V}_{s}$ is a layer with thickness $\epsilon$ containing singular surface $\mathcal{S}$. Denote the surface of $\mathcal{V}_{s}$ by $\mathcal{A}$. Multiplying a smooth test function, $\phi(\mathbf{x})$, by (2.3) and then integrating over $\mathcal{V}_{s}$ with $\epsilon \rightarrow 0$ yields

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \phi \frac{\partial^{2} p}{\partial x^{i} \partial x^{i}} \mathrm{~d} \mathcal{V}=\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \phi \frac{\partial F^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}-\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \phi \frac{\partial}{\partial x^{i}}\left(\rho \frac{\partial u^{i}}{\partial t}+\rho u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V} \tag{3.9}
\end{equation*}
$$

With Theorem 3.3, the term on the left-hand side of (3.9) can be written as

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \phi \frac{\partial^{2} p}{\partial x^{i} \partial x^{i}} \mathrm{~d} \mathcal{V} & =\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}}\left(\frac{\partial}{\partial x^{i}}\left(\phi \frac{\partial p}{\partial x^{i}}\right)+p \frac{\partial^{2} \phi}{\partial x^{i} \partial x^{i}}-\frac{\partial}{\partial x^{i}}\left(p \frac{\partial \phi}{\partial x^{i}}\right)\right) \mathrm{d} \mathcal{V} \\
& =\int_{\mathcal{S}}\left(\phi\left[\frac{\partial p}{\partial x^{i}}\right] n^{i}-[p] \frac{\partial \phi}{\partial x^{i}} n^{i}\right) \mathrm{d} \mathcal{S} \\
& =\int_{\mathcal{S}}\left(\phi\left[\frac{\partial p}{\partial \mathbf{n}}\right]-[p] \frac{\partial \phi}{\partial \mathbf{n}}\right) \mathcal{J} \mathrm{d} \alpha^{1} \mathrm{~d} \alpha^{2}
\end{aligned}
$$

Due to Theorem 3.3, the first term on the right-hand side of (3.9) becomes

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \phi \frac{\partial F^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V} & =\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \frac{\partial\left(\phi F^{i}\right)}{\partial x^{i}} \mathrm{~d} \mathcal{V}-\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} F^{i} \frac{\partial \phi}{\partial x^{i}} \mathrm{~d} \mathcal{V} \\
& =-\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} F^{i} \frac{\partial \phi}{\partial x^{i}} \mathrm{~d} \mathcal{V}=-\int_{\mathcal{S}} f^{i}\left(\alpha^{1}, \alpha^{2}, t\right) \frac{\partial \phi}{\partial x^{i}} \mathrm{~d} \alpha^{1} \mathrm{~d} \alpha^{2} \\
& =-\int_{\mathcal{S}}\left(\tilde{f}^{1} \frac{\partial \phi}{\partial \alpha^{1}}+\tilde{f}^{2} \frac{\partial \phi}{\partial \alpha^{2}}+\mathbf{f} \cdot \mathbf{n} \frac{\partial \phi}{\partial \mathbf{n}}\right) \mathrm{d} \alpha^{1} \mathrm{~d} \alpha^{2} \\
& =\int_{\mathcal{S}} \phi\left(\frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right) \mathrm{d} \alpha^{1} \mathrm{~d} \alpha^{2}-\int_{\mathcal{S}} \mathbf{f} \cdot \mathbf{n} \frac{\partial \phi}{\partial \mathbf{n}} \mathrm{d} \alpha^{1} \mathrm{~d} \alpha^{2}
\end{aligned}
$$

In the last step above, we used the fact that the singular surface is closed. With (3.2), the last term on the right-hand side of (3.9) becomes

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \phi \frac{\partial}{\partial x^{i}}\left(\rho \frac{\partial u^{i}}{\partial t}+\rho u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V} \\
& =\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \frac{\partial}{\partial x^{i}}\left(\phi \rho \frac{\partial u^{i}}{\partial t}+\phi \rho u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V}-\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \frac{\partial \phi}{\partial x^{i}}\left(\rho \frac{\partial u^{i}}{\partial t}+\rho u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right) \mathrm{d} \mathcal{V} \\
& =\int_{\mathcal{S}} \phi \rho\left(\left[\frac{\partial u^{i}}{\partial t}\right]+u^{j}\left[\frac{\partial u^{i}}{\partial x^{j}}\right]\right) n^{i} \mathrm{~d} \mathcal{S}-\lim _{\epsilon \rightarrow 0} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\mathcal{V}_{s}}\left(\frac{\partial \phi}{\partial x^{i}} \rho u^{i}\right) \mathrm{d} \mathcal{V}=0
\end{aligned}
$$

Plugging the equalities for the three terms back into (3.9) and applying (3.4) gives

$$
\int_{\mathcal{S}} \phi\left(\left[\frac{\partial p}{\partial \mathbf{n}}\right] \mathcal{J}-\frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}-\frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right) \mathrm{d} \alpha^{1} \mathrm{~d} \alpha^{2}=0
$$

Because $\phi$ is arbitrary, we have

$$
\left[\frac{\partial p}{\partial \mathbf{n}}\right] \mathcal{J}-\frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}-\frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}=0
$$

which ends the proof.

We have by now derived all the principal jump conditions. They are

$$
\begin{align*}
{\left[u^{i}\right] } & =0  \tag{3.10}\\
{[p] } & =\frac{f^{k} n_{k}}{\mathcal{J}}  \tag{3.11}\\
{\left[\frac{\partial u^{i}}{\partial \mathbf{n}}\right] } & =\frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}}  \tag{3.12}\\
{\left[\frac{\partial p}{\partial \mathbf{n}}\right] } & =\frac{1}{\mathcal{J}}\left(\frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right) \tag{3.13}
\end{align*}
$$

4. Finite differencing in the IIM. The fundamental idea of the IIM in a flow simulation is to incorporate jump conditions in finite differencing at discontinuities caused by the singular force. A finite difference scheme has its usual form if its stencil does not cross the singular surface. If its stencil crosses the singular surface, it contains additional terms. The additional terms are composed of the jump conditions and are referred to the jump contribution to the finite difference scheme hereafter. To determine the form of the jump contribution in a finite difference scheme, we follow generalized Taylor expansion for a piecewise smooth function, which is given below as a lemma.

Lemma 4.1 (generalized Taylor expansion). Assume function $g(z)$ has discontinuity points of the first kind at $z_{1}, z_{2}, \ldots, z_{m}$ in $\left(z_{0}, z_{m+1}\right), z_{0}<z_{1}<z_{2}<\cdots<$ $z_{m}<z_{m+1}$, and $g(z) \in \mathcal{C}^{\infty}\left(z_{0}, z_{1}\right) \cup\left(z_{1}, z_{2}\right) \cup \cdots \cup\left(z_{m}, z_{m+1}\right) . g(z)$ can be either continuous or discontinuous at $z_{0}$ and $z_{m+1}$. Let $\left[g^{(n)}\left(z_{l}\right)\right]=g^{(n)}\left(z_{l}^{+}\right)-g^{(n)}\left(z_{l}^{-}\right)(n=$ $1,2, \ldots ; l=1,2, \ldots, m)$. Then

$$
\begin{equation*}
g\left(z_{m+1}^{-}\right)=\sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{0}^{+}\right)}{n!}\left(z_{m+1}-z_{0}\right)^{n}+\sum_{l=1}^{m} \sum_{n=0}^{\infty} \frac{\left[g^{(n)}\left(z_{l}\right)\right]}{n!}\left(z_{m+1}-z_{l}\right)^{n} \tag{4.1}
\end{equation*}
$$

Proof. Taylor expansion for $g^{(n)}\left(z_{l}^{-}\right)$about $z_{l-1}^{+}$yields

$$
g^{(n)}\left(z_{l}^{-}\right)=\sum_{\beta=0}^{\infty} \frac{g^{(n+\beta)}\left(z_{l-1}^{+}\right)}{\beta!}\left(z_{l}-z_{l-1}\right)^{\beta} .
$$

With the use of the binomial theorem, we thus find that

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{l}^{-}\right)}{n!}\left(z_{m+1}-z_{l}\right)^{n} & =\sum_{n=0}^{\infty} \sum_{\beta=0}^{\infty} \frac{g^{(n+\beta)}\left(z_{l-1}^{+}\right)\left(z_{l}-z_{l-1}\right)^{\beta}}{n!\beta!}\left(z_{m+1}-z_{l}\right)^{n} \\
& =\sum_{\gamma=0}^{\infty} \sum_{\beta=0}^{\gamma} g^{(\gamma)}\left(z_{l-1}^{+}\right) \frac{\left(z_{l}-z_{l-1}\right)^{\beta}\left(z_{m+1}-z_{l}\right)^{(\gamma-\beta)}}{\beta!(\gamma-\beta)!} \\
& =\sum_{\gamma=0}^{\infty} \frac{g^{(\gamma)}\left(z_{l-1}^{+}\right)}{\gamma!}\left(z_{m+1}-z_{l-1}\right)^{\gamma}
\end{aligned}
$$

With $g^{(n)}\left(z_{l-1}^{+}\right)=g^{(n)}\left(z_{l-1}^{-}\right)+\left[g^{(n)}\left(z_{l-1}\right)\right]$, thus

$$
\begin{align*}
\sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{l}^{-}\right)}{n!}\left(z_{m+1}-z_{l}\right)^{n}= & \sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{l-1}^{-}\right)}{n!}\left(z_{m+1}-z_{l-1}\right)^{n}  \tag{4.2}\\
& +\sum_{n=0}^{\infty} \frac{\left[g^{(n)}\left(z_{l-1}\right)\right]}{n!}\left(z_{m+1}-z_{l-1}\right)^{n}
\end{align*}
$$

With $g^{(n)}\left(z_{m}^{+}\right)=g^{(n)}\left(z_{m}^{-}\right)+\left[g^{(n)}\left(z_{m}\right)\right]$, Taylor expansion for $g\left(z_{m+1}^{-}\right)$at $z_{m}^{+}$yields

$$
\begin{aligned}
g\left(z_{m+1}^{-}\right) & =\sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{m}^{+}\right)}{n!}\left(z_{m+1}-z_{m}\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{m}^{-}\right)}{n!}\left(z_{m+1}-z_{m}\right)^{n}+\sum_{n=0}^{\infty} \frac{\left[g^{(n)}\left(z_{m}\right)\right]}{n!}\left(z_{m+1}-z_{m}\right)^{n}
\end{aligned}
$$

Using recursion (4.2) repeatedly above gives the desired result. $\quad \square$
Corollary 4.2. The Taylor expansion for $g\left(z_{0}^{+}\right)$about $z_{m+1}^{-}$is

$$
\begin{equation*}
g\left(z_{0}^{+}\right)=\sum_{n=0}^{\infty} \frac{g^{(n)}\left(z_{m+1}^{-}\right)}{n!}\left(z_{0}-z_{m+1}\right)^{n}+\sum_{l=1}^{m} \sum_{n=0}^{\infty} \frac{-\left[g^{(n)}\left(z_{l}\right)\right]}{n!}\left(z_{0}-z_{l}\right)^{n} \tag{4.3}
\end{equation*}
$$

Jump conditions at the singular surface enter a finite difference scheme in the neighborhood of the singular surface. The form of the finite difference scheme can be found by applying Lemma 4.1 and Corollary 4.2. Here, we construct central finite difference schemes for first-order and second-order derivatives in the situation where there is a discontinuity point $\xi$ between stencil points $x_{i-1}$ and $x_{i}$ and a discontinuity point $\eta$ between stencil points $x_{i}$ and $x_{i+1}$. If there are more discontinuity points in the stencil, they can easily be included in a similar manner.

LEMMA 4.3 (generalized central finite differences). Let $x_{i+1}-x_{i}=x_{i}-x_{i-1}=$ $h>0$ and $x_{i-1}<\xi<x_{i} \leq \eta<x_{i+1}$. Suppose that $u(x)$ is infinitely smooth except at discontinuity points of the first kind $\xi$ and $\eta$. Further, $u(x)$ can be either continuous or discontinuous at $x_{i+1}$ and $x_{i-1}$. Then

$$
\begin{align*}
\frac{\mathrm{d} u\left(x_{i}^{-}\right)}{\mathrm{d} x}= & \frac{u\left(x_{i+1}^{-}\right)-u\left(x_{i-1}^{+}\right)}{2 h}  \tag{4.4}\\
& +\frac{1}{2 h}\left(\sum_{n=0}^{2} \frac{-\left[u^{(n)}(\xi)\right]}{n!}\left(x_{i-1}-\xi\right)^{n}-\sum_{n=0}^{2} \frac{\left[u^{(n)}(\eta)\right]}{n!}\left(x_{i+1}-\eta\right)^{n}\right)+O\left(h^{2}\right) \\
\frac{\mathrm{d}^{2} u\left(x_{i}^{-}\right)}{\mathrm{d} x^{2}}= & \frac{u\left(x_{i+1}^{-}\right)-2 u\left(x_{i}\right)+u\left(x_{i-1}^{+}\right)}{h^{2}}  \tag{4.5}\\
& -\frac{1}{h^{2}}\left(\sum_{n=0}^{3} \frac{-\left[u^{(n)}(\xi)\right]}{n!}\left(x_{i-1}-\xi\right)^{n}+\sum_{n=0}^{3} \frac{\left[u^{(n)}(\eta)\right]}{n!}\left(x_{i+1}-\eta\right)^{n}\right)+O\left(h^{2}\right)
\end{align*}
$$

Other finite difference schemes with different orders can also be constructed based on Lemma 4.1 and Corollary 4.2, but the number of jump conditions sets an upper limit on the order of accuracy, as stated in the following proposition.

Proposition 4.4. The highest order of a finite difference scheme for $u^{(n)}(x)$ with a stencil containing a discontinuity point $\zeta$ is $m-n+1$, where $m$ is the maximum number for known jump conditions $\left[u^{(l)}(\zeta)\right](l=0,1,2, \ldots, m)$.

Navier-Stokes equations (2.1), (2.2) and pressure Poisson equation (2.3) have firstand second-order spatial derivatives. According to Proposition 4.4, to discretize the first-order spatial derivatives with second-order accuracy or the second-order spatial derivatives with first-order accuracy near the singular surface, the jump conditions of the velocity, the pressure, and their first- and second-order spatial derivatives are needed. To discretize the first-order spatial derivatives with third-order accuracy or the second-order spatial derivatives with second-order accuracy near the singular
surface, the jump conditions of their third-order derivatives are needed as well. All these spatial jump conditions are derived in section 5 .

If the singular surface is moving, there will be jumps in the temporal derivatives of the velocity at a grid point whenever the surface crosses that grid point. Suppose that the singular surface passes the grid point at time $t_{1}, t_{2}, \ldots, t_{m}$ between time $t_{0}$ and $t_{m+1}$; then

$$
\begin{equation*}
u^{i}\left(t_{m+1}\right)=\sum_{n=0}^{\infty} \frac{\partial^{n} u^{i}\left(t_{0}\right)}{\partial t^{n}} \frac{\left(t_{m+1}-t_{0}\right)^{n}}{n!}+\sum_{l=1}^{m} \sum_{n=0}^{\infty} \llbracket \frac{\partial^{n} u^{i}\left(t_{l}\right)}{\partial t} \rrbracket \frac{\left(t_{m+1}-t_{l}\right)^{n}}{n!}, \tag{4.6}
\end{equation*}
$$

where $\llbracket \cdot \rrbracket$ denotes a jump at time $t$ as $\llbracket \cdot \rrbracket:=(\cdot)_{t^{+}}-(\cdot)_{t^{-}}$. Equation (4.6) follows directly from Lemma (4.1). Thus, to achieve first-order accuracy when discretizing $\frac{\partial u^{i}}{\partial t}$ in (2.1), we need $\llbracket u^{i} \rrbracket$ and $\llbracket \frac{\partial u^{i}}{\partial t} \rrbracket$; to achieve second-order accuracy, we also need $\llbracket \frac{\partial^{2} u^{i}}{\partial t^{2}} \rrbracket$. All these temporal jump conditions are derived in section 6.1.

It should be noted that the spatial convergence rate of a simulation even in terms of the infinity norm can be of the same order as the numerical scheme away from a singular surface, even though the discretization of some derivatives in the Navier-Stokes equations and the pressure Poisson equation is of lower order accuracy near the singular surface. Examples can be found in Li and Lai [20] and Xu and Wang [36], where, with second-order central finite difference discretization of all spatial derivatives away from a singular surface, a simulation had second-order spatial convergence rates in terms of the infinity norm for both the velocity and the pressure, even though the discretization of the Laplace operator was only first-order accurate near the singular surface.
5. Jump conditions of spatial derivatives. The spatial jump conditions of velocity $u^{i}$ and pressure $p$ are given in (3.10) and (3.11). In this section we present how to derive the spatial jump conditions of all the first-, second-, and third-order velocity and pressure derivatives:

$$
\left[\frac{\partial u^{i}}{\partial x^{j}}\right], \quad\left[\frac{\partial p}{\partial x^{j}}\right] ; \quad\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}}\right], \quad\left[\frac{\partial^{2} p}{\partial x^{j} \partial x^{k}}\right] ; \quad\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right], \quad\left[\frac{\partial^{3} p}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]
$$

where $\mathbf{u}$ is used to represent the velocity vector and a superscript $(i, j$, or $k)$ takes a value 1,2 , or 3 in three-dimensional simulation.
5.1. Jump conditions $\left[\frac{\partial u^{i}}{\partial x^{j}}\right]$ and $\left[\frac{\partial p}{\partial x^{j}}\right]$. Differentiate (3.10) with respect to $\alpha^{m}(m=1,2)$ to obtain

$$
\begin{equation*}
\frac{\partial\left[u^{i}\right]}{\partial \alpha^{m}}=\left[\frac{\partial u^{i}}{\partial x^{k}} \frac{\partial X^{k}}{\partial \alpha^{m}}\right]=\frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial u^{i}}{\partial x^{k}}\right]=0 . \tag{5.1}
\end{equation*}
$$

Write (3.12) as

$$
\begin{equation*}
\left[\frac{\partial u^{i}}{\partial \mathbf{n}}\right]=n^{j}\left[\frac{\partial u^{i}}{\partial x^{j}}\right]=\frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}} \tag{5.2}
\end{equation*}
$$

Combining (5.1) and (5.2) gives

$$
C_{1}\left[\begin{array}{c}
\frac{\partial u^{i}}{\partial x^{1}}  \tag{5.3}\\
\frac{\partial u^{i}}{\partial x^{2}} \\
\frac{\partial u^{i}}{\partial x^{3}}
\end{array}\right]=\left(\begin{array}{c}
0 \\
0 \\
\frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}}
\end{array}\right)
$$

where $[:]$ denotes a jump for a column vector, and where the nonsingular coefficient matrix $C_{1}$ is defined in (3.7). From (5.3), jump conditions of first-order velocity derivatives can be solved.

Similarly, jump conditions of first-order pressure derivatives are found to satisfy

$$
C_{1}\left[\begin{array}{c}
\frac{\partial p}{\partial x^{1}}  \tag{5.4}\\
\frac{\partial p}{\partial x^{2}} \\
\frac{\partial p}{\partial x^{3}}
\end{array}\right]=\left(\begin{array}{c}
\frac{\partial}{\partial \alpha^{1}}\left(\frac{f^{i} n_{i}}{\mathcal{J}}\right) \\
\frac{\partial}{\partial \alpha^{2}}\left(\frac{f^{i} n_{i}}{\mathcal{J}}\right) \\
\frac{1}{\mathcal{J}}\left(\frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right)
\end{array}\right)
$$

from which, jump conditions of first-order pressure derivatives can be solved.
5.2. Jump conditions $\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}}\right]$ and $\left[\frac{\partial^{2} p}{\partial x^{j} \partial x^{k}}\right]$. Differentiating equation (5.1) with respect to $\alpha^{n}(n=1,2)$, we have

$$
\begin{align*}
\frac{\partial^{2}\left[u^{i}\right]}{\partial \alpha^{m} \partial \alpha^{n}} & =\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}} \frac{\partial X^{j}}{\partial \alpha^{n}} \frac{\partial X^{k}}{\partial \alpha^{m}}+\frac{\partial u^{i}}{\partial x^{k}} \frac{\partial^{2} X^{k}}{\partial \alpha^{m} \partial \alpha^{n}}\right]=0 \\
& \Rightarrow \frac{\partial X^{j}}{\partial \alpha^{n}} \frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}}\right]=-\frac{\partial^{2} X^{k}}{\partial \alpha^{m} \partial \alpha^{n}}\left[\frac{\partial u^{i}}{\partial x^{k}}\right] \tag{5.5}
\end{align*}
$$

Differentiating (3.12) with respect to $\alpha^{m}(m=1,2)$, we have

$$
\begin{aligned}
\frac{\partial}{\partial \alpha^{m}}\left[\frac{\partial u^{i}}{\partial \mathbf{n}}\right] & =\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}} \frac{\partial X^{k}}{\partial \alpha^{m}} n^{j}+\frac{\partial u^{i}}{\partial x^{j}} \frac{\partial n^{j}}{\partial \alpha^{m}}\right]=\frac{\partial}{\partial \alpha^{m}} \frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}} \\
& \Rightarrow n^{j} \frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}}\right]=\frac{\partial}{\partial \alpha^{m}} \frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}}-\frac{\partial n^{j}}{\partial \alpha^{m}}\left[\frac{\partial u^{i}}{\partial x^{j}}\right]
\end{aligned}
$$

With (3.2), equation (2.1) yields

$$
\begin{equation*}
\left[\rho\left(\frac{\partial u^{i}}{\partial t}+u^{j} \frac{\partial u^{i}}{\partial x^{j}}\right)\right]=-\left[\frac{\partial p}{\partial x^{i}}\right]+\mu\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{j}}\right]=0 . \tag{5.7}
\end{equation*}
$$

Combining (5.5), (5.6), and (5.7) gives

$$
\begin{align*}
C_{2}\left[\begin{array}{c}
\frac{\partial^{2} u^{i}}{\partial x^{1} \partial x^{1}} \\
\frac{\partial^{2} u^{i}}{\partial x^{1} \partial x^{2}} \\
\frac{\partial^{2} u^{i}}{\partial x^{1} \partial x^{3}} \\
\frac{\partial^{2} u^{i}}{\partial x^{2} \partial x^{2}} \\
\frac{\partial^{2} u^{i}}{\partial x^{2} \partial x^{3}} \\
\frac{\partial^{2} u^{i}}{\partial x^{3} \partial x^{3}}
\end{array}\right]= & \left(\begin{array}{cc}
0 \\
0 \\
0 \\
\frac{\partial}{\partial \alpha^{1}} \frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}} \\
\frac{\partial}{\partial \alpha^{2}} \frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}} \\
\frac{1}{\mu}\left[\frac{\partial p}{\partial x^{i}}\right.
\end{array}\right]  \tag{5.8}\\
& -\left(\begin{array}{ccc}
\frac{\partial^{2} X^{1}}{\partial \alpha^{1} \partial \alpha^{1}} & \frac{\partial^{2} X^{2}}{\partial \alpha^{1} \partial \alpha^{1}} & \frac{\partial^{2} X^{3}}{\partial \alpha^{1} \partial \alpha^{1}} \\
\frac{\partial^{2} X^{1}}{\partial \alpha^{2} \partial \alpha^{2}} & \frac{\partial^{2} X^{2}}{\partial \alpha^{2} \partial \alpha^{2}} & \frac{\partial^{2} X^{3}}{\partial \alpha^{2} \partial \alpha^{2}} \\
\frac{\partial^{2} X^{1}}{\partial \alpha^{1} \partial \alpha^{2}} & \frac{\partial^{2} X^{2}}{\partial \alpha^{1} \partial \alpha^{2}} & \frac{\partial^{2} X^{3}}{\partial \alpha^{1} \partial \alpha^{2}} \\
\frac{\partial n^{1}}{\partial \alpha^{1}} & \frac{\partial n^{2}}{\partial \alpha^{1}} & \frac{\partial n^{3}}{\partial \alpha^{1}} \\
\frac{\partial n^{1}}{\partial \alpha^{2}} & \frac{\partial n^{2}}{\partial \alpha^{2}} & \frac{\partial n^{3}}{\partial \alpha^{2}} \\
0 & 0 & 0
\end{array}\right)\left[\begin{array}{c}
\frac{\partial u^{i}}{\partial x^{1}} \\
\frac{\partial u^{i}}{\partial x^{2}} \\
\frac{\partial u^{i}}{\partial x^{3}}
\end{array}\right]
\end{align*}
$$

where $C_{2}$ is

$$
\begin{aligned}
& C_{2}=\left(\begin{array}{cccccc}
\tau_{1}^{1} \tau_{1}^{1} & \tau_{1}^{1} \tau_{1}^{2}+\tau_{1}^{2} \tau_{1}^{1} & \tau_{1}^{1} \tau_{1}^{3}+\tau_{1}^{3} \tau_{1}^{1} & \tau_{1}^{2} \tau_{1}^{2} & \tau_{1}^{2} \tau_{1}^{3}+\tau_{1}^{3} \tau_{1}^{2} & \tau_{1}^{3} \tau_{1}^{3} \\
\tau_{2}^{1} \tau_{2}^{1} & \tau_{2}^{1} \tau_{2}^{2}+\tau_{2}^{2} \tau_{2}^{1} & \tau_{2}^{1} \tau_{2}^{3}+\tau_{2}^{3} \tau_{2}^{1} & \tau_{2}^{2} \tau_{2}^{2} & \tau_{2}^{2} \tau_{2}^{3}+\tau_{2}^{3} \tau_{2}^{2} & \tau_{2}^{3} \tau_{2}^{3} \\
\tau_{1}^{1} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{2}+\tau_{1}^{2} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{1} & \tau_{1}^{2} \tau_{2}^{2} & \tau_{1}^{2} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{2} & \tau_{1}^{3} \tau_{2}^{3} \\
\tau_{1}^{1} n^{1} & \tau_{1}^{1} n^{2}+\tau_{1}^{2} n^{1} & \tau_{1}^{1} n^{3}+\tau_{1}^{3} n^{1} & \tau_{1}^{2} n^{2} & \tau_{1}^{2} n^{3}+\tau_{1}^{3} n^{2} & \tau_{1}^{3} n^{3} \\
\tau_{2}^{1} n^{1} & \tau_{2}^{1} n^{2}+\tau_{2}^{2} n^{1} & \tau_{2}^{1} n^{3}+\tau_{2}^{3} n^{1} & \tau_{2}^{2} n^{2} & \tau_{2}^{2} n^{3}+\tau_{2}^{3} n^{2} & \tau_{2}^{3} n^{3} \\
1 & & 0 & 0 & 1 & 0 \\
1
\end{array}\right) \\
&::=\left(\begin{array}{cccccc}
C_{2}^{11} & C_{2}^{12} & C_{2}^{13} & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} \\
C_{2}^{21} & C_{2}^{22} & C_{2}^{23} & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} \\
C_{2}^{31} & C_{2}^{32} & C_{2}^{33} & C_{2}^{34} & C_{2}^{35} & C_{2}^{336} \\
C_{2}^{41} & C_{2}^{42} & C_{2}^{43} & C_{2}^{44} & C_{2}^{45} & C_{2}^{46} \\
C_{2}^{51} & C_{2}^{52} & C_{2}^{53} & C_{2}^{54} & C_{2}^{55} & C_{2}^{56} \\
C_{2}^{61} & C_{2}^{62} & C_{2}^{63} & C_{2}^{64} & C_{2}^{65} & C_{2}^{66}
\end{array}\right) .
\end{aligned}
$$

Nonsingularity of coefficient matrix $C_{2}$ is proved in Appendix B, and the right-hand side of (5.8) is known from (5.3). Thus, from (5.8), jump conditions of all second-order velocity derivatives can be found.

With the use of Poisson equation (2.3) for the pressure, jump conditions of all second-order pressure derivatives can be found in the similar way to satisfy

$$
\left[\begin{array}{c}
C_{2}\left[\begin{array}{c}
\frac{\partial^{2} p}{\partial x^{1} \partial x^{1}} \\
\frac{\partial^{2} p}{\partial x^{1} \partial x^{2}} \\
\frac{\partial^{2} p}{\partial x^{1} \partial x^{3}} \\
\frac{\partial^{2} p}{\partial x^{2} \partial x^{2}} \\
\frac{\partial^{2} p}{\partial x^{2} \partial x^{3}} \\
\frac{\partial^{2} p}{\partial x^{3} \partial x^{3}}
\end{array}\right]=\left(\begin{array}{cc}
\frac{\partial^{2}}{\partial \alpha^{1} \partial \alpha^{1}}\left(\frac{f^{i} n_{i}}{\mathcal{J}}\right) \\
\frac{\partial^{2}}{\partial \alpha^{2} \partial \alpha^{2}}\left(\frac{f^{i} n_{i}}{\mathcal{J}}\right) \\
\frac{\partial^{2}}{\partial \alpha^{1} \partial \alpha^{2}}\left(\frac{f^{i} n_{i}}{\mathcal{J}}\right) \\
\frac{\partial}{\partial \alpha^{1}}\left(\frac{1}{\mathcal{J}} \frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{1}{\mathcal{J}} \frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right) \\
\frac{\partial}{\partial \alpha^{2}}\left(\frac{1}{\mathcal{J}} \frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{1}{\mathcal{J}} \frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right) \\
-\rho\left[\frac{\partial u^{i}}{\partial x^{j}} \frac{\partial u^{j}}{\partial x^{i}}\right] &
\end{array}\right)  \tag{5.10}\\
-\left(\begin{array}{ccc}
\frac{\partial^{2} X^{1}}{\partial \alpha^{1} \partial \alpha^{1}} & \frac{\partial^{2} X^{2}}{\partial \alpha^{1} \partial \alpha^{1}} & \frac{\partial^{2} X^{3}}{\partial \alpha^{1} \partial \alpha^{1}} \\
\frac{\partial^{2} X^{1}}{\partial \alpha^{2} \partial \alpha^{2}} & \frac{\partial^{2} X^{2}}{\partial \alpha^{2} \partial \alpha^{2}} & \frac{\partial^{2} X^{3}}{\partial \alpha^{2} \partial \alpha^{2}} \\
\frac{\partial^{2} X^{1}}{\partial \alpha^{1} \partial \alpha^{2}} & \frac{\partial^{2} X^{2}}{\partial \alpha^{1} \partial \alpha^{2}} & \frac{\partial^{2} X^{3}}{\partial \alpha^{1} \partial \alpha^{2}} \\
\frac{\partial n^{1}}{\partial \alpha^{1}} & \frac{\partial n^{2}}{\partial \alpha^{1}} & \frac{\partial n^{3}}{\partial \alpha^{1}} \\
\frac{\partial n^{1}}{\partial \alpha^{2}} & \frac{\partial n^{2}}{\partial \alpha^{2}} & \frac{\partial n^{3}}{\partial \alpha^{2}} \\
0 & 0 & 0
\end{array}\right)\left[\begin{array}{c}
\frac{\partial p}{\partial x^{1}} \\
\frac{\partial p}{\partial x^{2}} \\
\frac{\partial p}{\partial x^{3}}
\end{array}\right]
\end{array}\right.
$$

Note that

$$
\begin{aligned}
{\left[\frac{\partial u^{i}}{\partial x^{j}} \frac{\partial u^{j}}{\partial x^{i}}\right] } & =2\left(\frac{\partial u^{i}}{\partial x^{j}}\right)_{\mathcal{S}^{+}}\left[\frac{\partial u^{j}}{\partial x^{i}}\right]-\left[\frac{\partial u^{i}}{\partial x^{j}}\right]\left[\frac{\partial u^{j}}{\partial x^{i}}\right] \\
& =2\left(\frac{\partial u^{i}}{\partial x^{j}}\right)_{\mathcal{S}^{-}}\left[\frac{\partial u^{j}}{\partial x^{i}}\right]+\left[\frac{\partial u^{i}}{\partial x^{j}}\right]\left[\frac{\partial u^{j}}{\partial x^{i}}\right]
\end{aligned}
$$

and $\left(\frac{\partial u^{i}}{\partial x^{j}}\right)_{\mathcal{S}^{+}}$or $\left(\frac{\partial u^{i}}{\partial x^{j}}\right)_{\mathcal{S}^{-}}$can be interpolated from the known velocity field which is used to solve pressure Poisson equation (2.3). The interpolation scheme is given in Xu and Wang [36]. From (5.10), jump conditions of all second-order pressure derivatives can be solved.
5.3. Jump conditions $\left[\frac{\partial^{3} u}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]$ and $\left[\frac{\partial^{3} p}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]$. Differentiate (5.5) with respect to $\alpha^{l}(l=1,2)$ and obtain

$$
\begin{aligned}
\frac{\partial^{3}[\mathbf{u}]}{\partial \alpha^{l} \partial \alpha^{m} \partial \alpha^{n}}= & 0 \Rightarrow \frac{\partial X^{j}}{\partial \alpha^{n}} \frac{\partial X^{i}}{\partial \alpha^{l}} \frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right] \\
= & -\frac{\partial^{3} X^{i}}{\partial \alpha^{l} \partial \alpha^{m} \partial \alpha^{n}}\left[\frac{\partial \mathbf{u}}{\partial x^{i}}\right] \\
& -\left(\frac{\partial^{2} X^{k}}{\partial \alpha^{l} \partial \alpha^{m}} \frac{\partial X^{j}}{\partial \alpha^{n}}+\frac{\partial^{2} X^{k}}{\partial \alpha^{l} \partial \alpha^{n}} \frac{\partial X^{j}}{\partial \alpha^{m}}+\frac{\partial^{2} X^{j}}{\partial \alpha^{m} \partial \alpha^{n}} \frac{\partial X^{k}}{\partial \alpha^{l}}\right)\left[\frac{\partial^{2} \mathbf{u}}{\partial x^{j} \partial x^{k}}\right] .
\end{aligned}
$$

As $(l, m, n)=(1,1,1),(2,2,2),(1,1,2)$, or $(2,2,1)$, we have four equations for $\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]$. Differentiate (5.6) with respect to $\alpha^{l}(l=1,2)$ and obtain

$$
\begin{align*}
\frac{\partial^{2}}{\partial \alpha^{l} \partial \alpha^{m}}\left[\frac{\partial \mathbf{u}}{\partial \mathbf{n}}\right]= & \frac{\partial^{2}}{\partial \alpha^{l} \partial \alpha^{m}} \frac{\left(f^{k} n_{k}\right) \mathbf{n}-\mathbf{f}}{\mu \mathcal{J}} \Rightarrow n^{j} \frac{\partial X^{i}}{\partial \alpha^{l}} \frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right] \\
= & \frac{\partial^{2}}{\partial \alpha^{l} \partial \alpha^{m}} \frac{\left(f^{k} n_{k}\right) \mathbf{n}-\mathbf{f}}{\mu \mathcal{J}}-\frac{\partial^{2} n^{j}}{\partial \alpha^{l} \partial \alpha^{m}}\left[\frac{\partial \mathbf{u}}{\partial x^{j}}\right]  \tag{5.12}\\
& -\left(\frac{\partial n^{j}}{\partial \alpha^{m}} \frac{\partial X^{k}}{\partial \alpha^{l}}+n^{j} \frac{\partial^{2} X^{k}}{\partial \alpha^{l} \partial \alpha^{m}}+\frac{\partial n^{j}}{\partial \alpha^{l}} \frac{\partial X^{k}}{\partial \alpha^{m}}\right)\left[\frac{\partial^{2} \mathbf{u}}{\partial x^{j} \partial x^{k}}\right] .
\end{align*}
$$

As $(l, m)=(1,1),(2,2)$, or $(1,2)$, we have three other equations. Since a superscript $\left(i, j\right.$, or $k$ ) can take values 1 , 2 , or 3 , the number of unknowns $\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]$ is ten. Three additional equations need to be found. Differentiating (2.1) with respect to $x^{k}$ ( $k=1,2,3$ ) and applying (3.2), we find

$$
\begin{equation*}
\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{j} \partial x^{j} \partial x^{k}}\right]=\frac{1}{\mu}\left[\frac{\partial}{\partial x^{k}} \nabla p\right]+\frac{\rho}{\mu}\left(\left[\frac{\partial^{2} \mathbf{u}}{\partial t \partial x^{k}}\right]+\left[\frac{\partial u^{j}}{\partial x^{k}} \frac{\partial \mathbf{u}}{\partial x^{j}}\right]+u^{j}\left[\frac{\partial^{2} \mathbf{u}}{\partial x^{j} \partial x^{k}}\right]\right) \tag{5.13}
\end{equation*}
$$

which provides three additional equations if $\left[\frac{\partial^{2} \mathbf{u}}{\partial t \partial x^{k}}\right]$ is known. Jump conditions $\left[\frac{\partial^{2} \mathbf{u}}{\partial t \partial x^{k}}\right]$ are derived in section 6.1. Thus, combining (5.11), (5.12), and (5.13) gives a $10 \times 10$ system for ten unknowns $\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]$.

To simplify the system, let

$$
\begin{equation*}
\mathbf{d}_{l m}^{j}=\frac{\partial X^{i}}{\partial \alpha^{l}} \frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial^{3} \mathbf{u}}{\partial x^{i} \partial x^{j} \partial x^{k}}\right] \tag{5.14}
\end{equation*}
$$

and denote the right-hand sides of (5.11) and (5.12) as $\mathbf{r}_{l m}^{n}(n=1,2)$ and $\mathbf{r}_{l m}^{3}$, respectively. Then, we can rewrite (5.11) and (5.12) as

$$
C_{1}\left(\begin{array}{c}
\mathbf{d}_{l m}^{1} \\
\mathbf{d}_{l m}^{2} \\
\mathbf{d}_{l m}^{3}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{r}_{l m}^{1} \\
\mathbf{r}_{l m}^{2} \\
\mathbf{r}_{l m}^{3}
\end{array}\right)
$$

from which we can solve $\mathbf{d}_{l m}^{j}(j=1,2,3)$ since $C_{1}$ is nonsingular. After $\mathbf{d}_{l m}^{j}$ is solved,
we can combine (5.14) and (5.13) to obtain a simplified system as

$$
\left[\begin{array}{c}
\frac{\partial^{3} \mathbf{u}}{\partial x^{1} \partial x^{1} \partial x^{1}}  \tag{5.15}\\
\frac{\partial^{3} \mathbf{u}}{\partial x^{1} \partial x^{1} \partial x^{2}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{1} \partial x^{1} \partial x^{3}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{1} \partial x^{2} \partial x^{2}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{1} \partial x^{2} \partial x^{3}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{1} \partial x^{3} \partial x^{3}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{2} \partial x^{2} \partial x^{2}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{2} \partial x^{2} \partial x^{3}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{2} \partial x^{3} \partial x^{3}} \\
\frac{\partial^{3} \mathbf{u}}{\partial x^{3} \partial x^{3} \partial x^{3}}
\end{array}\right]=\left(\begin{array}{l}
\mathbf{d}_{11}^{1} \\
\mathbf{d}_{22}^{1} \\
\mathbf{d}_{12}^{1} \\
\mathbf{d}_{11}^{2} \\
\mathbf{d}_{22}^{2} \\
\mathbf{d}_{12}^{2} \\
\mathbf{d}_{11}^{3} \\
\mathbf{d}_{22}^{3} \\
\mathbf{d}_{12}^{3} \\
\mathbf{d}_{11}^{4} \\
\mathbf{d}_{22}^{4} \\
\mathbf{d}_{12}^{4}
\end{array}\right)
$$

where

$$
C_{3}=\left(\begin{array}{cccccccccc}
C_{2}^{11} & C_{2}^{12} & C_{2}^{13} & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} & 0 & 0 & 0 & 0  \tag{5.16}\\
C_{2}^{21} & C_{2}^{22} & C_{2}^{23} & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} & 0 & 0 & 0 & 0 \\
C_{2}^{31} & C_{2}^{32} & C_{2}^{33} & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 & 0 & 0 & 0 \\
0 & C_{2}^{11} & 0 & C_{2}^{12} & C_{2}^{13} & 0 & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} & 0 \\
0 & C_{2}^{21} & 0 & C_{2}^{22} & C_{2}^{23} & 0 & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} & 0 \\
0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 \\
0 & 0 & C_{2}^{11} & 0 & C_{2}^{12} & C_{2}^{13} & 0 & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} \\
0 & 0 & C_{2}^{21} & 0 & C_{2}^{22} & C_{2}^{23} & 0 & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} \\
0 & 0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1
\end{array}\right),
$$

with matrix elements defined in (5.9) and

$$
\begin{aligned}
& \mathbf{d}_{11}^{4}=\frac{1}{\mu}\left[\frac{\partial}{\partial x^{1}} \nabla p\right]+\frac{\rho}{\mu}\left(\left[\frac{\partial^{2} \mathbf{u}}{\partial t \partial x^{1}}\right]+\left[\frac{\partial u^{j}}{\partial x^{1}} \frac{\partial \mathbf{u}}{\partial x^{j}}\right]+u^{j}\left[\frac{\partial^{2} \mathbf{u}}{\partial x^{j} \partial x^{1}}\right]\right), \\
& \mathbf{d}_{22}^{4}=\frac{1}{\mu}\left[\frac{\partial}{\partial x^{2}} \nabla p\right]+\frac{\rho}{\mu}\left(\left[\frac{\partial^{2} \mathbf{u}}{\partial t \partial x^{2}}\right]+\left[\frac{\partial u^{j}}{\partial x^{2}} \frac{\partial \mathbf{u}}{\partial x^{j}}\right]+u^{j}\left[\frac{\partial^{2} \mathbf{u}}{\partial x^{j} \partial x^{2}}\right]\right), \\
& \mathbf{d}_{12}^{4}=\frac{1}{\mu}\left[\frac{\partial}{\partial x^{3}} \nabla p\right]+\frac{\rho}{\mu}\left(\left[\frac{\partial^{2} \mathbf{u}}{\partial t \partial x^{3}}\right]+\left[\frac{\partial u^{j}}{\partial x^{3}} \frac{\partial \mathbf{u}}{\partial x^{j}}\right]+u^{j}\left[\frac{\partial^{2} \mathbf{u}}{\partial x^{j} \partial x^{3}}\right]\right) .
\end{aligned}
$$

To obtain a unique solution to (5.15) we need to show $\operatorname{rank}\left(C_{3}\right)=10$, which is done in Appendix C.

Similarly, with the use of Poisson equation (2.3), we can obtain an equation system for $\left[\frac{\partial^{3} p}{\partial x^{i} \partial x^{j} \partial x^{k}}\right]$ as

$$
\left[\begin{array}{c}
\frac{\partial^{3} p}{\partial x^{1} \partial x^{1} \partial x^{1}}  \tag{5.17}\\
\frac{\partial^{3} p}{\partial x^{1} \partial x^{1} \partial x^{2}} \\
\frac{\partial^{3} p}{\partial x^{1} \partial x^{1} \partial x^{3}} \\
\frac{\partial^{3} p}{\partial x^{1} \partial x^{2} \partial x^{2}} \\
\frac{\partial^{3} p}{\partial x^{1} \partial x^{2} \partial x^{3}} \\
\frac{\partial^{3} p}{\partial x^{1} \partial x^{3} \partial x^{3}} \\
\frac{\partial^{3} p}{\partial x^{2} \partial x^{2} \partial x^{2}} \\
\frac{\partial^{3} p}{\partial x^{2} \partial x^{2} \partial x^{3}} \\
\frac{\partial^{3} p}{\partial x^{2} \partial x^{3} \partial x^{3}} \\
\frac{\partial^{3} p}{\partial x^{3} \partial x^{3} \partial x^{3}}
\end{array}\right]=\left(\begin{array}{l}
D_{11}^{1} \\
D_{22}^{1} \\
D_{12}^{1} \\
D_{11}^{2} \\
D_{22}^{2} \\
D_{12}^{2} \\
D_{11}^{3} \\
D_{22}^{3} \\
D_{12}^{3} \\
D_{11}^{4} \\
D_{22}^{4} \\
D_{12}^{4}
\end{array}\right),
$$

in which

$$
\begin{equation*}
D_{l m}^{j}=\frac{\partial X^{i}}{\partial \alpha^{l}} \frac{\partial X^{k}}{\partial \alpha^{m}}\left[\frac{\partial^{3} p}{\partial x^{i} \partial x^{j} \partial x^{k}}\right] \tag{5.18}
\end{equation*}
$$

with $j=1,2,3$ and $(l, m)=(1,1),(2,2)$, or $(1,2)$, and

$$
\begin{aligned}
D_{11}^{4}= & -\frac{\partial \rho}{\partial x^{i}}\left(\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{1}}\right]+u^{j}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{1}}\right]+\left[\frac{\partial u^{j}}{\partial x^{1}} \frac{\partial u^{i}}{\partial x^{j}}\right]\right) \\
& -\frac{\partial \rho}{\partial x^{1}}\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial u^{i}}{\partial x^{j}}\right]-2 \rho\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{1}}\right], \\
D_{22}^{4}= & -\frac{\partial \rho}{\partial x^{i}}\left(\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{2}}\right]+u^{j}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{2}}\right]+\left[\frac{\partial u^{j}}{\partial x^{2}} \frac{\partial u^{i}}{\partial x^{j}}\right]\right) \\
& -\frac{\partial \rho}{\partial x^{2}}\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial u^{i}}{\partial x^{j}}\right]-2 \rho\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{2}}\right], \\
D_{12}^{4}= & -\frac{\partial \rho}{\partial x^{i}}\left(\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{3}}\right]+u^{j}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{3}}\right]+\left[\frac{\partial u^{j}}{\partial x^{3}} \frac{\partial u^{i}}{\partial x^{j}}\right]\right) \\
& -\frac{\partial \rho}{\partial x^{3}}\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial u^{i}}{\partial x^{j}}\right]-2 \rho\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{3}}\right] .
\end{aligned}
$$

If fluid density $\rho$ is a constant, we have

$$
\begin{aligned}
D_{11}^{4} & =-2 \rho\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{1}}\right] \\
D_{22}^{4} & =-2 \rho\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{2}}\right] \\
D_{12}^{4} & =-2 \rho\left[\frac{\partial u^{j}}{\partial x^{i}} \frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{3}}\right]
\end{aligned}
$$

We solve $D_{l m}^{j}$ from

$$
C_{1}\left(\begin{array}{c}
D_{l m}^{1} \\
D_{l m}^{2} \\
D_{l m}^{3}
\end{array}\right)=\left(\begin{array}{c}
R_{l m}^{1} \\
R_{l m}^{2} \\
R_{l m}^{3}
\end{array}\right)
$$

where $R_{l m}^{n}(n=1,2)$ and $R_{l m}^{3}$ are

$$
\begin{aligned}
R_{l m}^{n}= & \frac{\partial^{3}}{\partial \alpha^{l} \partial \alpha^{m} \partial \alpha^{n}}\left(\frac{f^{i} n_{i}}{\mathcal{J}}\right)-\frac{\partial^{3} X^{i}}{\partial \alpha^{l} \partial \alpha^{m} \partial \alpha^{n}}\left[\frac{\partial p}{\partial x^{i}}\right] \\
& -\left(\frac{\partial^{2} X^{k}}{\partial \alpha^{l} \partial \alpha^{m}} \frac{\partial X^{j}}{\partial \alpha^{n}}+\frac{\partial^{2} X^{k}}{\partial \alpha^{l} \partial \alpha^{n}} \frac{\partial X^{j}}{\partial \alpha^{m}}+\frac{\partial^{2} X^{j}}{\partial \alpha^{m} \partial \alpha^{n}} \frac{\partial X^{k}}{\partial \alpha^{l}}\right)\left[\frac{\partial^{2} p}{\partial x^{j} \partial x^{k}}\right] \\
R_{l m}^{3}= & \frac{\partial^{2}}{\partial \alpha^{l} \partial \alpha^{m}}\left(\frac{1}{\mathcal{J}} \frac{\partial \tilde{f}^{1}}{\partial \alpha^{1}}+\frac{1}{\mathcal{J}} \frac{\partial \tilde{f}^{2}}{\partial \alpha^{2}}\right)-\frac{\partial^{2} n^{j}}{\partial \alpha^{l} \partial \alpha^{m}}\left[\frac{\partial p}{\partial x^{j}}\right] \\
& -\left(\frac{\partial n^{j}}{\partial \alpha^{m}} \frac{\partial X^{k}}{\partial \alpha^{l}}+n^{j} \frac{\partial^{2} X^{k}}{\partial \alpha^{l} \partial \alpha^{m}}+\frac{\partial n^{j}}{\partial \alpha^{l}} \frac{\partial X^{k}}{\partial \alpha^{m}}\right)\left[\frac{\partial^{2} p}{\partial x^{j} \partial x^{k}}\right]
\end{aligned}
$$

6. Jump conditions of temporal derivatives. When singular surface $\mathcal{S}$ is passing a fixed point $\mathbf{x}^{*}$ in space at time $t^{*}$, using $\mathbf{X}^{*}$ to denote the point on $\mathcal{S}$ which coincides with the point $\mathbf{x}^{*}$, for flow quantity $\psi$, we have the following relation between $\llbracket \psi\left(\mathbf{X}^{*}, t^{*}\right) \rrbracket=(\psi)_{t^{*+}}-(\psi)_{t^{*-}}$ and $\left[\psi\left(\mathbf{X}^{*}, t^{*}\right)\right]=(\psi)_{\mathcal{S}^{+}}-(\psi)_{\mathcal{S}^{-}}$:

$$
\llbracket \psi \rrbracket= \begin{cases}{[\psi],} & \mathbf{u}\left(\mathbf{x}^{*}\right) \cdot \mathbf{n}\left(\mathbf{X}^{*}\right)<0  \tag{6.1}\\ -[\psi], & \mathbf{u}\left(\mathbf{x}^{*}\right) \cdot \mathbf{n}\left(\mathbf{X}^{*}\right)>0 .\end{cases}
$$

If $\mathbf{u}\left(\mathbf{x}^{*}\right) \cdot \mathbf{n}\left(\mathbf{X}^{*}\right)=0$, we can approximate temporal derivatives at $\mathbf{x}^{*}$ by those at $\left.\mathbf{X}^{*}\right|_{\mathcal{S}^{+}}$or $\left.\mathbf{X}^{*}\right|_{\mathcal{S}^{-}}$with $\llbracket \cdot \rrbracket=0$. Thus, instead of deriving $\llbracket u^{i} \rrbracket$, $\llbracket \frac{\partial u^{i}}{\partial t} \rrbracket$, and $\llbracket \frac{\partial^{2} u^{i}}{\partial t^{2}} \rrbracket$, we turn to deriving $\left[u^{i}\right],\left[\frac{\partial u^{i}}{\partial t}\right]$, and $\left[\frac{\partial^{2} u^{i}}{\partial t^{2}}\right]$. We also need to derive $\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]$, which appears in the right-hand side of (5.13). The spatial jump condition of velocity, $\left[u^{i}\right]$, is already given in (3.10).

Note that we need interpolation to obtain $t^{*}$ and jump conditions evaluated at $t^{*}$ in simulation practice. The interpolation procedures are given in Xu and Wang [36].
6.1. Jump conditions $\left[\frac{\partial u^{i}}{\partial t}\right],\left[\frac{\partial^{2} u^{i}}{\partial t^{2}}\right]$, and $\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]$. From (3.2), we directly have

$$
\begin{equation*}
\left[\frac{\partial u^{i}}{\partial t}\right]=-u^{j}\left[\frac{\partial u^{i}}{\partial x^{j}}\right] \tag{6.2}
\end{equation*}
$$

Differentiating (6.2) with respect to $t$, we have

$$
\begin{equation*}
\left[\frac{\partial^{2} u^{i}}{\partial t^{2}}\right]=-2 u^{j}\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{j}}\right]-\left[\frac{\partial u^{j}}{\partial t} \frac{\partial u^{i}}{\partial x^{j}}\right]-u^{j} u^{k}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}}\right]-u^{k}\left[\frac{\partial u^{j}}{\partial x^{k}} \frac{\partial u^{i}}{\partial x^{j}}\right] \tag{6.3}
\end{equation*}
$$

where $\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]$ also appears on the right-hand side of (5.13).
Differentiating (6.2) with respect to $\alpha^{l}(l=1,2)$, we obtain

$$
\begin{equation*}
\frac{\partial X^{k}}{\partial \alpha^{l}}\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]=\frac{\partial X^{k}}{\partial \alpha^{l}}\left(\left[\frac{\partial u^{i}}{\partial x^{j}} \frac{\partial u^{j}}{\partial x^{k}}\right]+u^{j}\left[\frac{\partial^{2} u^{i}}{\partial x^{j} \partial x^{k}}\right]\right) \tag{6.4}
\end{equation*}
$$

Differentiating (3.5) with respect to time $t$, we obtain

$$
\begin{equation*}
n^{k}\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]=\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\left(f^{k} n_{k}\right) n^{i}-f^{i}}{\mu \mathcal{J}}-\frac{\mathrm{d} n^{k}}{\mathrm{~d} t}\left[\frac{\partial u^{i}}{\partial x^{k}}\right]-n^{k} u^{j}\left[\frac{\partial^{2} u^{i}}{\partial x^{k} \partial x^{j}}\right] \tag{6.5}
\end{equation*}
$$

Denote the right-hand side of (6.4) by $r_{t}^{i l}(l=1,2)$ and the right-hand side of (6.5) by $r_{t}^{i 3}$. Combining (6.4) and (6.5) then gives

$$
C_{1}\left[\begin{array}{c}
\frac{\partial^{2} u^{i}}{\partial t \partial x^{1}}  \tag{6.6}\\
\frac{\partial^{2} u^{i}}{\partial t \partial x^{2}} \\
\frac{\partial^{2} u^{i}}{\partial t \partial x^{3}}
\end{array}\right]=\left(\begin{array}{c}
r_{t}^{i 1} \\
r_{t}^{i 2} \\
r_{t}^{i 3}
\end{array}\right)
$$

from which we can solve $\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]$.
6.2. A numerical example. Here, we implement the IIM in a one-dimensional linear wave equation with a moving singular source. This simple example is designed to illustrate the necessity of including temporal jump conditions in the discretization of temporal derivatives. We also examine the convergence property of the IIM in this example.

The system has the following form:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+a \frac{\partial u}{\partial x}=c(t) \delta(x-X(t)), \quad X(t)=b t, \quad L \leq x \leq R \\
u(x, 0)=g(x) \\
\frac{\partial u(L, t)}{\partial x}=0
\end{array}\right.
$$

where $a$ and $b$ are constants satisfying $a>0$ and $a \neq b$. The analytical solution to the problem is

$$
u(x, t)=g(x-a t)+\frac{h(x-b t)+h(a t-x)}{2(a-b)} c\left(\frac{x-a t}{b-a}\right)
$$

where $h(x)$ is the step function.
Integrating the wave equation with respect to $x$ from $X^{-}(t)$ to $X^{+}(t)$, the jump condition of $u$ at $x=X(t)$ can be obtained as

$$
[u]=\frac{c(t)}{a-b}
$$

where $[\cdot]=(\cdot)_{X^{+}}-(\cdot)_{X^{-}}$. Following the procedure described in sections 5 and 6.1, we have derived the jump conditions at the singular source $x=X(t)$ :

$$
\begin{array}{ll}
{[u]=\frac{c(t)}{a-b},} & {\left[\frac{\partial u}{\partial x}\right]=-\frac{1}{(a-b)^{2}} \frac{\mathrm{~d} c(t)}{\mathrm{d} t},}
\end{array} \quad\left[\frac{\partial^{2} u}{\partial t \partial x}\right]=0, \quad\left[\frac{\partial^{2} u}{\partial x^{2}}\right]=0, ~\left[\frac{c}{a-b}, \quad \llbracket \frac{\partial u}{\partial t} \rrbracket=-\frac{a}{(a-b)^{2}} \frac{\mathrm{~d} c(t)}{\mathrm{d} t}, \quad \llbracket \frac{\partial^{2} u}{\partial x \partial t} \rrbracket=0, \quad \llbracket \frac{\partial^{2} u}{\partial t^{2}} \rrbracket=0, ~ \$\right.
$$

where $\llbracket \cdot \rrbracket=(\cdot)_{t^{+}}-(\cdot)_{t^{-}}$. At the wave front generated by the singular source, i.e., at $x=X(0)+a t$, the solution is continuous but unsmooth, and the corresponding jump conditions are

$$
\begin{aligned}
& {[u]=0, \quad\left[\frac{\partial u}{\partial x}\right]=\frac{1}{(a-b)^{2}} \frac{\mathrm{~d} c(t)}{\mathrm{d} t}, \quad\left[\frac{\partial^{2} u}{\partial t \partial x}\right]=0, \quad\left[\frac{\partial^{2} u}{\partial x^{2}}\right]=0,} \\
& \llbracket u \rrbracket=0, \quad \llbracket \frac{\partial u}{\partial t} \rrbracket=\frac{a}{(a-b)^{2}} \frac{\mathrm{~d} c(t)}{\mathrm{d} t}, \quad \llbracket \frac{\partial^{2} u}{\partial x \partial t} \rrbracket=0, \quad \llbracket \frac{\partial^{2} u}{\partial t^{2}} \rrbracket=0 .
\end{aligned}
$$

The Crank-Nicolson method is used to discretize the problem on a uniform mesh:

$$
\begin{aligned}
\left(\frac{u_{i}^{n+1}-u_{i}^{n}}{\Delta t}+C T_{i}^{n}\right)+\frac{a}{2}( & \left(\frac{u_{i+1}^{n}-u_{i-1}^{n}}{2 \Delta x}+C X_{i}^{n}\right) \\
& \left.+\left(\frac{u_{i+1}^{n+1}-u_{i-1}^{n+1}}{2 \Delta x}+C X_{i}^{n+1}+C X T_{i}^{n}\right)\right)=0
\end{aligned}
$$

where $n$ denotes a time layer, $i$ an interior grid point, $\Delta t$ a time step, $\Delta x$ a space step, $C T$ the jump contribution in the finite difference of the temporal derivative, $C X$ the jump contribution in the finite difference of the spatial derivative, and $C X T$ the jump contribution to keep the second-order temporal accuracy of the Crank-Nicolson scheme. The jump contributions $C T, C X$, and $C X T$ are caused by the unsmoothness of the solution. We calculate $C T$ and $C X$ according to generalized Taylor expansion to achieve $\mathcal{O}\left((\Delta t)^{2}\right)$ and $\mathcal{O}\left((\Delta x)^{2}\right)$ accuracy of the finite differences. The calculation of $C X T$ originates from the following generalized Taylor expansion:

$$
\left(\frac{\partial u}{\partial x}\right)^{n+1}=\left(\frac{\partial u}{\partial x}\right)^{n}+\left(\frac{\partial^{2} u}{\partial x \partial t}\right)^{n} \Delta t+\left(\llbracket \frac{\partial u}{\partial x} \rrbracket+\llbracket \frac{\partial^{2} u}{\partial x \partial t} \rrbracket \Delta t\right)+\mathcal{O}(\Delta t)^{2}
$$

If there is a grid point $I$ satisfying $X^{n}<x_{I} \leq X^{n+1}$ from time layer $n$ to time layer $(n+1)$, then we let $x_{I}=X((n+\beta) \Delta t), 0<\beta \leq 1$, and compute $C T_{i}^{n}$ and $C X T_{i}^{n}$ as

$$
\left\{\begin{array}{l}
C T_{I}^{n}=-\frac{1}{\Delta t}\left(\llbracket u \rrbracket+\llbracket \frac{\partial u}{\partial t} \rrbracket(1-\beta) \Delta t+\frac{1}{2} \llbracket \frac{\partial^{2} u}{\partial t^{2}} \rrbracket(1-\beta)^{2}(\Delta t)^{2}\right) \\
C T_{i}^{n}=0, \quad i \neq I
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
C X T_{I}^{n}=-\left(\llbracket \frac{\partial u}{\partial x} \rrbracket+\llbracket \frac{\partial^{2} u}{\partial x \partial t} \rrbracket \Delta t\right), \\
C X T_{i}^{n}=0, \quad i \neq I
\end{array}\right.
$$



Fig. 6.1. Comparison between the numerical solution (solid lines) and the analytical solution (dashed lines, hidden by solid lines). For the numerical solution, $\Delta x=0.02$ and $C F L=\frac{2 \Delta t}{\Delta x}=0.4$.

Otherwise, we have $C T_{i}^{n}=0$ and $C X T_{i}^{n}=0$ for any grid point $i$. If $x_{I-1} \leq X^{n}<x_{I}$ at time $n$, then we can compute $C X_{i}^{n}$ as

$$
\left\{\begin{array}{l}
C X_{I}^{n}=-\frac{1}{2 \Delta x}\left([u]+\left[\frac{\partial u}{\partial x}\right]\left(x_{I-1}-X^{n}\right)+\frac{1}{2}\left[\frac{\partial^{2} u}{\partial x^{2}}\right]\left(x_{I-1}-X^{n}\right)^{2}\right) \\
C X_{I-1}^{n}=-\frac{1}{2 \Delta x}\left([u]+\left[\frac{\partial u}{\partial x}\right]\left(x_{I}-X^{n}\right)+\frac{1}{2}\left[\frac{\partial^{2} u}{\partial x^{2}}\right]\left(x_{I}-X^{n}\right)^{2}\right) \\
C T_{i}^{n}=0, \quad i \neq I, I-1
\end{array}\right.
$$

Similarly, we can compute $C X_{i}^{n+1}$. At the outlet $x=R$ of the domain, an upwind finite difference scheme is used to approximate the spatial derivative, and the correction $C X$ takes a different form. We also treat the effect of the discontinuity at $x=X(0)+a t$ in the same way.

The results presented below are for $a=2, b=1, c(t)=t, L=-6, R=6$, and $g(x)=\mathrm{e}^{-2(x+2)^{2}}$. Figure 6.1 shows the numerical solution and the analytical solution at times $t=0,1,2, \ldots, 6$. After time $t=6$, the initial wave, the singular source, and the wave generated by the singular source have all exited from the domain. The IIM produces the sharp jumps in the numerical solution and the correct wave-source interaction.

To check the accuracy of the numerical scheme near the singular source, we look at the solutions at time $t=2$, when the position of the singular source is at $x=2$. As spatial resolution changes, Figure $6.2(\mathrm{a})$ shows the change of the infinity norm of the error based on the analytical solution. For each spatial resolution, a very small time step corresponding to $C F L=\frac{2 \Delta t}{\Delta x}=0.002$ is used to ensure that the temporal discretization error is negligible compared with the spatial one. Second-order accuracy in space is indicated in Figure 6.2(a), as expected.

In order to check temporal accuracy, we obtain an accurate reference solution by using a very small time step corresponding to $C F L=0.002$. We compute the numerical solution using different time steps with the same spatial resolution $\Delta x=$ 0.05 as a reference. By subtracting the reference solution from a numerical solution


FIG. 6.2. The infinity norm of the error as a function of (a) spatial resolution with $C F L=0.002$ and (b) temporal resolution with $\Delta x=0.05$. Open circles: numerical error with the jump contribution CXT, x-marks: numerical error without the jump contribution $C X T$, solid lines: second-order accuracy, dashed lines: first-order accuracy.


Fig. 6.3. The effect of the jump contributions in the temporal discretization. Results (a) with temporal jump contributions, (b) without temporal jump contributions. The results are for $t=2$ with $\Delta x=0.1$ and $C F L=0.4$. Solid lines: numerical results, dashed lines: analytical results, dash-dotted lines: difference between numerical and analytical results.
calculated using the same space step but a different time step, we cancel out the spatial discretization error and obtain the temporal error. The results are plotted in Figure 6.2(b). Second-order accuracy in time is seen. If the jump contribution $C X T$ is not included, only first-order accuracy in time can be achieved, as seen in Figure 6.2(b).

Figure 6.3(a) compares the numerical and analytical results at time $t=2$ with $\Delta x=0.1$ and $C F L=0.4$. The amplitude of the jump contribution $C T$ has the same order as the jump contribution $C X$ when $\Delta t$ is of the same order as $\Delta x$. If the jump contribution $C T$ is not included, a numerical result can be totally wrong, as also shown in Figure 6.3(b).

As the velocity can be piecewise smooth across a singular surface in a viscous flow, jump contributions in the discretizations of the temporal terms in Navier-Stokes equations can be nonzero. If they are of the same order as the leading ones in spatial discretizations, the inclusion of the jump contributions in the temporal discretizations may be necessary. The moving interface problem simulated by Li and Lai [20] is
an exception. They considered the relaxation of a perturbed two-dimensional balloon immersed in an incompressible viscous fluid. The tangential force along the balloon surface is always zero in their case, so the velocity is smooth in both space and time, though the pressure is not. The jump contributions in temporal discretizations are always zero in this case. Recently, we designed an oscillating Taylor-Couette flow to look at the effect of jump contributions for temporal discretization on temporal convergence rate and temporal accuracy [36]. We found that the effect is very small. Whether this is true in general remains to be investigated.
7. Discussion. Naturally, we ask whether we can improve discretization accuracy in the IIM to arbitrarily high order for three-dimensional incompressible NavierStokes flows. We can derive equations for jump conditions by differentiating the principal jump conditions with respect to the Lagrangian parameters and differentiating the governing equations with respect to the Cartesian coordinates, as presented in sections 5 and 6.1. To examine this possibility, we need to know whether the number of derived equations is enough for unknown jump conditions and whether the equation system has a unique solution.

Regarding the number of equations and unknowns, we introduce a lemma.
Lemma 7.1. Paint $m$ indistinctive balls with $n$ different colors. Each ball has to be painted with one and only one color. The number of different nonordered color combinations for the $m$ balls is

$$
\begin{equation*}
\mathcal{H}_{m}^{n}=\sum_{k_{1}=0}^{m} \sum_{k_{2}=0}^{k_{1}} \sum_{k_{3}=0}^{k_{2}} \cdots \sum_{k_{n-2}=0}^{k_{n-3}} \sum_{k_{n-1}=0}^{k_{n-2}} \mathcal{H}_{k_{n-1}}^{1}, \tag{7.1}
\end{equation*}
$$

with $\mathcal{H}_{0}^{i}=1$ and $\mathcal{H}_{i}^{1}=1$, where $i$ is a positive integer.
Proof. Paint $k_{1}\left(k_{1}=0,1,2, \ldots, m\right)$ balls using the same color. There are $n-1$ colors and $m-k_{1}$ balls left. Therefore, for a particular value of $k_{1}$, the number of different outcomes is $\mathcal{H}_{m-k_{1}}^{n-1}$. Summing $\mathcal{H}_{m-k_{1}}^{n-1}$ over all possible values of $k_{1}$ yields

$$
\begin{equation*}
\mathcal{H}_{m}^{n}=\sum_{k_{1}=0}^{m} \mathcal{H}_{m-k_{1}}^{n-1}=\sum_{k_{1}=0}^{m} \mathcal{H}_{k_{1}}^{n-1} \tag{7.2}
\end{equation*}
$$

Using recursion (7.2) repeatedly, the lemma follows.
If we want the discretization accuracy of the second-order velocity and pressure derivatives to be order of $m-1(m \geq 2)$ in Navier-Stokes flow simulation, we need jump conditions of all velocity and pressure derivatives of order $m$. In a simulation of space dimension $n$, the number of unknown jump conditions of the velocity derivatives of order $m$ is $\mathcal{H}_{m}^{n}$. Differentiating (3.10) with respect to the Lagrangian parameters can provide $\mathcal{H}_{m}^{n-1}$ equations for the unknowns, differentiating (3.12) can provide $\mathcal{H}_{m-1}^{n-1}$, and differentiating (2.1) with respect to the Cartesian coordinates and then subtracting the resulting equation at $\mathcal{S}^{-}$from that at $\mathcal{S}^{+}$can give $\mathcal{H}_{m-2}^{n}$ equations. For closure, we require

$$
\mathcal{H}_{m}^{n-1}+\mathcal{H}_{m-1}^{n-1}+\mathcal{H}_{m-2}^{n} \geq \mathcal{H}_{m}^{n}
$$

The same requirement applies to the unknown jump conditions of the pressure derivatives of order $m$.

In three-dimensional simulations, $n=3, \mathcal{H}_{m}^{2}=m+1$, and $\mathcal{H}_{m}^{3}=\frac{(m+1)(m+2)}{2}$ according to (7.1). Hence, we have

$$
\mathcal{H}_{m}^{2}+\mathcal{H}_{m-1}^{2}+\mathcal{H}_{m-2}^{3}=\mathcal{H}_{m}^{3}
$$

that is, the number of equations is equal to the number of unknowns, supposing $\mathcal{H}_{m-2}^{n}$ jump conditions for temporal derivatives in the equations (for example, $\left[\frac{\partial^{2} u^{i}}{\partial t \partial x^{k}}\right]$ in (5.13) in the case when $m=3$ and $n=3$ ) are known. The equation system may have a unique solution, which may be verified by induction with the use of the method given in Appendix C. However, the $\mathcal{H}_{m-2}^{n}$ jump conditions for the temporal derivatives are not directly available. We need to find equations for them too. As shown in section 6.1, a unique solution to the required temporal-derivative jump conditions can be obtained when $m=3$. When $m>3$, it is not clear whether a unique solution can be found. Thus with the method that we present in this paper for deriving jump conditions, ascending the discretization accuracy to arbitrarily high order is not achievable in the IIM for three-dimensional Navier-Stokes flows.

Appendix A. Proof of Theorem 3.3. First consider the situation in which $G^{i}$ has finite jumps at $\mathcal{S}$. If necessary, smoothly extend $\mathcal{S}$ so that it cuts $\mathcal{V}$ into two separated regions. Form a banded region $\mathcal{V}_{s}$ which encloses $\mathcal{S}$ with surface $\mathcal{S}_{\epsilon / 2}^{+}$at one side of $\mathcal{S}$ and $\mathcal{S}_{\epsilon / 2}^{-}$at the other, where $\mathcal{S}_{\epsilon / 2}^{+}$and $\mathcal{S}_{\epsilon / 2}^{-}$are away from $\mathcal{S}$ by a small distance $\frac{\epsilon}{2}$. Thus,

$$
\int_{\mathcal{V}_{s}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}=\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} r \mathrm{~d} \mathcal{S}
$$

where $r=\left(\mathbf{x}-\mathbf{X}_{\mathrm{d} \mathcal{S}}\right) \cdot \mathbf{n}$ with $\mathbf{X}_{\mathrm{d} \mathcal{S}}$ representing a fixed point at the infinitesimal surface $\mathrm{d} \mathcal{S}$ and $\mathbf{n}$ normal at $\mathbf{X}_{\mathrm{d} \mathcal{S}}$ pointing to side $\mathcal{S}_{\epsilon / 2}^{+}$. Denote the region between $\mathcal{S}_{\epsilon / 2}^{+}$and $\mathcal{S}$ as $\mathcal{V}_{1}$ and the region between $\mathcal{S}_{\epsilon / 2}^{-}$and $\mathcal{S}$ as $\mathcal{V}_{2}$. Analytically extend $G^{i}$ in region $\mathcal{V}_{1}$ to region $\mathcal{V}_{2}$, and name the extended function $G_{1}^{i}$. Analytically extend $G^{i}$ in region $\mathcal{V}_{2}$ to region $\mathcal{V}_{1}$, and name the extended function $G_{2}^{i}$. Introduce step function $h(r)$ as

$$
h(r)= \begin{cases}0, & r<0 \\ 1, & r>0\end{cases}
$$

Then,

$$
\begin{aligned}
\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} r \mathrm{~d} \mathcal{S} & =\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}} \frac{\partial\left(h(r) G_{1}^{i}+h(-r) G_{2}^{i}\right)}{\partial x^{i}} \mathrm{~d} r \mathrm{~d} \mathcal{S} \\
& =\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}} \frac{\partial\left(G_{2}^{i}+h(r)\left(G_{1}^{i}-G_{2}^{i}\right)\right)}{\partial x^{i}} \mathrm{~d} r \mathrm{~d} \mathcal{S} \\
& =\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}}\left(h(r) \frac{\partial G_{1}^{i}}{\partial x^{i}}+h(-r) \frac{\partial G_{2}^{i}}{\partial x^{i}}+\frac{\partial h(r)}{\partial x^{i}}\left(G_{1}^{i}-G_{2}^{i}\right)\right) \mathrm{d} r \mathrm{~d} \mathcal{S} \\
& =\int_{\mathcal{V}_{1}} \frac{\partial G_{1}^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}+\int_{\mathcal{V}_{2}} \frac{\partial G_{2}^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}+\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}} \frac{\partial h(r)}{\partial x^{i}}\left(G_{1}^{i}-G_{2}^{i}\right) \mathrm{d} r \mathrm{~d} \mathcal{S}
\end{aligned}
$$

With $\frac{\partial h(r)}{\partial x^{i}}=\delta(r) n^{i}$, where $\delta(r)$ is the Dirac $\delta$ function, we thus have

$$
\lim _{\epsilon \rightarrow 0} \int_{\mathcal{V}_{s}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}=\int_{\mathcal{S}} \int_{-\frac{\epsilon}{2}}^{+\frac{\epsilon}{2}} \delta(r) n^{i}\left[G^{i}\right] \mathrm{d} r \mathrm{~d} \mathcal{S}=\int_{\mathcal{S}} n^{i}\left[G^{i}\right] \mathrm{d} \mathcal{S}
$$

where $[\cdot]$ denotes a jump calculated by $(\cdot)_{\mathcal{S}^{+}}-(\cdot)_{\mathcal{S}^{-}}$. Here $\mathcal{S}^{+}$represents $\mathcal{S}_{\epsilon / 2}^{+}(\epsilon \rightarrow 0)$, and $\mathcal{S}^{-}$represents $\mathcal{S}_{\epsilon / 2}^{-}(\epsilon \rightarrow 0)$.
$\mathcal{V}_{s}$ divides $\mathcal{V}$ into three regions: $\mathcal{V}_{s}$ itself, $\mathcal{V}^{+}$, and $\mathcal{V}^{-}$, where $\mathcal{V}^{+}$and $\mathcal{S}^{+}$are at the same side of $\mathcal{S}$ and $\mathcal{V}^{-}$and $\mathcal{S}^{-}$are at the same side. Hence, as $\epsilon \rightarrow 0$,

$$
\begin{aligned}
\int_{\mathcal{V}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V} & =\int_{\mathcal{V}^{+}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}+\int_{\mathcal{V}^{-}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V}+\int_{\mathcal{V}_{s}} \frac{\partial G^{i}}{\partial x^{i}} \mathrm{~d} \mathcal{V} \\
& =\oint_{\mathcal{A}} G^{i} N_{i} \mathrm{~d} \mathcal{A}+\int_{\mathcal{S}^{+}}\left(-n_{i} G^{i}\right) \mathrm{d} \mathcal{S}+\int_{\mathcal{S}^{-}} n_{i} G^{i} \mathrm{~d} \mathcal{S}+\int_{\mathcal{S}^{-}} n_{i}\left[G^{i}\right] \mathrm{d} \mathcal{S}=\oint_{\mathcal{A}} G^{i} N_{i} \mathrm{~d} \mathcal{A}
\end{aligned}
$$

which completes the proof for the first situation that $G^{i}$ has finite jumps at $\mathcal{S}$.
The second situation, in which $G^{i}$ has a singularity of Dirac $\delta$ function type, can be proved by treating the Dirac $\delta$ function as a weak limit of a hat function and then using the result from the first situation.

Appendix B. Nonsingularity of $\boldsymbol{C}_{\mathbf{2}}$. By writing the third row of $C_{2}$ twice and then rearranging rows, we expand $C_{2}$ to $C_{2}^{e}$ as follows:

$$
C_{2}^{e}=\left(\begin{array}{cccccc}
\tau_{1}^{1} \tau_{1}^{1} & \tau_{1}^{1} \tau_{1}^{2}+\tau_{1}^{2} \tau_{1}^{1} & \tau_{1}^{1} \tau_{1}^{3}+\tau_{1}^{3} \tau_{1}^{1} & \tau_{1}^{2} \tau_{1}^{2} & \tau_{1}^{2} \tau_{1}^{3}+\tau_{1}^{3} \tau_{1}^{2} & \tau_{1}^{3} \tau_{1}^{3} \\
\tau_{1}^{1} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{2}+\tau_{1}^{2} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{1} & \tau_{1}^{2} \tau_{2}^{2} & \tau_{1}^{2} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{2} & \tau_{1}^{3} \tau_{2}^{3} \\
\tau_{1}^{1} n^{1} & \tau_{1}^{1} n^{2}+\tau_{1}^{2} n^{1} & \tau_{1}^{1} n^{3}+\tau_{1}^{3} n^{1} & \tau_{1}^{2} n^{2} & \tau_{1}^{2} n^{3}+\tau_{1}^{3} n^{2} & \tau_{1}^{3} n^{3} \\
\tau_{1}^{1} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{2}+\tau_{1}^{2} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{1} & \tau_{1}^{2} \tau_{2}^{2} & \tau_{1}^{2} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{2} & \tau_{1}^{3} \tau_{2}^{3} \\
\tau_{2}^{1} \tau_{2}^{1} & \tau_{2}^{1} \tau_{2}^{2}+\tau_{2}^{2} \tau_{2}^{1} & \tau_{2}^{1} \tau_{2}^{3}+\tau_{2}^{3} \tau_{2}^{1} & \tau_{2}^{2} \tau_{2}^{2} & \tau_{2}^{2} \tau_{2}^{3}+\tau_{2}^{3} \tau_{2}^{2} & \tau_{2}^{3} \tau_{2}^{3} \\
\tau_{2}^{1} n^{1} & \tau_{2}^{1} n^{2}+\tau_{2}^{2} n^{1} & \tau_{2}^{1} n^{3}+\tau_{2}^{3} n^{1} & \tau_{2}^{2} n^{2} & \tau_{2}^{2} n^{3}+\tau_{2}^{3} n^{2} & \tau_{2}^{3} n^{3} \\
1 & 0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

We can rewrite $C_{2}^{e}$ as

$$
C_{2}^{e}=C_{1}^{e} C_{2}^{*}=\left(\begin{array}{ccc}
C_{1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & C_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & 1
\end{array}\right)\left(\begin{array}{cccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} \\
1 & 0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

As $C_{1}$ is nonsingular, $C_{1}^{e}$ is also nonsingular with inverse

$$
\left(C_{1}^{e}\right)^{-1}=\left(\begin{array}{ccc}
C_{1}^{-1} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & C_{1}^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & 1
\end{array}\right)
$$

Thus, if $\operatorname{rank}\left(C_{2}^{*}\right)=6$, then $C_{2}$ is nonsingular. We present two methods to show $\operatorname{rank}\left(C_{2}^{*}\right)=6$.
B.1. Method I. As $\tau_{\mathbf{1}} \neq 0$, one of $\tau_{1}^{1}, \tau_{1}^{2}$, or $\tau_{1}^{3}$ must be nonzero. Through row and column permutations, $C_{2}^{*}$ can be transformed to one of the following two matrices:

$$
\left(\begin{array}{cccccc}
\tau_{1}^{2} & \tau_{1}^{3} & \tau_{1}^{1} & 0 & 0 & 0 \\
0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} & \tau_{1}^{1} & 0 \\
0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} & \tau_{1}^{1} \\
\tau_{2}^{2} & \tau_{2}^{3} & \tau_{2}^{1} & 0 & 0 & 0 \\
0 & \tau_{2}^{2} & 0 & \tau_{2}^{3} & \tau_{2}^{1} & 0 \\
0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{3} & \tau_{2}^{1} \\
1 & 0 & 0 & 1 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{cccccc}
\tau_{1}^{3} & \tau_{1}^{2} & \tau_{1}^{1} & 0 & 0 & 0 \\
0 & \tau_{1}^{3} & 0 & \tau_{1}^{2} & \tau_{1}^{1} & 0 \\
0 & 0 & \tau_{1}^{3} & 0 & \tau_{1}^{2} & \tau_{1}^{1} \\
\tau_{2}^{3} & \tau_{2}^{2} & \tau_{2}^{1} & 0 & 0 & 0 \\
0 & \tau_{2}^{3} & 0 & \tau_{2}^{2} & \tau_{2}^{1} & 0 \\
0 & 0 & \tau_{2}^{3} & 0 & \tau_{2}^{2} & \tau_{2}^{1} \\
1 & 0 & 0 & 1 & 0 & 1
\end{array}\right) .
$$

Both have the same structure and similar element ordering as $C_{2}^{*}$. Therefore, we suppose $\tau_{1}^{1} \neq 0$ and need to work on only this case.

Using elementary operations, we can transform $C_{2}^{*}$ to $C_{2}^{* *}$ as

$$
C_{2}^{*} \rightarrow C_{2}^{* *}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 1 & 0 & 1 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & 0 & 0 & -s_{3} & -2 \tau_{1}^{2} \tau_{1}^{3} & -s_{2} \\
0 & 0 & 0 & 0 & e & f \\
0 & 0 & 0 & 0 & g & h \\
0 & 0 & 0 & 0 & N^{3} & -N^{2}
\end{array}\right)
$$

with the following definitions:

$$
\begin{aligned}
s_{2} & =\tau_{1}^{1} \tau_{1}^{1}+\tau_{1}^{3} \tau_{1}^{3} \\
s_{3} & =\tau_{1}^{1} \tau_{1}^{1}+\tau_{1}^{2} \tau_{1}^{2} \\
N^{2} & =\tau_{1}^{3} \tau_{2}^{1}-\tau_{2}^{3} \tau_{1}^{1} \\
N^{3} & =\tau_{1}^{1} \tau_{2}^{2}-\tau_{2}^{1} \tau_{1}^{2} \\
e & =\left(\tau_{2}^{2} \tau_{1}^{3}+\tau_{1}^{2} \tau_{2}^{3}\right) s_{3}-2 \tau_{1}^{2} \tau_{1}^{3} d_{3} \\
f & =d_{2} s_{3}-d_{3} s_{2} \\
g & =N^{2} s_{3}+2 \tau_{1}^{2} \tau_{1}^{3} N^{3} \\
h & =s_{2} N^{3}
\end{aligned}
$$

where

$$
\begin{aligned}
d_{2} & =\tau_{1}^{1} \tau_{2}^{1}+\tau_{1}^{3} \tau_{2}^{3} \\
d_{3} & =\tau_{1}^{1} \tau_{2}^{1}+\tau_{1}^{2} \tau_{2}^{2}
\end{aligned}
$$

If $N^{2}=N^{3}=0$, then as $\tau_{1}^{1} \neq 0$,

$$
\tau_{\mathbf{1}} \cdot\left(\tau_{\mathbf{1}} \times \tau_{\mathbf{2}}\right)=\tau_{1}^{1} N^{1}+\tau_{1}^{2} N^{2}+\tau_{1}^{3} N^{3}=0 \Rightarrow N^{1}=0 \Rightarrow \tau_{\mathbf{1}} \times \tau_{\mathbf{2}}=0
$$

where $N^{1}=\tau_{1}^{2} \tau_{2}^{3}-\tau_{2}^{2} \tau_{1}^{3}$. This is impossible. Thus, one of $N^{2}$ and $N^{3}$ must be nonzero. Suppose $N^{3} \neq 0$. By elementary operations, we can transform $C_{2}^{* *}$ to

$$
\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & 0 & 0 & -s_{3} & -2 \tau_{1}^{2} \tau_{1}^{3} & -s_{2} \\
0 & 0 & 0 & 0 & N^{3} & -N^{2} \\
0 & 0 & 0 & 0 & 0 & N^{3} f+N^{2} e \\
0 & 0 & 0 & 0 & 0 & N^{3} h+N^{2} g
\end{array}\right)
$$

Since

$$
N^{3} h+N^{2} g=\tau_{1}^{1} \tau_{1}^{1}\left\|\tau_{\mathbf{1}} \times \tau_{\mathbf{2}}\right\|^{2} \neq 0
$$

we can conclude that $\operatorname{rank}\left(C_{2}^{* *}\right) \geq 6$. Supposing $N^{2} \neq 0$, we can similarly show $\operatorname{rank}\left(C_{2}^{* *}\right) \geq 6$. $C_{2}^{e}$ is expanded from $C_{2}$, and thus $\operatorname{rank}\left(C_{2}^{e}\right) \leq 6$. Therefore, $\operatorname{rank}\left(C_{2}^{e}\right)=\operatorname{rank}\left(C_{2}^{*}\right)=\operatorname{rank}\left(C_{2}^{* *}\right)=6$. The proof is completed. This proof gives a way to solve (5.8).
B.2. Method II. As $\tau_{\mathbf{1}} \times \tau_{\mathbf{2}} \neq 0$, there exist matrices $P_{r}$ and $P_{c}$ such that

$$
P_{r}\left(\begin{array}{lll}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3}
\end{array}\right) P_{c}=T,
$$

where $P_{r}$ is a $2 \times 2$ elementary matrix, $P_{c}$ is a $3 \times 3$ elementary matrix without permutation operations, and $T=\left(\begin{array}{lll}e_{t}^{1} & e_{t}^{2} & e_{t}^{3} \\ e_{b}^{1} & e_{b}^{2} & e_{b}^{3}\end{array}\right)$ is one of

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Construct elementary matrices $E_{r}$ and $E_{c}$ as

$$
E_{r}=\left(\begin{array}{cc}
P_{r} & \mathbf{0} \\
\mathbf{0} & I_{5 \times 5}
\end{array}\right), \quad E_{c}=\left(\begin{array}{cc}
P_{c} & \mathbf{0} \\
\mathbf{0} & I_{3 \times 3}
\end{array}\right)
$$

where $I_{n \times n}$ denotes an $n \times n$ unit matrix. With a series of actions by permutations and $E_{r}$ and $E_{c}, C_{2}^{*}$ can be transformed as follows:

$$
\begin{aligned}
& C_{2}^{*} \rightarrow E_{r}\left(\begin{array}{cccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} \\
1 & 0 & 0 & 1 & 0 & 1
\end{array}\right) E_{c}=\left(\begin{array}{cccccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} & 0 & 0 & 0 \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3} & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} \\
1 & 0 & 0 & 1 & 0 & 1
\end{array}\right) \\
& \rightarrow E_{r}\left(\begin{array}{cccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
e_{t}^{2} & 0 & 0 & e_{t}^{1} & e_{t}^{3} & 0 \\
e_{b}^{2} & 0 & 0 & e_{b}^{1} & e_{b}^{3} & 0 \\
0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} & \tau_{2}^{3} \\
0 & 1 & 0 & 1 & 0 & 1
\end{array}\right) E_{b}=\left(\begin{array}{ccccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} & 0 & 0 \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3} & 0 & 0 \\
e_{t}^{2} & 0 & 0 & e_{t}^{1} & e_{t}^{3} \\
e_{b}^{2} & 0 & 0 & e_{b}^{1} & e_{b}^{3} \\
0 & 0 \\
0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} \\
0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} \\
\tau_{2}^{3} \\
0 & 1 & 0 & 1 & 0 \\
1
\end{array}\right) \\
& \rightarrow E_{r}\left(\begin{array}{cccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
0 & e_{t}^{3} & 0 & e_{t}^{1} & e_{t}^{2} & 0 \\
0 & e_{b}^{3} & 0 & e_{b}^{1} & e_{b}^{2} & 0 \\
e_{t}^{3} & 0 & 0 & e_{t}^{2} & 0 & e_{t}^{1} \\
e_{b}^{3} & 0 & 0 & e_{b}^{2} & 0 & e_{b}^{1} \\
0 & 0 & 1 & 0 & 1 & 1
\end{array}\right) E_{c}=\left(\begin{array}{cccccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} & 0 & 0 & 0 \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3} & 0 & 0 & 0 \\
0 & e_{t}^{3} & 0 & e_{t}^{1} & e_{t}^{2} & 0 \\
0 & e_{b}^{3} & 0 & e_{b}^{1} & e_{b}^{2} & 0 \\
e_{t}^{3} & 0 & 0 & e_{t}^{2} & 0 & e_{t}^{1} \\
e_{b}^{3} & 0 & 0 & e_{b}^{2} & 0 & e_{b}^{1} \\
0 & 0 & 1 & 0 & 1 & 1
\end{array}\right) .
\end{aligned}
$$

As matrix $T$ takes different choices, the last matrix above correspondingly takes

$$
\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1
\end{array}\right), \quad\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1
\end{array}\right), \quad\left(\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 1
\end{array}\right) .
$$

Thus, $\operatorname{rank}\left(C_{2}^{*}\right)=6$.

## Appendix C. $\operatorname{rank}\left(C_{3}\right)=10$. Expand $C_{3}$ to $C_{3}^{e}$ as

$$
C_{3}^{e}=\left(\begin{array}{cccccccccc}
C_{2}^{11} & C_{2}^{12} & C_{2}^{13} & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} & 0 & 0 & 0 & 0 \\
C_{2}^{31} & C_{2}^{32} & C_{2}^{33} & C_{2}^{33} & C_{2}^{35} & C_{2}^{36} & 0 & 0 & 0 & 0 \\
C^{31} & C_{2}^{32} & C_{2}^{33} & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 & 0 & 0 & 0 \\
C_{2}^{21} & C_{2}^{2} & C_{2}^{23} & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} & 0 & 0 & 0 & 0 \\
0 & C_{2}^{11} & 0 & C_{2}^{12} & C_{2}^{13} & 0 & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} & 0 \\
0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 \\
0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 \\
0 & C_{2}^{21} & 0 & C_{2}^{22} & C_{2}^{23} & 0 & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} & 0 \\
0 & 0 & C_{2}^{11} & 0 & C_{2}^{12} & C_{2}^{13} & 0 & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} \\
0 & 0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{336} \\
0 & 0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{33} \\
0 & 0 & C_{2}^{21} & 0 & C_{2}^{22} & C_{2}^{23} & 0 & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1
\end{array}\right) .
$$

If $\operatorname{rank}\left(C_{3}^{e}\right)=10$, then $\operatorname{rank}\left(C_{3}\right)=10$.
Define a corner block

$$
C_{3}^{c}:=\left(\begin{array}{cccccc}
C_{2}^{11} & C_{2}^{12} & C_{2}^{13} & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} \\
C_{2}^{31} & C_{2}^{32} & C_{2}^{33} & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} \\
C_{2}^{31} & C_{2}^{32} & C_{2}^{33} & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} \\
C_{2}^{21} & C_{2}^{22} & C_{2}^{23} & C_{2}^{24} & C_{2}^{25} & C_{2}^{26}
\end{array}\right)
$$

and decompose $C_{3}^{c}$ as

$$
\begin{gathered}
C_{3}^{c}=\left(\begin{array}{cccccc}
\tau_{1}^{1} \tau_{1}^{1} & \tau_{1}^{1} \tau_{1}^{2}+\tau_{1}^{2} \tau_{1}^{1} & \tau_{1}^{1} \tau_{1}^{3}+\tau_{1}^{3} \tau_{1}^{1} & \tau_{1}^{2} \tau_{1}^{2} & \tau_{1}^{2} \tau_{1}^{3}+\tau_{1}^{3} \tau_{1}^{2} & \tau_{1}^{3} \tau_{1}^{3} \\
\tau_{1}^{1} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{2}+\tau_{1}^{2} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{1} & \tau_{1}^{2} \tau_{2}^{2} & \tau_{1}^{2} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{2} & \tau_{1}^{3} \tau_{2}^{3} \\
\tau_{1}^{1} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{2}+\tau_{1}^{2} \tau_{2}^{1} & \tau_{1}^{1} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{1} & \tau_{1}^{2} \tau_{2}^{2} & \tau_{1}^{2} \tau_{2}^{3}+\tau_{1}^{3} \tau_{2}^{2} & \tau_{1}^{3} \tau_{2}^{3} \\
\tau_{2}^{1} \tau_{2}^{1} & \tau_{2}^{1} \tau_{2}^{2}+\tau_{2}^{2} \tau_{2}^{1} & \tau_{2}^{1} \tau_{2}^{3}+\tau_{2}^{3} \tau_{2}^{1} & \tau_{2}^{2} \tau_{2}^{2} & \tau_{2}^{2} \tau_{2}^{3}+\tau_{2}^{3} \tau_{2}^{2} & \tau_{2}^{3} \tau_{2}^{3}
\end{array}\right) \\
:=L_{1} R_{1}=\left(\begin{array}{cccccc}
\tau_{1}^{1} & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} & 0 \\
\tau_{2}^{1} & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{3} & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{3}
\end{array}\right)\left(\begin{array}{cccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3}
\end{array}\right) .
\end{gathered}
$$

Through permutations, we can transform $C_{3}^{c}$ as

$$
C_{3}^{c} \rightarrow L_{1}^{*} R_{1}^{*}:=\left(\begin{array}{cccccc}
\tau_{1}^{2} & 0 & \tau_{1}^{3} & 0 & \tau_{1}^{1} & 0 \\
\tau_{2}^{2} & 0 & \tau_{2}^{3} & 0 & \tau_{2}^{1} & 0 \\
0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} & 0 & \tau_{1}^{1} \\
0 & \tau_{2}^{2} & 0 & \tau_{2}^{3} & 0 & \tau_{2}^{1}
\end{array}\right)\left(\begin{array}{cccccc}
\tau_{1}^{2} & \tau_{1}^{3} & \tau_{1}^{1} & 0 & 0 & 0 \\
\tau_{2}^{2} & \tau_{2}^{3} & \tau_{2}^{1} & 0 & 0 & 0 \\
0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} & \tau_{1}^{1} & 0 \\
0 & \tau_{2}^{2} & 0 & \tau_{2}^{3} & \tau_{2}^{1} & 0 \\
0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{3} & \tau_{1}^{1} \\
0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{3} & \tau_{2}^{1}
\end{array}\right)
$$

or

$$
C_{3}^{c} \rightarrow L_{1}^{* *} R_{1}^{* *}:=\left(\begin{array}{cccccc}
\tau_{1}^{3} & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} & 0 \\
\tau_{2}^{3} & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} & 0 \\
0 & \tau_{1}^{3} & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} \\
0 & \tau_{2}^{3} & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1}
\end{array}\right)\left(\begin{array}{cccccc}
\tau_{1}^{3} & \tau_{1}^{2} & \tau_{1}^{1} & 0 & 0 & 0 \\
\tau_{2}^{3} & \tau_{2}^{2} & \tau_{2}^{1} & 0 & 0 & 0 \\
0 & \tau_{1}^{3} & 0 & \tau_{1}^{2} & \tau_{1}^{1} & 0 \\
0 & \tau_{2}^{3} & 0 & \tau_{2}^{2} & \tau_{2}^{1} & 0 \\
0 & 0 & \tau_{1}^{3} & 0 & \tau_{1}^{2} & \tau_{1}^{1} \\
0 & 0 & \tau_{2}^{3} & 0 & \tau_{2}^{2} & \tau_{2}^{1}
\end{array}\right)
$$

Since $L_{1}, L_{1}^{*}$, and $L_{1}^{* *}$ have the same structure and similar element ordering, and so do $R_{1}, R_{1}^{*}$, and $R_{1}^{* *}$, we suppose $\tau_{1}^{1} \neq 0$ and need to work on only this case.

As $\tau_{1}^{1} \neq 0$ and $\tau_{1} \times \tau_{\mathbf{2}} \neq 0$, there exists matrix $P$ such that

$$
\left(\begin{array}{lll}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3}
\end{array}\right) P=T
$$

where $P$ is a $3 \times 3$ elementary matrix without permutation operations and $T=$ $\left(\begin{array}{lll}e_{t}^{1} & e_{t}^{2} & e_{t}^{3} \\ e_{b}^{1} & e_{b}^{2} & e_{b}^{3}\end{array}\right)$ is one of

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Construct elementary matrix $E$ as

$$
E=\left(\begin{array}{cc}
P & \mathbf{0} \\
\mathbf{0} & I_{3 \times 3}
\end{array}\right)
$$

With a series of actions by permutations and $E, C_{3}^{c}$ can be transformed as follows:

$$
\begin{aligned}
& C_{3}^{c}= L_{1} R_{1} \rightarrow L_{1} R_{1} E=L_{1}\left(\begin{array}{cccccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} & 0 & 0 & 0 \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3} & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3}
\end{array}\right) \\
& \rightarrow\left(\begin{array}{cccccc}
\tau_{1}^{2} & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{3} & 0 \\
\tau_{2}^{2} & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{3} & 0 \\
0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} & 0 & \tau_{1}^{3} \\
0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} & 0 & \tau_{2}^{3}
\end{array}\right)\left(\begin{array}{cccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
e_{t}^{2} & 0 & 0 & e_{t}^{1} & e_{t}^{3} & 0 \\
e_{b}^{2} & 0 & 0 & e_{b}^{1} & e_{b}^{3} & 0 \\
0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} & \tau_{2}^{3}
\end{array}\right) \\
&:=L_{2} R_{2} \rightarrow L_{2} R_{2} E=L_{2}\left(\begin{array}{cccccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} & 0 & 0 & 0 \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3} & 0 & 0 & 0 \\
e_{t}^{2} & 0 & e_{t}^{1} & e_{t}^{3} & 0 \\
e_{b}^{2} & 0 & 0 & \\
0 & 0 & e_{b}^{1} & e_{b}^{3} & 0 \\
\tau_{1}^{2} & 0 & \tau_{1}^{1} & \tau_{1}^{3} \\
0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} & \tau_{2}^{3}
\end{array}\right) \\
& \\
& \rightarrow\left(\begin{array}{ccccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0 \\
e_{t}^{3} & 0 & 0 & e_{t}^{2} & 0 & e_{t}^{1} \\
e_{b}^{3} & 0 & 0 & e_{b}^{2} & 0 & e_{b}^{1} \\
0 & e_{t}^{3} & 0 & e_{t}^{1} & e_{t}^{2} & 0 \\
0 & e_{b}^{3} & 0 & e_{b}^{1} & e_{b}^{2} & 0
\end{array}\right)
\end{aligned}
$$

$$
:=L_{3} R_{3} \rightarrow L_{3} R_{3} E=L_{3}\left(\begin{array}{cccccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} & 0 & 0 & 0 \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3} & 0 & 0 & 0 \\
e_{t}^{3} & 0 & 0 & e_{t}^{2} & 0 & e_{t}^{1} \\
e_{b}^{3} & 0 & 0 & e_{b}^{2} & 0 & e_{b}^{1} \\
0 & e_{t}^{3} & 0 & e_{t}^{1} & e_{t}^{2} & 0 \\
0 & e_{b}^{3} & 0 & e_{b}^{1} & e_{b}^{2} & 0
\end{array}\right):=L_{4} R_{4} .
$$

When

$$
T=\left(\begin{array}{ccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

we continue to transform $C_{3}^{c}$ as

$$
\left.\begin{array}{rl}
L_{4} R_{4} & =\left(\begin{array}{cccccc}
\tau_{1}^{3} & 0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} \\
\tau_{2}^{3} & 0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} \\
0 & \tau_{1}^{3} & 0 & \tau_{1}^{1} & \tau_{1}^{2} & 0 \\
0 & \tau_{2}^{3} & 0 & \tau_{2}^{1} & \tau_{2}^{2} & 0
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} \\
0
\end{array}\right) \\
& =\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 \\
0 & 1 & 0 & 0 & 0 \\
0 & \tau_{1}^{1} & 0 & \tau_{1}^{2} & \tau_{1}^{3} \\
0 & \tau_{2}^{1} & 0 & \tau_{2}^{2} & \tau_{2}^{3} \\
0
\end{array}\right) \rightarrow\left(\begin{array}{cccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0
\end{array}\right) E \\
& =\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
\end{array}\right) .
$$

When

$$
T=\left(\begin{array}{ccc}
e_{t}^{1} & e_{t}^{2} & e_{t}^{3} \\
e_{b}^{1} & e_{b}^{2} & e_{b}^{3}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

we continue to transform $C_{3}^{c}$ as

$$
\left.\begin{array}{rl}
L_{4} R_{4} & =\left(\begin{array}{cccccc}
\tau_{1}^{3} & 0 & 0 & \tau_{1}^{2} & 0 & \tau_{1}^{1} \\
\tau_{2}^{3} & 0 & 0 & \tau_{2}^{2} & 0 & \tau_{2}^{1} \\
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 & 0 \\
0 & 0 & \tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} \\
0 \\
0 & 0 & \tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} \\
0
\end{array}\right) \\
& =\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & \tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
0 & 0 & \tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0
\end{array}\right) \rightarrow\left(\begin{array}{cccc}
\tau_{1}^{1} & \tau_{1}^{2} & \tau_{1}^{3} & 0 \\
\tau_{2}^{1} & \tau_{2}^{2} & \tau_{2}^{3} & 0 \\
0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0
\end{array}\right) E \\
& =\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
\end{array}\right) .
$$

Combining all the row-operating elementary matrices as a $4 \times 4$ elementary matrix $E_{r}^{c}$ and all the column-operating elementary matrices as a $6 \times 6$ elementary matrix $E_{c}^{c}$, we can write transformations to $C_{3}^{c}$ as

$$
C_{3}^{c} \rightarrow E_{r}^{c} C_{3}^{c} E_{c}^{c}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & \gamma^{1} & \gamma^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

where $\left(\gamma^{1}, \gamma^{2}\right)$ equals $(1,0)$ or $(0,1)$.

Construct elementary matrices $Q_{r}$ and $Q_{c}$ as

$$
Q_{r}=\left(\begin{array}{cc}
E_{r}^{c} & \mathbf{0} \\
\mathbf{0} & I_{11 \times 11}
\end{array}\right), \quad Q_{c}=\left(\begin{array}{cc}
E_{c}^{c} & \mathbf{0} \\
\mathbf{0} & I_{4 \times 4}
\end{array}\right) .
$$

With a series of actions by permutations, $Q_{r}$ and $Q_{c}, C_{3}^{e}$ can be transformed as follows:

$$
C_{3}^{e} \rightarrow Q_{r} C_{3}^{e} Q_{c}=\left(\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \gamma^{1} & \gamma^{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & C_{2}^{11} & 0 & C_{2}^{12} & C_{2}^{13} & 0 & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} & 0 \\
0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 \\
0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} & 0 \\
0 & C_{2}^{21} & 0 & C_{2}^{22} & C_{2}^{23} & 0 & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} & 0 \\
0 & 0 & C_{2}^{11} & 0 & C_{2}^{12} & C_{2}^{13} & 0 & C_{2}^{14} & C_{2}^{15} & C_{2}^{16} \\
0 & 0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} \\
0 & 0 & C_{2}^{31} & 0 & C_{2}^{32} & C_{2}^{33} & 0 & C_{2}^{34} & C_{2}^{35} & C_{2}^{36} \\
0 & 0 & C_{2}^{21} & 0 & C_{2}^{22} & C_{2}^{23} & 0 & C_{2}^{24} & C_{2}^{25} & C_{2}^{26} \\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

When $\left(\gamma^{1}, \gamma^{2}\right)$ equals $(1,0)$ or $(0,1)$, it can be seen that the rank of the last matrix above is 10 . Thus $\operatorname{rank}\left(C_{3}\right)=\operatorname{rank}\left(C_{3}^{e}\right)=10$.
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