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I Abstract

A systematic procedure is developed for the design of adaptive regulation
and tracking schemes for a class of feedback linearizable nonlinear systems. The

coordinate-free geometric conditions, which characterize this class of systems, nel-

ther restrict the location of the unknown parameters, nor constrain the growth

of the nonlinearities. Instead, they require that the nonlinear system be trans-

formable into the so-called pure-feedback form. When this form is "strict", the

proposed scheme guarantees global regulation and tracking properties. This re-

sult substantially enlarges the class of nonlinear systems for which global stahli-

lization can be achieved. Apart from the geometric conditions, this paper uses

simple analytical tools, familiar to most control engineers.

I "The work of the first two authors was supported in part by the National Science Foundation under Grant
ECS-87-15811 and in part by the Air Force Office of scientific Resear-h under Grant AFOSR 9-001I. The
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1 Introduction

Must of the research activity on adaptive control of nonlinear systems [1-15] is still focused

3 on the full-state feedback case [1-13], although output-feedback results are beginning to

appear (14,15]. rhe full-state feedback case continues to be a challenge because of the severe

3 restrictions of the two currently available types of schemes: the uncertainty-constrained

schemes [1,2,3,4,10,11] restrict the location of unknown parameters, and the nonlinearity-

I constrained schemes [5,6,7,8,9,12] impose restrictions on the type of nonlinearitics.

The systems to which uncertainty-constrained schemes ca-n be applied may contain all

types of smooth nonlinearities and are fully characterized by coordinate-free geometric condi-

tions [2,3,11], which, unfortunately, are quite restrictive. On the other hand, the applicability

of nonlinearity-constrained schemes is restricted by coordinate-dependent growth conditions

3 on the nonlinearities, which may exclude even certain linear systems [13]. The nonlinearity-

constrained schemes based on the "Control Lyapunov Function" approach [6,7,S], are ap-

plicable to the class of systems for which a Lyapunov function with prespecified growth

properties is known. Unfortunately, the existence of such a Lyapunov function can not be

3 ascertained a priori.

The new adaptive control scheme developed in this paper combines the main advantages

3 of earlier schemes without most of their disadvantages. It significantly extends the class of

nonlinear systems for which adaptive controllers can be systematically designed. At each step

3 of the new design procedure, the change of coordinates is interlaced with the construction of

a parameter update law. The main idea of this nonlinear procedure evolved from an early

I linear result of Feuier and Morse [16].

Among the advantages of the new scheme are its conceptual clarity and wide applicability.

Its stability proof, based on a straightforward Lyapunov argument, is particularly simple.

3 The coordinat-e-free geometric conditions, characterizing the class of systems to which the

'WV. sChene is ,applicable, neither restrict the location of the unknown parameters, ntor con-

3 strain the gro-th f the flun ,a itits. lieslad, ifify r quirc thai the ItOiii,cia systeitn be

transformable into the so-called pure-feedback form. Furthermore, in the case of systems

3
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transformable into the more restrictive strict-feedback form, the new adaptive scheme guar-

antees global regulation and tracking properties. This is now the broadest class of nonlinear

systems for which an adaptive control scheme can be systematically designed to achieve

global regulation or tracking without growth constraints.

3 The presentation is organized as follows: First, we address the regulation prubiem. in

Section 2 we characterize the class of single-input nonlinear systems to which the new scheme

3 is applicable. The design procedure is presented in Section 3, and the simple proof of stability

is given in Section 4. In Section 5 we give the conditions under which the stability of the

3 closed-loop system is global. The design procedure is extended to multi-input systems in

Section 6. Then, in Section 7, we use the design procedure to solve the tracking problem

3 for a class of input-output linearizable systems with exponentially stable zero dynamics.

In Section 8 we illustrate this procedure on some "benchmark" examples, and discuss its

3 properties in comparison with previous results. Finally, some concluding remarks are given

in Section 9. The reader unfamiliar with differential geometric results for nonlinear systems

I can follow the presentation starting with Section 3 and then omitting Propositions 5.3. 6.1

and 7.3.

2 The Class of Nonlinear SystemsU
The adaptive regulation problem will first be solved for single-input feedback linearizable

3 systems that are linear in the unknown parameters:

=fo(() + Oifi(() + go(C) + Oigi() u, (2.1)Si=1 Li=1

where ( E IR' is the state, u E B? is the input, 0 = [01,.. ,0P]T is the vector of constant

3 unknown parameters, and fi, gi, 0 < i < p, are smooth vector fields in a neighborhood of

the origin 4 = 0 with fi(O) = 0, 0 < i < p, g(O) # 0.

3 The design of the adaptive scheme assumes that the system (2.1) can be transformed

into the pure-feedback form via a parameter-independent diffeomorphism . Necessary and

3 sufficient co,,dtiuins for the existence of such a diffeomorphism are given in th' iollowing

proposition.

4
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I
Proposition 2.1. Consider a parameter-independent diffeomorphism z = €(), with 0(0) =

1 0, that transforms, in a neighborhood B, of the origin, the system (2.1) into the so-called

pure-feedback form

l z2 +o- TT1 (z 1 , z 2 )

i2 = Z3 + OT 2 (Z1 , Z2, Z3 )

(2.2)

ZnI Zn + OT(n-zl,
"
.

"
,Zn) + o2.

3 - O(Z) + oTt_(Z) + 1Po(z)+ TZ]U

w(0) = 0, 0 < I < n, 3o(0) # 0. (2.3)

3 Such a diffeornorphism exists if and only if the following conditions are satisfied in a neigh-

borhood U of the origin:

(i) Feedback linearization condition. The distributions

3 span{go,adgo,., ad .go}, 0 < i < n - 1 (2.4)

are involutive and of constant rank i + 1.

3 (ii) Pure-feedback condition.

g, < <p. (2.5)

[X, fi] E gj + ' , VX EG, 0 <J <n- 2 ,

UProof. Sufficiency. As proved in [17], condition (i) is sufficient for the existence of a

3 diffeomorphism z = 0(() that transforms the system

= fo() + go(0u, fo(0) = 0, go(0) # 0 (2.6)

Uinto the system

I Zi = zi+ ,1 I <n-i

;n = o(Z) + fl0 (Z)U, (2.7)

5
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with 
-/o(O) = o, Oo(O) 4 o. 

(2.s)

3 Hence, in the coordinates of (2.7) we have

fo(& -1 (z)) = [Z2 ... z, 7o(Z)]T (2.9)

I go(O- 1 (z)) = [0 ... 0 o(Z)]T (2.10)

= span 0<i<n- (2.11)

Because of (2.11), the pure-feedback condition (2.5), expressed in the z-coordinates, states

I that

g span az ,

S< i< p. (2.12)
I 0 fil E span -7z,"'"zj_1

But (2.12) can be equivalently rewritten as

( 0
\ ; 2(z 1, 2)

I (i(¢-I~ )) 0 fio-lz))= ", 1< i < t. (2.13)
0 ',n-1,i(z1,.. ,Z,,)

13 (z) "-t ,,( ,. . , Zn)

I Furthermore, since 0(0) = 0 and f(0) = 0, 1 < i < p, we conlude from (2.13) that

3 7'(0) = 0, 1 < j< n. (2.14)

Combining (2.9), (2.10), (2.13) and (2.14), we see that in the z-coordinates the system (2.1)

becomes (2.2).

3 Necessity. If there exists a diffeomorphism z = 0(4) that transforms (2.1) into (2.2), one

can directly verify that the coordinate-free conditions (i) and (ii) are satisfied for the system

3 (2.2), and hence for the system (2.1). 0

Remark 2.2. The "extended-matching" condition, introduced in [2,3] and used in [1] in

3 the equivalent form of a "strong linearizability" condition, is a special case of the pnre-

feedback" con lition (2.5). This is easily seen by noting that if the system (2.1) satisties the

6
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!
feedback linearization condition (2.4) and the extended-matching condition

gi E go, fi E GI, 1 < z < p, (.15)

N then it is transformable into the pure-feedback form (2.2) with y, 0,..., - = 0. 0

3 3 Adaptive Scheme Design

3 The conditions of Proposition 2.1 give a precise geometric characterization of the class of

nonlinear systems to which the new adaptive scheme is applicable. We now designi the new

I adaptive scheme for systems of the form (2.2):

S= Zi+ + oTi (Z,..., ZI ), 1i < n -1

-it - o(Z) + oT-Y.(z) + [j30(Z) + OTO( )] U
I ~with .l

l
-

3, (0) = 0, 0 < Z < n ,o(0) # 0. (3.2)

Recall that 0 is the vector of unknown parameters, and -yo, o, and the components of 3 and

3 -tI, 1< i < n, are smooth nonlinear functions in Bz, a neighborhood of the origin z = 0.

Using an idea similar to those exploited by Feuer and Morse [16] for adaptive control of

3 linear systems, the design procedure interlaces, at each step, a change of coordinates with

the construction of a parameter update law. Not only is the design procedure systematic

and conceptually clear, but also the stability proof is a straightforward Lyapunov argument.

The new adaptive scheme for the system (3.1) is designed step-by-step as follows:

Step 0. Define x, = zi, and denote by cI,c 2 ,...,cn constant coefficients to be chosen later.

I Step 1. Starting with

3il = z2 + 0TI(zI, Z2 ), (3.3)

let d, be an estimate of 0 and define the new state x2 as

x 2 = c, XI + Z2 + oTyi1(z1, Z.2). (3.1)

I
!7



Substitute (3.1) into (3.1) to obtain

Xl _ -CI 1  -+ X 2 + ( )0 -- I ) I(:J, 2

- -Cx 1 + r 2 + (0 - ))'"wI(r, .r2 , 0) (3.5)

Then, let the ui)date law for the parameter estimate 0 be

d I= X 1 t&'l(J I, X?2, d) ). ({(

IStep 2. Using the definitions for xi, x2 and di, write x2 as

S£2 CI c[-c. 1 + x2 + (0 - 0 )T,,(. 1 , x2, )I + z: + 0"-,. 1( , .::)

+xI iw,(xiX 2 , 1 )yl(ZIZ 2 ) + [ - -2 + 0,)+ +

+ I)-' Z3 +1- 0 2(Zl, 2, Z -3)I + ' 12)1 + X(P2..x).+. 1 j

I Let 02 )e a new estimate of 0 and define the new state X3 as

X3 = c2X2 + I + -i) [Z3 + 22(zI, Z2, 23)

+,T 2 (.rI, x 2 ,0 1 ) + oT'I'2(.x.0u) 1. S

Substitute (3.8) into (3.7) to obtain

I -2 = -C2x 2 + r3

+(0 - d2 )T ['2£x1, X2 ,')I + (+ I)'ful :1--22) 512(2. Z2 Z3)1I~~ ~~ O)Z2 2-',:,:)

= -C 2 X 2 + X3 + (0 - d 2 )TW 2 (XI, X2, X3,d1,d2) . * (3.9)

I Then, let the update law for the new estimate 02 be

3 02 = X2 Ic2(xI, X2 ,X3,0, 0
2 ). (3.10)

Step i (2 < i <' n, - I) Using the definitions for x,.. . .r, and 1)1 .... ,1 . express the

der vative of Xi as

)+ T)z ... 1 + )T d-w +

m, . .,xi, J1, ... I ) + oT r ,6 (x I .... ,. , .... r) 1)) 01.1)

8
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Let J, be a new estimate of 0 and define the new state x,+1 as

x,+I c- (i + • + )T --7-

I + ( 1, .. . X ,1 , .. , _i9 l) + jT i,,(Xl,. . . ,Xil ,..., i-1). (3.12)

Substitute (3.12) into (3.11) to obtain

=-0, + ,+, + (0 - ,)T + + (, t-a1 (. + _ j)T
3cx +x,+l + (0 1 O 

TWx,...,xi+,)i,...,i).

Then. let the update law for i), 'oe

S_ X, (Xl, . X ,+l, . , ) (3.11

Step n. Using tle definitions for x,. .. , x, and i.,t),-l, express the derivative of x,',

I as

X ,1) l,.. ) + OT (X, 1 .d. . (3."15)

U Let ,) be a n ci, estimate of 0 and define the control u as

~I I I)T ,,(.)

1 = 1 n(z, , [-cx, - - (3.16)

I..... (:,....,),,) (i 1+) . 1 + )_dnl V3(Z 13()

Substit ute (3.16) into (3.15) to obtain

3 .r~ -Th +(0 1 hT +( + I + , ) i)3(~:

= -. ,X, + (0 -)ln)Tw (t,l) 1 
,  ) , (3.1S)

where (3. 16) is i se(d in the defi n itiotn of w7,. Finally, let the up(late law for t lie c i iiia t C

3 I)TI be

9
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The above steps complete the formal dveloplnent of the new design procedure. Its

feasibility and the stability of tihe resulting closed-loop system are analved in the 11,:xt

section.

4 Feasibility and Stability

The above design procedure has introduced a set of new coordintes xl, .... x defined by

•" rl + OTl7-

• ,(,I + OTC ... + 1Z + 0 ( . i+
+= i (x I7,7r, d, ,O_ ) + T.(rT. :,. .. r, ,_), I < ;< I1

III order to ensure that the procedure is feasible, we const'uct in Proposition -1.1 an estimate

_f C N ' "" ) of the feasibility ,egion such that for all (z, 1di ,..., I,) E J:- the coordinate

charige (.1.1) is one-to-one, onto, continous and has a contiruous inverse, and the denominator

inI (3. 16) is nonzero.

Proposition 4.1. Let Bz be defined as in Proposition 2.1 and Bt C JfP be an open set

such that

1+ )TON (Z)1+ Zi+1 > 0, VzE B , B,3 , 1 <i< -1 (4.2)

,30(Z) + 0)T(Z) > 0, V E B., V0, E B,. (4:3)

Then, the set F = B x B' is a subset of the feasibility region.

Proof. Obvious, since (4.2) and (4.3) guarantee that in B, x B" (4.1) is uniquely solvable

for z an(d the denominator in (3.16) is nonzero. E

Remark 4.2. The nonglobal nature of the fesibility region is not due to the adaptive

scherie, because, even when tHie parameters 0 are known, the feedback linearization of

vstverf (3.1) (an only be guarantced for 0 E 130, with 130 C I/?
P an open set such that

I + 0 T'(() > 0, V: B1, V0) Bo, 1 <i< - 1 (.1..1)
() z >i3 K/ (:) + °, )(z)~ > 0, Vz C B<, 'VO •3 0 (45.')

10
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In the feasibility region, the adaptive system resulting from the design procedure cal be

expressed in the x-coordinates as

X1 -Cl + X2 + (0- _ 1)Twl(XlX2,7)1)

i,,_ =-CnXn_1 + Xn + (0- )nI)TWnl(Xi,...,Xn ,0,..,_) (d,.6)

., = -c~z,, + (0 - ") O,)Wn(X, 1, ....,O,,)

l), = xi i(x,0 .... , di), I < I< n.

IThe stability properties of this system are now established using the quadratic Lyapunov

function

(, d, . ) x X+ d,)(4.7)
i=1

The derivative of '(x, d . d,) along the solutions of (4.6) is

n-1
E- [CXI + (0- - ii0,1] +

=l i=1 (4.S)
n n-1

Ci 2ZC + Z:Xixi+l
=l i=l

At this point we can choose the coefficients cl,.. . , c, that were left free in the design proce-

dure. The choice c, > 2, for all i = 1, ... ,n, guarantees that V is negative sernidefinite:

I/ <_ -ilxH. (1.9)

This proves the uniform stability of the equilibrium

x =0, . = 0, 1 <i< (-.10)

of the adaptive system (4.6). To give an estimate Q of the region of attraction of this

equilibrium, we note that Q must be a subset of our estimate F of the feasibility .-gion. Let,

3Q(c) be the invariant set of (4.6) defined by {V < c}, and let c' be the largest constant c

such that, Q(c) C T. Then, an estimate Q of the region of attraction is

Q = (c*) {(.r. d, .. . I,) : V(x, 1 ,.. .,,n) < c} , c = arg sup {c}. (.11)
ii n(c)cY"

I1
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Remark 4.3. It can be expected that the above estimate is not the tightest possible une,

Ibecause tie choice of the unity gains in the update laws was made for simplicity. With some

a priori knowledge about the shape of F, different adaptation gains can be found so that Q

is maxixi7cd by a better fit ofF. D

Next, we use the invariance theorem of LaSalle to establish that for all initial conditions

(x, i,... , d,7)t=o E ., the adaptive system (4.6) has the following regulation properties:

U lim x(t) = 0, lim -(t) = 0, lim i(t) = 0, 1 < i < n. (4.12)

t 00 t-00 t-00

In order to return to the original coordinates C, we note that, because of (4.2). the solution

2 = - = 0 of the system of equations

zi+1 + OTyi(0,z 2,..., Zi+I) = 0, 1< I < n -, (4.13)

3 is unique in Bz x B0, and that zi, 1 < i < n can be expressed as smooth functions of

x,t, 1 K i < n using (4.1). Combining these facts with (4.12), we obtain

lim zl(t) = 0, lim j(t) = 0 1 < i < n. (4.14)

I Using an induction argument, it is now shown that zi(t) --+ 0 as t --+ co, 1 < i < n:

I . For i = 1, we have zl(t) -+ 0 as t -+ co.

9 For = k, 2 < k < n, we assume that zj(t) -+ 0 as t -- o, 1 < j < k- 1. Then, from

(4.14) we have

lir k-1(t) = lim {zk+ I±+- Ttk-l(Z1 ,.-- Zk-. Zk)} = 0, (4.15)

3 and from the uniqueness of solutions of (4.13) we conclude that zk(t) --4 0 as t -+ cc.

Hence, z(t) --+ 0 as t -+ oo. Finally, since z = 0(() is a diffeomorphism with 0(0) = 0,

3 regulation is achieved in the original coordinates (, namely

lim ((t) = 0. (4.16)

The above facts prove the following result:

I
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Theorem 4.4. When the design procedure of Section 3 is applied to a system of the form

(2.1) that satisfies conditions (i) and (ii) of Proposition 2.1, the resulting adaptive system

has a stable equilibrium at 0 = i = 0, 1 < i < n, whose region of attraction includes the

set Q defined in (4.11). Furthermore, regulation of the state ((t) is achieved:

lim ((t) = 0, (4.17)

3 for all initial conditions in Q.

5 Global Stability

3 There are strong theoretical and practical reasons for investigating whether the stability

properties of an adaptive system can be made global in the space of the states and param-

3 eter estimates. Systems with a finite region of attraction may not possess a wide enough

robustness margin for disturbances, unmodeled dynamics, and other model imperfections.

3 Furthermore, for nonglobal results it is usually hard to find nonconservative verifiable esti-

mates of the region of attraction.

3 Another aspect of the global stability issue is the comparison of the proposed adaptive

controller with its deterministic counterpart, that is, the controller that would be used if the

I parameter vector 0 were known. Suppose that for all values of 0 there exists a deterministic

controller that achieves global stabilization and regulation of the system. If, with 0 unknown,

the proposed adaptive controller does not achieve the same global stability, this loss is clearly

due to adaptation.

The stability result of Theorem 4.4 is not global, but, as pointed out in Remark 4.2, this

3 is not clue to adaptation. For pure-feedback systems, global stability may not be achievable

even with 0 known. We now consider "strict-feedback" systems for which a globally stabiliz-

3 ing controller exists when 0 is known, and prove that our adaptive scheme guarantees global

sLability when 0 is unknown.

3 In order to characterize the class of "strict-feedback" systems, we use the following as-

suimption about the part of the system (2.1) that does not contain unknown parameters:

I 13I
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Assumption 5.1. There exists a global diffeomorphism z = c(), with 0(0) 0, that

I transforms the system

= fo(() +go()u, (5.1)

in to the system

I 1, < I < n-

n= -Y(z) +3o(Z),I, (5.2)

i with

with7 (0) = 0, Oo(Z) j 0 VzE IR . (5.3)

Remark 5.2. The local existence of such a diffeomorphism is equivalent to the feedback

linearization condition (2.4). However, at present there are no necessary and sufficient con-

U ditions that can verify the global validity of this assumption. Sufficient conditions for As-

sumption 5.1 are given in [18], while necessary and sufficient conditions for the case where

I flo(z) = const. can be found in [19,20]. 0

Proposition 5.3. Under Assumption 5.1, the system (2.1) is globally diffeomorphically

equivalent to the "strict-feedback" system

zi+ + OTi(z 1,..., zi) 1 < i < n-I

-L= -to(Z) + OT Y(Z) + /30(Z)(5.4)

if and only if the following condition holds globally:

Strict-feedback condition.

gi - 0,
1 <i <p, (5.5)

[X, fi] E g, VXAEG., 0<j< n-2,

with 9, 0 < j < n - 1, as defined in (2.4).

Proof. The proof is very similar to that of Proposition 2.1. First note that because of the

assumpt ions that the diffeomorphisin = €( ) is global and that 1o(z) # 0 Vz e 1 ", the

14
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distributions P', 0 < j < n- 1, are globally defined and can be expressed in the z-coordinatesI as

= span a ... I ' 0< i<n- 1. (5.6)

To prove the sufficiency part of the proposition, note that if the pure-feedback condition

(2.5) of Proposition 2.1 is replaced by the strict-feedback condition (5.5), then (2.12) and

(2.14) are replaced by

~gi -- 0,

0 fi] E span 2z:5'"'<zn , <i< P.(.7az] 0 ZI z

Trlus, tie expression for fj((o-(z)) in (2.13) becomes

( 1 ,j(Zl)

-/2,i (zI, Z2)

(-(--) C : J < i < p. (5.8)
[~~-n- l,i (Zl ,, Zn- I)

1,i(zi, ... ,zn)

The necessity part is again straightforward. E

The above proposition gives a geometric characterization of the class of systems for which

the following global properties can be achieved.

Theorem 5.4. Under the conditions of Proposition 5.3 the stability and regulation results

Iof Theorem 4.4 become global, i.e., they are valid for any initial conditions in Q2 = f (
'
+
P
).

Proof. When the adaptive design procedure (3.3)-(3.19) is applied to the system (5.4), then

for all 0, E IRP, 1 < i < n, the change of coordinates (4.1) is one-to-one, onto, continuous

and has a continuous inverse, and the control (3.16) is well defined, since

07. (z) =O0, 3(z)-O 0, 3o(z) :AO Vz E IR. (5.9)
ozi+l

Hence (.1.2)-(4.3) are trivially satisfied on F = B, x Bn = flf(l+p), and from (.1.11) we

conclude that Q = lln(+p).
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6 Multi-input Systems

The design procedure of Section 3 can be easily extended to multi-input nonlinear systems

of the form p r

= fo(c) + ZOifi() + E[ ( 0± g9(,) u1 (6.1)
Ii=1 jli=1

with

f (O) =0, 0 <i < p, rankGo(0)=m, Go =[g1...gm], (6.2)

that can be transformed into

Z + I -k,+2, . Z.' 1 < i < k, - 1 <

-k, 0/() ± (z) +) + 0, Oa) )  , 1 j Km-. Z( < < , (6.3)

I with

"Yj(0) = O, 0 < i < kj , 1 <j < m, det Bo(0) 0, (6.1)

I where B0 = [/1,..., 0m]T, and Fn kj = n.

3 Proposition 6.1. There exists a parameter-independent diffeomorphism z =((), with

0(O) = 0, valid in a neighborhood B, of the origin, that transforms the system (6.1) into

the systein (6.3) if and only if the following conditions are satisfied in a neighborhood of the

orin:

I (i) Feedback inearization condition. The distributions

G g'=span{go,ad10go,...,ad'0g ,  j_m}, 0 i< n- 1 (6.5)

are involutive and of constant rank ri, with r,_= n.

(ii) Pure-feedback condition.

g' E Go, I j < m,
S1 <ip. (6.6)

I
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Proof. As proved in [21,22], condition (i) is necessary and sufficient for the existence of a

I diffeomorphisni z = 0(¢) such that in the z-coordinates we have

S-- z...)- (-] (6.7)

Gi,(0-1(z)) = [0...o/0(z) .. ... .o3 (z)] T  (6.s)

= span 11:5< j 0i<n-1 (6.!))

I It is now a tedious but straightforward task to verify that condition (ii) is equivalent to

3-'(' 1 (z)) [ 0..0,3(z).. 0 ... 0 j,(z)]T 1 < I < p, I <j < m (6.10)

7 1 , (z " z +, . . .. . Z m
• "1 1 km- kl

^Il,,,(z)

I fyCl~) ="1 '

11<<p. (6.11)
-,Y,( zi, . 1 . zM.+ ,... , , , T)

I The design procedure for the system (6.3) is the following:

Steps 0 through (n - m): Apply steps 0 through (k, - 1) of the single-input procedure to

the first (kj - 1) equations of each of the m subsystems of (6.3), to obtain the system:

3 1= -cx, + x,+ + (o - )'w(xo,,...,Oh_,) _

j-1

e=Z(kp-1)+, 1<i k , 1 j < .I p=l

S Wj(x,d U,)) I < < n -m (6.12)

1 • = [ OZl.. .,1nm) Z ,(z,i),,...,im)Oi]

I +4(x, i. . . . , nm) + 1,T(x, d . 1 ,2)_._)O.

I
I

17



I

U
where

az'2 k , ) T(Z)
* (i±(:,).,(.., o&J!) = :.(6.13)

- (1 + ,,_,, + -- ) ... (I + 1-T k ) OmT(Z)

Step n - m + 1: Let 9,-m+, be a new estimate of 0 and define the control u as

I - [O(Z . . d 1-17) + Z•(z, .. . 9nmi [ k k) 1" ,

T(x,0,,.. .,_,-) wr(x,dI,.. i,_Onm)lnm+i, 2 , 1 _ - (6.14

5 Substitute (6.14) into (6.12) and rewrite the last m equations of (6.12) as

d k. ki, k,*+ f W ] {i+ [iu...BPu]}1(0)- n,+i)

I IXI
- "±W+ wVm+l(X, li,...,lln-m+l)(O 

- )n-r+), (6.15)

where (6.14) was used in the definition of W,_,+ . Finally, let the update law for the

3 estimate l)nn+i be

Xk,

5 I)n-m+l = W_nm+i(Xi7,... ,1 9 n-m+l) ] (6.16)

3 Note that this procedure will again be feasible only in a certain feasibility region., which

can be defined as the region in which the matrix P = P0 + 3 !OTl,-,,+I., is iHvertible.

The stability properties of the resulting closed-loop system are analogous to those !;Sted in

Theorem 4.4, and can be similarly established using the Lyapuno ' function

1 n-m+l

V(r )n-m+) = ' + (0 - ))T(0 -)). (6.17)

I
U
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7 A Global Tracking Result

We now turn our attention to the tracking problem for a class of input-output linearizable

3 systems characterized by structural conditions analogous to those in Propositions 2.1 and 5.3.

Every regulation result in Sections 2-5 has its tracking counterpart. For brevity, we restrict

our presentation to the tracking version of the global regulation result in Section 5. The

counterparts of nonglobal regulation results can be obtained using the same Lyapunov func-

tion argument as in this section to determine an invariant set in which asymptotic tracking

* is guaranteed.

Consider the nonlinear system

= fo() + E-ZOif,(C) +go(,u (7.1)
i=13 y =h((),

where ( E Nn is the state, u E 11 is the input, y E Rf? is the output, 0 = [01,.. .P]T is the

vector of constant unknown parameters, h is a smooth function on ff?' with h(O) = 0, and

the vector fields go, fi, 0 < i < p, are smooth on N'1 with g(() # 0 ,V( E IR n, f?(0) = 0.

S0 < i < p. We first formulate the input-output counterpart of Assumption 5.1:

3 Assumption 7.1. There exist n - p smooth functions Oi(C), p + 1 < i < n, such that the

change of coordinates

z= = h(C)
Z2 = LI.h(()

Z3 = L2 h (C)L h. (7.2)

zP = L h(()

zi = i((), p+I<I<n

is a global diffeomorphism z = 0(() that transforms the system

= fo(O) +go(()u (73)
y = h(()

I
I
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into the special normal form

-I' Z2

3Pi = Zp (7.4)

= 10(z) + Oo(z)u

(O _ (y ' Zr)

y =Z 1

with 
-o(O) = L'oh(O) = 0, o(O,0) =0 

(7.5)

/ fo(Z) = L9.L Ao'h(() : 0 Vz E ffr. (7.6)

3 Remark 7.2. In order for (7.3) to be locally equivalent to (7.4), it is necessary and sufflicient.

that the following conditions hold in a neighborhood of the origin ( 0:

LoLoh 0, 0 0 O<ip-2 (7.7)

g L9 oL_1h(O) 5 0 (7.8)

_ is involutive and of constant rank + 1, 0 < < p- 1. (7.9)

3 The sufficiency of these conditions is a consequence of Proposition 10 in [233. The necessity

can be easily established by verifying that (7.7)-(7.9) hold in the coordinates of (7.4). How-

Iever, at present there are no necessary and sufficient conditions that can verify the global

validity of this assumption. 0

We are now ready to formulate the input-output counterpart of Proposition 5.3:

3 Proposition 7.3. Under Assumption 7.1, the system (7.1) is globally diffeomorphically

equivalent to the "strict- feedback" normal form

, + 1 + OTY(Z,...,Zi, Zr) 1 i p-

O= 70(Z) + OT-Y,(z) + o(z),, (7.10)

P

o o(y, Zr) + T oi(Di(y, Zr)

i=1

I y - ,

if and only if the following condition holds globally:
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Strict-feedback condition.

[X,fjEg', VXEg j , O<j<p-2, l<i<p, (7.11)

with -,0 < J < p - 1, as defined in (2.4).

I Proof. The proof follows closely that of Proposition 5.3. First, because of the assumptions

that the diffeomorphism z = 0(() defined in (7.2) is global and that / 0(z) 4 0 Vz E ]R', the

distributions gi , 0 < J < p-1, are globally defined and can be expressed in the z-coordinates

as

S= an z _ 0 < i < p1 (7.12)
STP' 57- ,

I The sufficiency follows from the fact that, by (7.11) and (7.12),

a f] E span a i<p. (7.13)Iz f7 2 sp a "' z--5 p , 1 <

T hus, the expression for f (O-'(z)) is Z , Zr)

/2,i(Zl, Z2 , Zr)

I fi(-W(z)) = , 1 < I < p. (7.14)

Yp ,i(ZI, ... , Zp, Zr)3l(Z
1, Zr)

3 The necessity part is again straightforward. E

Remark 7.4. To obtain the input-output counterpart of Proposition 2.1, one just needs to

I replace condition (2.4) (feedback linearization condition) of Proposition 2.1 with conditions

(7.7)-(7.9) and condition (2.5) (pure-feedback condition) with

I gi E
1< I < p. (7.15)

[ X, fj] E 93+'5x ,oE 0< j< p- 2,

0

As in most tracking problems, we need an assumption about the stability of the zero-

dynamics of (7.10):
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Assumption 7.5. The zr-subsystem of(7.10) has the bounded-input-bounded-state (13IB5)

property with respect to y as its input.

3 It was shown in [9, Proposition 2.1] that the following conditions are siifficient for A.s-

sumption 7.5 to be satisfied:

I (i) the zero dynamics of (7.1) are globally exponentially stable, and

(ii) the vector field (D = %b0 + ZOiO, in (7.10) is globally Lipschitz in z.
1=1

3 [lowever, they are too restrictive for our purposes. For example, the system _(,r I) + !/

violates both these conditions, but is easily seen to satisfy Assumption 7.5. On the otltLi

3 hand, for nonglobal results it is convenient to use the assumption of exponential stakilily of

the zero dviiamics in order to estimate the region of attraction using a converse LNyaplnov

3 theorem.

The control objective is to force the output y of the system (7. 1) to as?,mptolic(l//! ir ack

Ia known reference signal yr(t), while keeping all the closed-loop signals bounded.

3 Assumption 7.6. The reference signal yJ(t) and its first p derivatives are knowij and

hou nded.

3 "To achieve the asymptotic tracking objective, the design procelure presentel iM S,,ct ion 3

is modifiedi as follows:

Step 0. Define

5X = z 1 - Yr (71 I)

Step 1. Starting with

X =" 2 ±-t-T~i(2"I,Zr) -y r, (7.17)

3 let d be an estimate of 0 and define the new state r2 as

3 12 = ClXl + Z.2 + dT~I(ZI, Zr) -r

- ClX + Z2 + I)TII(XI, Zr,yr) r, c 2. (7.)

I
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S ub stitu te (7 .18 ) in to (7 ,17) to ob tain

I = -cX 1 + X2 + (0- O,)Twi(Iizr,yr). (7.19)

U Then, let the update law for the parameter estimate i be

9 XI wI(x 1 , r Yr) (7.20)

Step 2. Using the definitions for xj, x2 and ji, write r 2 as

.2 = C1 [-ClX 1 + .r 2 + (0 - 0j)Tt1 (X1 , Zr,Yr)] + Z3 + OT .. 2 (Z
I , 

z2,
Z r )

I +XIw YXo ,Zr ' y )T l(Z , Zr) + [ -/,&( ZI, Zr) Z2 + OT _(Z,Zr))

.,(Z, ) (i,Zr)±z + ~ ir) PrZ

-3 + Y2(xl,x 2, z,fy 
ir, ) +0 Tw 2(xI,x 2.Z dllr,yr) (7.21)

I Let d2 be' a ncuw estimate of 0 and define the new state X3 as

33 = C.2X2 + _3+2(l, X2, , r, Y r,2r)+ 2  2(I,2, , ,'r) c, > 2. 7.22)

1 S-;Ibstitiite (7.22) into (7.21) to obtain

1t2 = -C 2X 2 + X3 + (0 -2)Tw2( 1 1 ,X2, Zr, I), Yr- Pr). (7.23)

U lihri, let, the ulp(late law for the new estimate d)2 be

3)2 = x2tw2(XI, X2, zr
, 0 Yr, Yr) - (7.21)

Step I (2 < < p - 1) Using the definitions for xi. x, and i). ......... , express t he

(hrivat i ve of ,r, as

I~~X ;-, Z,+i + ,(xi,.. - , - )1' ... ,0,_, Yr,. Yr b )

+OTwi(xI , ,.... , d,_t Yr. y I-1)). (7.25)

Let d, be a ncit estimate of 0 and define the new state x,+, as

.+, = cx, + Z,+I + i(Xi . . , a, IZ" ,..., 1)t-I, . ))

. I Xi r,.,(i-1))
+d'Tw,'(. r i, " 23 )1' , -1, Yr, I Yr c, > '2 (7,26;)
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Substitute (7,26) into (7.25) to obtain

'ri = -c.x, + x,+1 + (0- 9)T1Vw(x ,., 0  
,-iyr,..., z1'- . (7.27)

m 
Then, let the update law for J, be

X.. Zr q' ?/,. (i- )

z), = Xi wi(x , . ,x ,0 7, l " 'r )"- (7.28)

Step /). 'sing the definitions for X1 x.,, and O ,____, express the derivat ive of .r, as

.ia - 3 o(Z)u + ( ,, ,. . . ,  2  1 .. , X IP-iYr,. ., o)

5 -±1-0Twp(xl., X p, XP, Z", .. , ,)p-i, Yr,..., yrp l). (7.29)

m Let I, be a nc, estimate of 0 and define the control u as

U = 1I[cPXP - 'OPw- Tc 2 (7:30)

Substitute (7.30) into (7.29) to obtain

3 J p = --C~o J- ( - + ( - 14p)Twp(X,.Z zr,*,1,pi, Yr, ... Y-}). (7.31)

Finally, let the update law for the estimate t
2 be

=XP WP(xl ... ,xo, zr, l , . .
-

. , 1iYr, ., Y1 P-)) (7.32)

I As was the case in the regulation result of Section 5, the assumptions of Proposition 7.3

guarantee that the design procedure (7.16)-(7.32) is globally feasible. The resulting closed-

hoop adal)tive system is given by

re3 +i 2 - + (0- d1 )Tw(xl,Zr, yr)

.r,_ = -cdi.p- I + xp + (0 - I)P-i)WP-(Z 1 ,..., , ,.i , .-1. Yr. Y

3, = c _+ (0 ))T (X ,., I , P-, Yr, Y)) (7.33)

S ((/, Zr) + Z Oi (Di(Y' Zr)

, = . , ,(.rI .... t, i, i.. i- t , yr, . . . , i ) 1 < P

3 !! = + Yr.
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The stability and tracking properties of (7.33) will be established using the quadraticf u nl c t io n 

j IIi

IV'('' X' ' I2 (0 [ +)T(0 - j) (7.3-1)

The derivative of Vt along the solutions of (7.33), with ci > 2, 1 < i < p, is

c, 0 + (i- O)T(x - ,)+ ,+

I - p p-I

-z cx 2 + Ixl+,
i=1 i=1

p

< X < o. (7.35)
2=I

This proves that , is bounded. Hence x1 , ... , x. and VI, . . . , d. are bounded. The bound-

I e(til(es of r and y, implies that y is bounded. Combining this with Assumption 7.5 proves

that z is bounded. Therfore, the state vector of (7.33) is bounded. This fact, combined

Iwith Assumption 7.6, implies the boundedness of z, ( and u. Thus, the derivatives X1 , ... , i

are bounded. Now (7.34) and (7.35) imply that V is bounded and integrable. Moreover,

the boundedness of x1 , .. . , XP and x.,... ,P implies that f, is bounded. Hence, 1' -4 0 as

I t -- Do. which, combined with (7.35), proves that

lim xi(t) = 0 1 < I < p. (7.36)

IIn particular, this means that asymptotic tracking is achieved:

lim x1(t) = lim [y(t) - yr(t)] = 0. (7.37)

These results are summarized as:

I Theorem 7.7. Under Assumptions 7.1, 7.5 and 7.6, and the strict-feedback condition (7.11).

the adaptive design procedure (7.16)-(7.32), applied to the nonlinear system (7.1), yields

,global asymptotic tracking and boundedness of all the closed-loop signals. C

8 Discussion and Examples

With the help of two simple examples, we now discuss some of the main features of the new

adaptive scheme. The first example illustrates the systematic nature of the design procedure,
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while the second one compares the stability properties of the new scheme with those of the

nonlinearity-constrained scheme of [9].

3 Example 8.1 (Regulation). We first consider a "benchmark" example of adaptive non-

linear regulation:
=2

I il =Z2 + OzI

U 2 Z3

3 where 0 is an unknown constant parameter. This system violates both the geometric con-

ditions of the schemes proposed in [1,2,3] and the growth assumptions of [5,6,9,12]. In fact,

I the only available global result for this example was obtained in [7].

The system (8.1) is already in the form of (5.4) with 00 =- 1. Hence, this system satisfies

I the conditions of Theorem 5.4, which guarantees that the point z = 0, 1 = d2 03 = 0

is a globally stable equilibrium of the adaptive system. Moreover, for any initial conditions

z(O) E IR3 , (0I(0),112(0),03(0)) E VH3, the regulation of the state z(t) is achieved:

3 lim z(t) =0. (8.2)

The design procedure of Section 4, applied to (8.1), is as follows:

Step 0. Define x, = ZI.

I Step 1. Let d, be an estimate of 0 and define the new state x 2 as

3 x2 = 2x + z 2 +01 x. (+.3)

I Substitute (8.3) into (8.1) to obtain

, i = -2xi + X2 + Xi2(0 _ d,. 8.

I
Then, let the update law for i) be

31 = X 3. (8.5)

3 Step 2. Using (8.3) and (8.5), write i2 as

= 2(z2 + z2) + z3 + z)12x,(z 2 + Oz 2) + X5 (S.6)
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Let )2 be a new estimate of 0, and define the new state

X3 = 2x 2 + 2(z 2 + t 2z,)(1 + 1)1X1 ) + X' + z3 . (8.7)

1 Substitute (8.7) into (8.6) to obtain

I2 = -2x 2 + x3 + 2x'(1 + 1)x,)(o - d2). (8.8)

Then, let the update law for 72 be

I302 = 2x 2x2(1 + i9 1 ) (S.9)

Step 3. Using (8.3), (8.5), (8.7) and (8.8), write ±3 as

[= 2[-2x2 + X3 + 2x(l+ x)(0 - 1)2)] + 2 [z3 + 2z 1
0

2 (z2 + 0z')

+2zi X2 XI(I + 01I 1 (1 + i91xl) + 2(Z2 + d1) 1X + 191(Z2 ± 1 Oz)

+ 41(Z2 + Oz) + u. (8.10)

Let 13 be a new estimate of 9, and define the control u as

a=-2X3 - 2 [2X2 + X3 + 2x ( 1 + 1)1x1)(0 - 7)2) -2 [Z3 + 2Zi'J 2(Z2 + 0 4)

5 +2zx 2 x4(1 + 9ixI)] (1 + 79,xi) - 2(z 2 + 1)2)[1 + 9
1(z2  01)]

II -5X4( Z2 + oZ*).s.)

Substitute (8.11) into (8.10) to obtain

i3 = -2x 3 + [2x(1 + 2d)xl) + 4z302 + 201(Z2 + d2- )4 + 54] (0 - I)3). (8.12)

I Finally, let the parameter update law for 03 be

S1 3 = x 3 [24(1+ 20j1)=+ 4z312x+,2+(z 2 +1) 2 )+,+] . (8.13)

3 The resulting adaptive system is
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I

1ii = -xi + x2 + xi2(0 _ 1 1)

S-2 -2x 2 +x 3 +2xi( 0+ixI)(0-9 2)

1 3 - -2X 3 + [2xi(1 + 0Vxl) + 4t92 + 20 1 (z 2 + 02z ) + 51] (0- d3)

X 3 x~(8.14)

j2 = 2x2XI(I + ,.X,)

03 = X3 [2X2(1 + 0Jxi) + 4Z0 2 + 0)1 (z 2 + 2 2)z 2 + 5.6]

3 Using the Lyapunov function
1 [X2 + XI + X2 + (0 _ 0 )2 + (0 -o) 2 + 0-o) 2]  8x
9= 1 2 3 02 ( 03

it is siraightforward to establish the above mentioned global stability properties.

3 Example 8.2 (Tracking). Consider now the problem in which the output y of the nonlinear

system

3. = Z2 + z

a = -Z 3  (8.16)

Y = Zi ,

is required to asymptotically track the reference signal Yr = 0.1 sin t.

3 For the sake of comparison, let us first solve this problem using the scheme of [9]. This

scheme employs the control

3 UI =--- Z 3 + 1 ( 1 - Yr) ± k( + Z - 20 1zZ 2 - 2 2z, (8.17)

where 01, 62, the estimates of 0, 02, respectively, are obtained from the update laws:

0_ + V, + '0- + + "(~S
12 .18.8

I Using a relative-degree-two stable filter M(s), the variables ei, 1, 2 in (8.18) are defined as

e = -- O - -026 (8.19)

, = M(s) [2zlz 2 + k2z1] (8.20)

6 ~ = M(S) t2z 3 (8.21)

w" = AlI(s)[0 (2Zi 2 + 8 2z) + 02 (2z3)] , (8.22)
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Simulations of this system were performed with

M(s) = 2 +5 6 =1, k, =-6, k2 =-5, (8.23)

and all tle initial conditionb zero, except for zl(0), which was varied betwccn a and 0.4-5.

The results of these simulations are shown in Fig. 1. The response of the closed-loop system

is bounded for zi(0) sufficiently small, that is, for zi(0) < 0.45. However, for larger zi(0),

the response is unbounded. This behavior is consistent with the proof of Theorem 3.3

in [9], which guarantees boundedness for all initial conditions only under a global Lipschitz

assumption. In the above system, the presence of the term z2 leads to the violation of this

assumption.

3 The unbounded behavior in Fig. 1 is avoided by the new scheme, which results in a

globally stable adaptive system. This is illustrated by simulations in Fig. 2. The design

3 procedure of Section 7, applied to the system (8.16), results in the change of coordinates

X1 = Z1 - Yr (8.24)

X2 = 2(zi - Yr) + Z2 + zy r, - r4,

I the control

u = -z 3 - 3x 2 - 2(z 2 + - 2z')(1 + 1z) - x1 z' + 2P - ir, (8.25)

5 and the update laws

i , = XZI ,)2 = 2X2z, 1 + l.(8.26)I 2]

The above example illustrates an obvious advantage of the new scheme in the case of

strict-feedback systems: it guarantees global stability for all types of smooth nonlinearities.

3 Its advantages are less obvious, but still important, in the case of pure-feedback systems,

when the feedback linearization is not global. In this case, the new scheme provides an

3 estimate of the region of attraction, which is not the case with the schemes of [5,9,12]. On the

other hand, the schemes of [1,6] guarantee local results and give stability region estimates for

3 larger classes of systems than the scheme presented in this paper. In the case of pure-feedback

systems, it would be of interest to compare the sizes of stability regions obtained with
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Figure 1: Locally stable tracking with the adaptive scheme of [9].
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- Figure 2: Globally stable tracking with the new adaptive scheme.
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different schemes. Another significant task would be to compare their robustness properties.

I However, such tasks are beyond the scope of this paper.

19 Conclusions

The results of this paper have advanced in several directions our ability to control nonlinear

systems with unknown constant parameters. The most significant progress has been made

in solving the global adaptive regulation and tracking problems. The class of nonlinear

systems for which these problems can be solved systematically is now much larger than ever

I before. The strict-feedback condition precisely characterizes the class of systems for which

the global results hold with any type of smooth nonlinearities. For the broader class of

systems satisfying the pure-feedback condition, the regulation and stability results may not

be global, but are guaranteed in regions for which a priori estimates are given. It is crucial

that the loss of globality, when it occurs, is not due to adaptation, but is inherited from

the deterministic part of the problem. All these results are obtained using a step-by-step

procedure which, at each step, interlaces a change of coordinates with the construction of

3 an update law. Apart from the geometric conditions, this paper uses simple analytical tools,

familiar to most control engineers.
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