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Background In medical research both propensity score methods and logistic
regression analysis are used to estimate treatment effects in obser-
vational studies. From literature reviews it has been concluded that
treatment effect estimates from both methods are quite similar.
With this study we will show that there are systematic differences
which can be substantial.

Methods We used a simulated population with a known marginal treatment
effect and applied a propensity score method and logistic regression
analysis to adjust for confounding.

Results The adjusted treatment effect in logistic regression is in general
further away from the true marginal treatment effect than the
adjusted effect in propensity score methods. The difference is
systematic and dependent on the incidence proportion, the number
of prognostic factors and the magnitude of the treatment effect. For
instance, a substantial difference of 20% is found when the treat-
ment effect is 2.0, the incidence proportion is 0.20 and there are
more than 11 prognostic factors.

Conclusions Propensity score methods give in general treatment effect estimates
that are closer to the true marginal treatment effect than a logistic
regression model in which all confounders are modelled.

Keywords Propensity scores, confounding, adjusted treatment effect, logistic
regression, conditional treatment effect, marginal treatment effect,
observational studies

Introduction
A commonly used statistical method in observa-
tional studies that adjusts the estimated treatment

effect for confounding, is the method of propensity
scores (PS).1,2 This method focusses on the balance of
covariates between treatment groups before relating
treatment to outcome. In contrast, classical methods
like linear regression, logistic regression (LReg) or
Cox proportional hazards regression (Cox PH) directly
relate outcome to treatment and covariates by a
multivariable model. In two recent literature studies
it is concluded that treatment effects estimated by
PS methods and regression techniques are in general
fairly similar to each other.3,4 Instead of a focus on
the similarity in treatment effects between both
methods, we will illustrate that the differences
between PS methods and LReg analysis are systematic
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and can be substantial. We will also demonstrate that
treatment effect estimates from PS methods are in
general closer to the true marginal treatment effect
than the estimates from LReg analysis.

Systematic differences between
treatment effect estimates
In the literature review of Shah et al., the main con-
clusion was that PS methods resulted in similar
treatment effects compared to traditional regression
modelling.3 This was based on the agreement that
existed between the significance of treatment effect in
PS methods compared to LReg or Cox PH methods in
78 reported analyses. This agreement was denoted as
excellent (�¼ 0.79) and the mean difference in the
logarithm of treatment effects was quantified as 6.4%.
In the review of Stürmer et al. it was also stressed that
PS methods did not result in substantially different
treatment effect estimates compared to LReg or Cox
PH methods.4 They reported that in only 9 out of
69 studies (13%) the effect estimate differed by more
than 20%.

The results of these reviews can also be interpreted
differently: the dissimilarity between methods is sys-
tematic resulting in treatment effect estimates that
are on average stronger in LReg and Cox PH analysis.
In Shah et al. the disagreement between methods was
in the same direction: all eight studies that disagreed
resulted in a significant effect in LReg or Cox PH
methods and a nonsignificant effect in PS methods
(P¼ 0.008, McNemar’s test). Similarly, the treatment
effect in PS methods was more often closer to unity
than in LReg or Cox PH (34 versus 15 times,
P¼ 0.009, binomial test with �0¼ 0.5). In the review
of Stürmer et al., it turned out that substantial differ-
ences between both methods only existed when the
estimates in LReg or Cox PH were larger than in PS
methods.

For a more complete view we combined the results of
these two literature reviews by including all studies
that reported treatment effects for PS methods (match-
ing, stratification or covariate adjustment) and regres-
sion methods (LReg or Cox PH) and by excluding
studies that were found in both reviews. From all
96 studies there were twice as many studies in which
the treatment effect from LReg or Cox PH methods was
larger than from PS methods: 50 versus 24 (¼68%).
Testing the null hypothesis of equal proportions
(binomial test, �0¼ 0.5) resulted in a highly significant
difference (P¼ 0.003). The mean difference in the log-
arithm of treatment effects between both methods (�)3

was calculated at 5.0%, significantly different from
0 (P¼ 0.001, 95% confidence interval (CI): 2.0, 7.9).
In the 21 studies with treatment effects larger than an
odds ratio (OR) of 2.0 or smaller than 0.5 this mean
difference was considerably larger: �¼ 19.0%, 95% CI:
10.3, 27.6.

From these literature reviews we conclude that PS
methods significantly more often result in treatment
effects closer to the null hypothesis of no effect than
LReg or Cox PH methods. The larger the treatment
effects, the larger the differences.

Explaining the differences in
treatment effect estimates
The reason for the systematic differences between
treatment effect estimates from PS methods and
LReg or Cox PH methods can be found in the concept
of non-collapsibility of the OR and hazard ratio. In the
literature this phenomenon has been recognized
and described by many authors.5–15 Although this
concept has different interpretations and is sometimes
used as a synonym for confounding, we will distin-
guish between both concepts.11 The concept of non-
collapsibility can be easiest understood in the absence
of confounding, where confounding is defined as
bias in estimating the true treatment effect due to
differences in the distributions of prognostic factors
between treatment groups.

When two populations exist that are similar on all
prognostic factors (for instance one treated and one
untreated), these populations are called exchangeable.
In such situations a marginal treatment effect can be
estimated, on average similar to the treatment effect
in randomized studies: this is the effect of treating a
certain population instead of not treating that popu-
lation. Note that this treatment effect is defined by
only relating treatment to outcome, without using
covariates. That means that it can be estimated with-
out adjustment for covariates by an unadjusted treat-
ment effect, for instance by a difference in means,
a risk ratio or an OR. When on the other hand both
populations are not similar on prognostic factors, as is
to be expected in observational studies, one should
estimate an adjusted treatment effect, trying to adjust
for all potential confounders. This can be done for
instance by any multivariable regression model or by
one of the PS methods. The type of treatment effect
as will be estimated when covariates are involved,
is also called a conditional treatment effect or subject-
specific effect.9

When treated and untreated populations are exactly
similar on all covariates, unadjusted and adjusted
treatment effects should coincide, because the pri-
mary objective of adjustment is to adjust for dissim-
ilarities in covariate distributions: if there are none,
ideally adjustment should have no effect. Unfortu-
nately, this is not generally true, for instance when
ORs from LReg analysis are used to quantify treat-
ment effects. Consider two LReg models:

logitðyÞ ¼ �1 þ �tt ð1Þ

logitðyÞ ¼ �2 þ �
�
t tþ �1x1 ð2Þ
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where y is a dichotomous outcome, t a dichotomous
treatment, x1 a dichotomous prognostic factor and
�1 and �2 constants, e�t the unadjusted treatment
effect, e�

�
t the adjusted treatment effect and e�1 the

effect of x1.
Suppose that in a certain situation only one prog-

nostic factor exists (x1) with a different distribution
for both treatment groups. An adjusted treatment
effect ��t will in general be interpreted as an estimate
for the true marginal treatment effect, i.e. the effect
that would be found when both treatment groups had
similar distributions of x1. But when in reality the
distribution of x1 is similar for both treatment groups
and model 2 is applied, it turns out that the adjusted
treatment effect estimate ��t does not equal the unad-
justed treatment effect �t. More generally, when both
treatment groups are similar with respect to their
covariate distributions, the adjusted and unadjusted
treatment effects will not coincide in non-linear
regression models or generalized linear models with
another link function than the identity link (equalling
a linear regression analysis) or log-link. We refer to
the literature for a mathematical explanation of this
phenomenon5,6,16 and will illustrate in the next para-
graph its implications for the comparison between
LReg and PS methods in epidemiological research.

Adjusting for equally distributed
prognostic factors
To illustrate the non-collapsibility of the OR, we
created a data set of n¼ 100 000, a binary out-come y
(�y varying from 0.02 to 0.20), a treatment t (�t¼ 0.50)
and 20 binary prognostic factors x1, . . . , x20 with
�x1
¼ . . .¼�x20

¼ 0.50 and e�x1 ¼ . . .¼ e�x20 ¼ 2.0. These
factors, which we will call non-confounders, were exactly
equally distributed across treatments t¼ 1 and t¼ 0.
The true average treatment effect is therefore known
and equals the unadjusted effect of treatment on
outcome e�t in Equation 1, which was set to 2.0.
First we included the factor x1 in the LReg model
of Equation 2 and calculated an adjusted treatment
effect e�

�
t . We extended this model by including the

factors from x2 to x20 and calculated the corresponding
adjusted treatment effects. Because this data set is only
created to illustrate a mathematical result, sampling is
not necessary here.

In Figure 1 all these adjusted treatment effects were
plotted for various incidence proportions. For exam-
ple, with an incidence proportion of �y¼ 0.10 the
adjusted treatment effect is estimated as nearly 2.16
in a LReg model with 10 non-confounders and as 2.43
in a model with 20 non-confounders. Its increase
is stronger when the incidence proportion is higher.
Also an increase in the strength of the treatment
effect (here fixed at 2.0) or an increase in the strength
of the association between non-confounders and out-
come (also fixed at 2.0) will increase the difference

between adjusted and unadjusted treatment effect
estimates (data not shown).17

This is in sharp contrast with PS methods for which
treatment effects remain unchanged, irrespective of
the number of covariates in the PS model, the inci-
dence proportion, the strength of the treatment effect
and the strength of the association between non-
confounders and outcome. The reason is that all
prognostic factors are equally distributed between
treatment groups (univariate as well as multivariate),
which means that the calculated PS is constant for
every individual. Stratification on the PS or including
the PS as a covariate will leave the unadjusted treat-
ment effect unchanged. Although it seems obvious,
it illustrates an important difference between PS
methods and LReg: PS methods concentrate on simi-
larity of groups, while LReg analyses model the out-
come. Because the treatment effect for both analyses
is the OR, it will cause differences between the effect
estimates.

Adjusting for imbalanced
prognostic factors
Perfectly balanced treatment groups, as used in the
previous paragraph, are quite exceptional in practice.
In general, treatment groups will differ from each
other with respect to covariate distributions, in obser-
vational studies (systematic and random imbalances),
but also in randomized studies (random imbalances).
In this paragraph, we will explore the differences
between LReg and PS analysis when adjustment takes
place for imbalanced prognostic factors. In simulation
studies it is common to create imbalance between
treatment groups by first modelling treatment as a
function of covariates and then outcome as a function
of treatment and covariates.18–21 Unfortunately, the
treatment effect that is defined in such studies as the

Number of non-confounding prognostic factors included in the model
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Figure 1 Adjusted treatment effects for 1–20
non-confounding prognostic factors and various
incidence proportions in LReg and PS stratification
(n¼ 100 000, e�t ¼ 2:0)
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true treatment effect is an adjusted treatment effect
which is conditional on the covariates that has been
chosen in the true model. One solution is to calcu-
late such a true treatment effect with an iterative
procedure,22 but still all data are based on LReg
models, one of the methods to be evaluated.23 These
problems can be circumvented when one starts with
a balanced population with a known treatment effect
in which no outcome model is involved in generating
the data. By using the imbalances on prognostic
factors that appear in random samples, the effects of
adjustment between LReg and PS methods can be
compared. Random imbalances are indistinguish-
able from systematic model-based imbalances at the
level of an individual data set: they only differ from
one another by the fact that random imbalances
will cancel out when averaged over many samples.
For illustrating the differences between LReg and PS
methods when adjusting for imbalances it is not
important how imbalances have arisen.

Simulations
We created a population of n¼ 100 000, a binary
outcome y (�y¼ 0.30), treatment t (�t¼ 0.50) and five
normally distributed prognostic factors x1, . . . , x5 with
mean¼ 0.50, standard deviation¼ 0.4 and e�x1 ¼ . . .¼
e�x5 ¼ 2.0. The true marginal treatment effect in the
population was set to e�t ¼ 2.5. To randomly create
imbalances, we took 1000 random samples with
varying sample sizes (n¼ 200, 400, 800 and 1600).
The LReg model used for adjustment is:

logitðyÞ ¼ �y þ �
�
t tþ �1yx1 þ � � � þ �5yx5 ð3Þ

and the PS are calculated as:

PS ¼
elogitðtÞ

1þ elogitðtÞ
ð4Þ

with logit(t)¼ �tþ �1 tx1þ . . .þ �5t x5.
To adjust for confounding we stratified subjects

on the quintiles of the PS and calculated a common
treatment effect using the Mantel-Haenszel estimator.

Comparison of adjusted treatment effects
For all 1000 samples adjusted treatment effects were
estimated by LReg analysis (Equation 3) and PS
stratification with five strata based on the quintiles of
the PS (Equation 4). In Figure 2, density estima-
tion24,25 is used to illustrate that the ratio of adjusted
treatment effects in a LReg analysis with n¼ 400 are
nearly 9% larger than those in PS stratification: in
almost all samples (97%) this ratio is larger than one,
indicating larger effects for LReg analysis. This
confirms the results found in the two literature reviews
that LReg or Cox PH result in general in higher
treatment effects than PS analysis (50/74¼ 68%). The
difference between both percentages is due to the
diversity in models, treatment effects, sample sizes and

number of confounders that were found in the
literature.

In Table 1, the results are summarized for various
sample sizes. Between sample sizes of 400, 800 and
1600 there are only minor differences in the mean
and median ratio. Overall it can be concluded that
with the chosen associations and number of covari-
ates, the adjusted treatment effect in LReg is 8–10%
higher than in PS analysis, slightly decreasing with
sample size. We also varied the number of strata (5, 7
or 10), which has in this setting only negligible effects
on the results.

Comparison of adjusted and unadjusted
treatment effects
Apart from a comparison between LReg and PS
methods, it is relevant to compare the adjusted
effect in both methods to the unadjusted, marginal
effect. Ideally, the average of the ratio of adjusted to
unadjusted effect should be located around one,
because then the adjusted effect is an unbiased esti-
mator for the true treatment effect.

The results are presented in Figure 3 for sample
sizes of 400. It can be seen that the distribution for PS
stratification is centered around 1.0, while the distri-
bution for LReg analysis is located further to the
right. This means that when the adjusted, conditional

Ratio of adjusted odds ratio in logistic regression compared to propensity score analysis
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Figure 2 Density function of the ratio of adjusted odds
ratios of treatment effect in LReg compared with PS analysis,
1000 samples of n¼ 400

Table 1 Summary measures of the ratio of adjusted
odds ratios of treatment effect in LReg compared with
PS analysis in 1000 samples

n¼ 200 n¼ 400 n¼ 800 n¼ 1600

Mean 1.102 1.087 1.085 1.082

Median 1.094 1.081 1.082 1.082

Standard deviation 0.096 0.055 0.038 0.030

Fraction41 0.887 0.970 0.994 0.999
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treatment effect is used instead of the unadjusted
treatment effect (which equals in this setting on
average the true marginal effect), LReg analysis
overestimates this effect on average with 12%. In
contrast, PS stratification only results on average
in an overestimation of less than 3%. Another differ-
ence is the smaller standard deviation in PS analysis
(0.074) compared to LReg (0.094). When the number
of prognostic factors, the incidence proportion, the
strength of the treatment effect or the strength of the
association between prognostic factors and outcome is
increased, the overestimation in LReg compared to PS
methods will also increase.17

Conclusion and discussion
In medical studies, LReg analysis and PS methods are
both applied to estimate an adjusted treatment effect
in observational studies. In the literature, the effect
estimates of both methods are often classified as
‘similar’ and ‘not substantially different’. We pointed
out that the differences between the methods are
due to the use of the OR as treatment effect and the
non-collapsibility of this measure. The differences
between PS methods and LReg analysis are systematic
and can be substantial, especially when the number
of prognostic factors is more than five, the treat-
ment effect is larger than an OR of 1.25 (or smaller
than 0.8) or the incidence proportion is between 0.05
and 0.95. This difference is frequently overlooked by
analysts in the literature. With respect to the objective
to adjust for the imbalance of covariate distributions
between treatment groups, we illustrated that the
estimate of PS methods is in general closer to the true
marginal treatment effect than the estimate of LReg
analysis.

We showed that the number of included factors in
the outcome model is one of the explanations for the

difference in treatment effect estimates between the
studied methods in which ORs are involved. For PS
methods without further adjustment, this is only
two (i.e. the PS and treatment), while for LReg this
is in general much larger (the number of included
covariates plus one). For that reason it is to be
expected that the main results are not largely depen-
dent on the specific PS method used (stratification,
matching, covariate adjustment or weighting), except
when PS methods are combined with further adjust-
ment for confounding by entering some or all covari-
ates separately in the outcome model. Besides PS
stratification we also used covariate adjustment using
the PS. We hardly found any differences and spec-
ulate that the same is true for other PS methods like
matching or weighing on the PS.

We used only the most simple PS model (all covari-
ates linearly included) and did not make any effort to
improve the PS model in order to minimize imbal-
ances.26 When a more optimal PS model has been
chosen, it is to be expected that the PS estimate will
be closer to the true marginal treatment effect than
reported above.

When two alternative adjustment methods give
different results, naturally the question arises which
one to use. In the literature one will often find the
argument that physicians are more interested in
conditional effects because they have to make appro-
priate treatment decisions for individual patients,
while marginal effects are more suitable for epide-
miologists or policy makers who want to know the
treatment effect for a specified population.18 It is true
that in clinical practice decisions are made for indi-
vidual patients, but the conditional effect estimated
in a LReg analysis is still averaged over subgroups.
Furthermore, individual treatment decisions can be
better made on absolute risk reductions instead of
relative risks or ORs.27 Also, when we review the
literature on treatment effects it is clear that most
authors have a marginal effect in mind, the effect that
would have been found when it was possible to
do a randomized study.3,4,28–31 These arguments will
favour PS methods as adjustment method above LReg
analysis, because the former is in general closer to the
marginal treatment effect.
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