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Abstract
In this paper we propose a new approach to estimating the systematic risk
(the beta of an asset) in a capital asset pricing model (CAPM). The proposed
method is based on a wavelet multiscaling approach that decomposes a given
time series on a scale-by-scale basis. At each scale, the wavelet variance of
the market return and the wavelet covariance between the market return and a
portfolio are calculated to obtain an estimate of the portfolio’s beta. The
empirical results show that the relationship between the return of a portfolio
and its beta becomes stronger as the wavelet scale increases. Therefore, the
predictions of the CAPM model are more relevant in the medium long run as
compared to short time horizons.

1. Introduction
In its simplest form, the capital asset pricing model (CAPM)
predicts that the excess return of a stock (return over the riskless
rate of return) should be proportional to the market premium
(market return over the riskless rate of return)6. Early empirical
studies on the CAPM such as Black et al (1972) and Fama
and MacBeth (1973) were supportive of the implications of
the model. That is, the average return of high beta stocks was
higher than the average return of low beta stocks. Furthermore,
the relationship was roughly linear, although the slope was too
flat to support the CAPM strongly (Campbell 2000).

Amongst many others, some studies of beta estimations
concentrated on the stability of beta over time (Harvey
1989), the borrowing constraints (Black 1972), the impact of
structural change and regime switches (Garcia and Ghysels

5 Author to whom any correspondence should be addressed.
6 The proportionality factor is known as the ‘systematic risk’ or the ‘beta’ of
an asset. See Campbell (2000) and Cochrane (1999) for a survey of the recent
developments in the finance literature in general and asset pricing in particular.

1998), the effect of world markets and volatility (Bekaert
and Harvey 1995, 1997, Harvey 1991), non-synchronous data
issues (Scholes and Williams 1977), the time horizon of
investors (Levhari and Levy 1977) and the impact of return
interval (Brailsford and Faff 1997, Brailsford and Josev 1997,
Cohen et al 1986, Frankfurter et al 1994, Hawawini 1983,
Handa et al 1989, 1993). The studies on the impact of return
interval on beta estimates point out the importance of the
timescale issue. An early study by Levhari and Levy (1977)
shows that if the analyst uses a time horizon shorter than the
true one, the beta estimates are biased. Fama (1980, 1981)
provides evidence that the power of macroeconomic variables
in explaining the stock prices increases with increasing time
length. Handa et al (1989) report that different beta estimates
are possible for the same stock if different return intervals are
considered. Similarly, Handa et al (1993) reject the CAPM
when monthly returns are used but fail to reject the CAPM
if the yearly return interval is employed. Cohen et al (1986)
and references therein provide ample evidence that the beta
estimates are sensitive to return intervals. By using Australian
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Figure 1. Dell stock return (vertical axis) versus S&P500 return, measured at different time periods. Notice that the relation between a
stock return (Dell) and the market (S&P500) differs if the estimation is made with daily, weekly, bi-weekly or monthly data. The estimated
beta of the stock (Dell) increases from 1.70 (daily) to 2.41 (monthly) as the time horizon increases. Sample period is 2 January
1995–2 January 2001 (1511 days).

equity market data, Brailsford and Faff (1997) report that the
CAPM model (with a GARCH-M specification) is supported
for weekly and monthly interval returns while the greatest
support is found in the weekly return intervals. The daily
return interval in that study does not support the CAPM.

To illustrate the effect of different time intervals on beta
estimation, we chose a stock (Dell) from the US market and
calculated its beta at different time horizons. The return of
Dell versus S&P500 is presented in figure 1 for different time
horizons. The estimated beta of the stock increased from 1.70
(daily) to 2.41 (monthly) with increased time intervals7. This
example shows that it makes a difference if one employs daily,
weekly or monthly data to estimate systematic risk. Notice

7 The data source is the Datastream. The 90 day treasury bill is assumed to
be the risk-free return asset in beta estimation. Sample period is 2 January
1995–2 January 2001 (1511 days).

that when the return interval is increased in a given sample
period, the number of sample points decreases, which results
in loss of information.

It is not only the time interval which makes a difference
in beta estimation, but also the sampling rule employed to
construct a particular time series. For example, in constructing
a monthly time series from daily data, the last business day
of each month might be accepted as a representative of that
month. However, there is no reason why the day before the
last business day of each month should not be a representative
day or two business days before the last business day and so
on. Figure 2 gives a stock’s (Dell) monthly beta estimates by
sampling different days of the month. The first day on the
horizontal axis represents the last business day of each month,
the second day is the business day before the last business day
of the month and so on. The last day represents 18 business
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R Gençay et al QUANTITATIVE FI N A N C E

� � � � 	� 	� 	� 	� 	�
	��

	��

	��

	��

	��

	��

���

��	

���

���

���

�
��



�
� 

Figure 2. A stock’s (Dell) monthly beta estimates by sampling
different days of the month. The first day on the horizontal axis
represents the last business day of each month, the second day is the
business day before the last business day of the month and so on.
The last day represents 18 business days before the last day of each
month. Sample period is 2 January 1995–2 January 2001 (72
months).
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Figure 3. Wavelet estimate of a stocks’ beta (Dell) at different
timescales. The wavelet scales are such that scale 1 captures
dynamics with 2–4 day period, scale 2 with 4–8 day period
dynamics, scale 3 with 8–16 day period dynamics, scale 4 with
16–32 day period dynamics, scale 5 with 32–64 day period
dynamics and scale 6 with 64–128 day period dynamics. Sample
period is 2 January 1995–2 January 2001 (1511 days).

days before the last day of each month. The sample period is
2 January 1995–2 January 2001 (72 months). It is clear that
the estimated monthly beta widely fluctuates as a function of
the day of the month. Notice that some of the estimated betas
significantly differ from others.

In this paper, we propose a new approach to estimating
the systematic risk (beta) in the CAPM. The proposed method
is based on wavelet analysis which enables us to decompose
a time series measured at the highest possible frequency into
different timescales. Hence, it provides a natural platform to
investigate the beta behaviour (systematic risk) at different time

horizons without losing any data points. As an example of the
proposed approach, figure 3 plots wavelet estimates of a stock’s
beta (Dell) at different timescales. The wavelet scales are such
that scale 1 captures dynamics with a 2–4 day period, scale 2
with 4–8 day period dynamics, scale 3 with 8–16 day period
dynamics, scale 4 with 16–32 day period dynamics, scale 5
with 32–64 day period dynamics and scale 6 with 64–128 day
period dynamics. Sample period is 2 January 1995–2 January
2001 (1511 days).

The empirical results show that the relationship between
the return of a portfolio and its beta becomes stronger as the
scale increases. Therefore, the predictions of the CAPM are
more relevant at a medium long run horizon as compared to
short time horizons. The weak relation between the return of a
portfolio and its beta at lower scales is probably caused by low
signal-to-noise ratio at these scales. The existence of noise
traders (traders selling or buying stock for non-fundamental
reasons) and other anomalies such as infrequent trading and
bid–ask bounce might be some of the reasons behind this low
signal-to-noise ratio.

This paper is structured as follows. The CAPM model is
presented in section 2. The wavelet multiscale analysis, the
wavelet variance and covariance are presented in section 3.
The multiscale beta estimation with S&P500 stocks is studied
in section 4. We conclude in section 5.

2. Capital asset pricing model (CAPM)
The CAPM naturally arises from the utility maximization
problem of a representative agent8. Consider a consumer with
a horizon of T periods who wants to maximize the present
discounted value of expected utility:

max E0

[T −1∑
t=0

1

(1 + θ)t
U(ct )

]
, (1)

where E0 denotes expectation conditional on information at
time zero, θ is the subjective rate of time preference, U(·) is
the utility function and ct is consumption. Suppose that the
consumer can allocate his wealth among (n − 1) risky assets
with an rit rate of return and a riskless asset with a rate of return
r0t . The maximization results in n first-order conditions in the
following form:

U ′(ct ) = E[U ′(ct+1)(1 + rit )]

1 + θ
, i = 0, . . . , n − 1. (2)

These first-order conditions show that the consumer must
choose a consumption path such that the marginal utility of
consumption for this period must be equal to the discounted
expected marginal utility of the consumption for the next
period. The first-order conditions must hold regardless of the
characteristics of the assets, whether they are risky or riskless.
By rearranging the first-order conditions in equation (2),

E[U ′(ct+1)(rit − r0t )] = 0, i = 1, . . . , n − 1, (3)

8 See Blanchard and Fischer (1989, ch 10) and Gençay et al (2001a, ch 3).
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which may be rewritten as

E[U ′(ct+1)]E[rit − r0t ] + Cov [U ′(ct+1), rit ] = 0,

i = 1, . . . , n − 1.
(4)

At equilibrium, the return from asset i must satisfy the
following equation:

E(rit ) = r0t − Cov[U ′(ct+1), rit ]

E[U ′(ct+1)]
, i = 1, . . . , n − 1.

(5)
According to equation (5), the investor will invest in an asset
with an expected rate of return less than the risk free rate of
return if the asset return has a positive relationship with the
marginal utility of consumption. This is because the asset is
a hedging tool for consumption smoothing as it provides a
higher rate of return when the marginal utility of consumption
is high and a lower rate of return when the marginal utility of
consumption is low9.

Suppose that there exists an asset m such that its return is
negatively related with the marginal utility of consumption in
the next period so that U ′(ct+1) = −γ rmt for some positive γ .
It follows that

Cov[U ′(ct+1), rit ] = −γ Cov(rit , rmt ). (6)

Equation (5) must hold for asset m as well. Therefore,

E(rmt ) = r0t − Cov[U ′(ct+1), rmt ]

E[U ′(ct+1)]
(7)

or

E(rmt ) = r0t +
γ σ 2

m

E[U ′(ct+1)]
, (8)

where σ 2
m is the return variance for asset m. It follows that

E(rit ) = r0t +

[
Cov(rit , rmt )

σ 2
m

]
[E(rmt ) − r0t ]. (9)

Notice that the return from asset m is assumed to be
negatively correlated with the marginal utility of consumption
in the next period. If we assume that m is the market portfolio
(all traded assets in the market), equation (9) is known as the
security market line in the CAPM of Sharpe (1964) and Lintner
(1965). Equation (9) implies that the excess return from asset
i (in excess of the risk free asset return) should be proportional
to the market premium (market return in excess of the risk free
asset return). The proportionality factor is known as systematic
risk, or the beta of an asset,

βi = Cov(rit , rmt )

σ 2
m

. (10)

In empirical finance, the usual estimator for the beta is the OLS
estimate from the following regression:

(rit − r0t ) = βi(rmt − r0t ) + εit (11)

where εit is the white noise disturbance term. We now propose
an alternative multiscale estimator for the systematic risk or
beta of an asset in equation (10).

9 Because of the diminishing marginal utility assumption, the marginal utility
of consumption is high when the level of consumption is low and the marginal
utility of consumption is low when the level of consumption is high.

3. Wavelets
Wavelet filters provide an easy vehicle to study the
multiresolution properties of a process. It is important to
realize that economic/financial time series may not need to
follow the same relationship as a function of time horizon
(scale). Hence, a transform that decomposes a process
into different time horizons is appealing as it differentiates
seasonalities, reveals structural breaks and volatility clusters
and identifies local and global dynamic properties of a process
at these timescales.

With respect to economics and finance, the works
of Ramsey and co-authors first introduced wavelets into
mainstream literature. Ramsey and Zhang (1997) performed
a time–frequency analysis of foreign exchange rates using
wavelets. They found that wavelet analysis succinctly captured
a variety of nonstationary events in the series. Ramsey
and Lampart (1998a, 1998b) decomposed economic variables
across several wavelet scales in order to identify different
relationships between money and income, and between
consumption and income. See Ramsey (1999) for a recent
review article on wavelets in economics and finance.

Gençay et al (2001a) presented a general framework for
the basic premise of wavelet filtering within the context of
economic/financial time series. The authors illustrate that a
number of concepts such as nonstationarity, multiresolution
and approximate decorrelation emerge from wavelet filters.
Wavelet filtering provides a natural platform to deal with
the time-varying characteristics found in most financial time
series, and thus the assumption of stationarity may be
avoided. Gençay et al (2001b) proposed a simple method
for intraday seasonality extraction that is free of model
selection parameters. Their methodology is based on a
wavelet multiscaling approach which decomposes the data
into its low and high frequency components. Gençay et al
(2001c) investigated the scaling properties of foreign exchange
volatility through a multiscale decomposition of the variance
and covariance between two time series on a scale-by-scale
basis. It is shown that foreign exchange rate volatilities follow
different scaling laws at different horizons.

3.1. Multiscale analysis

The economy consists of several agents with different time
horizons when it comes to making a consumption-saving
decision. Therefore, the predictions of the CAPM model
should be investigated at different timescales. The different
estimates of beta for the same asset at different return intervals
documented in the empirical research probably reflects this
fact10. Wavelet analysis is a natural tool used to investigate
different timescale properties of beta as it enables us to
decompose returns on a scale-by-scale basis.

Unlike the Fourier transform, which uses sine and cosine
functions to project the data on, the wavelet transform utilizes a
wavelet function that oscillates on a short interval of time. The
Haar wavelet is a simple example of a wavelet function that

10 Bjornson et al (1999) investigate the influence of low and high frequency
macroeconomic forces on asset pricing and show that different frequency
dynamics have different effects on the systematic risk.
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may be used to obtain a multiscale decomposition of a return
series. The Haar wavelet filter coefficient vector, of length
L = 2, is given by h = (h0, h1) = (1/

√
2, −1/

√
2). Three

basic properties characterize a wavelet filter11:
∑

l

hl = 0,
∑

l

h2
l = 1,

and
∑

l

hlhl+2n = 0 for all integers n �= 0.
(12)

That is, the wavelet filter sums to zero, has unit energy
and is orthogonal to its even shifts. These properties are
easily verified for the Haar wavelet filter. The first property
guarantees that h is associated with a differencing operation
and thus identifies changes in the data. The second ensures
that the coefficients from the wavelet transform will have the
same energy as the data, where energy is defined to be the sum
of squares. Thus, no extra information has been added through
the wavelet transform nor has any information been excluded.
The third property allows for efficient construction of an
orthogonal transform and therefore efficient implementation
on a computer. The complementary filter to h is the Haar
scaling filter g = (g0, g1) = (1/

√
2, 1/

√
2), which possesses

the following attributes:

∑
l

gl =
√

2,
∑

l

g2
l = 1,

and
∑

l

glgl+2n = 0 for all integers n �= 0.
(13)

The scaling filter follows the same orthonormality properties of
the wavelet filter, unit energy and orthogonality to even shifts,
but instead of differencing consecutive blocks of observations
the scaling filter averages them. Thus, g may be viewed as a
local averaging operator. Additional information regarding
wavelet filters, including the Haar and longer compactly
supported orthogonal wavelets, and their properties may be
found in, for example, Mallat (1998) and Gençay et al (2001a).

The Haar wavelet filter coefficients h, when applied to a
return series rt , produce the following wavelet coefficients:

√
2w̃1t = h0rt + h1rt−1, t = 0, 1, . . . , T − 1. (14)

The factor of
√

2 is necessary to guarantee that the squared
norm of the wavelet coefficients is equivalent to the squared
norm of the return series. We do not reference a particular asset
with rt in equation (14) in order to simplify notation. Thus,
the wavelet coefficient w̃1t is a weighted difference between
consecutive returns. The Haar scaling filter coefficient vector
g is used to produce the scaling coefficients

√
2ṽ1t = g0rt + g1rt−1, t = 0, 1, . . . , T − 1. (15)

In contrast to w̃1, the scaling coefficients ṽ1 are based on local
averages (of length two) of the original returns. By collecting
both sets of coefficients into w̃ = (w̃1, ṽ1), we have separated

11 We are specifically concerned with the Haar and other compactly supported
orthogonal wavelets such as those of Daubechies (1992).

(or filtered) the high frequency and low frequency content from
the original returns.

The wavelet coefficients w̃1 are associated with the
high frequency content of the returns rt . By the spectral
representation theorem, the spectrum of rt contains all
frequencies between zero and 1/2 cycles per time unit �t .
The wavelet coefficients w̃1 are therefore associated with
the frequencies in the interval [1/4, 1/2]. We can apply
the convolutions in equations (14) and (15) to the scaling
coefficients ṽ1 (instead of the returns rt ) in order to produce
the wavelet coefficients w̃2 associated with the frequency
interval [1/8, 1/4], and scaling coefficients ṽ2 associated
with the frequency interval [0, 1/8]. This procedure may
be repeated up to the level J � log2 T with the resulting
wavelet and scaling coefficients organized into the vector
w̃ = (w̃1, w̃2, . . . , w̃J , ṽJ ). The wavelet coefficients from
level j = 1, 2, . . . , J are associated with the frequency interval
[1/2(j+1), 1/2j ] while the remaining scaling coefficients ṽJ are
associated with the remaining frequencies [0, 1/2(j+1)].

The procedure of filtering output from a previous filtering
operation is known as a filter cascade and allows one to relate
the final filtered series to the original series via a single filter.
We explore this connection using the Haar wavelet filter. Let
us define a filter h′ = (h0, 0, h1) to be the Haar wavelet filter
with a zero between the two coefficients. The level 2 Haar
wavelet filter is given by12

h2,t = {g ∗ h′
t } =

L−1∑
u=0

guh
′
t−u, t = 0, . . . , 3, (16)

so that h2 = (1/2, 1/2, −1/2, −1/2) and has length L2 =
3L − 2 = 4. Instead of the recursive procedure described
above, the wavelet coefficients w̃2 may be obtained using h2

via 2w̃2 = {h2 ∗ rt } (the factor of two is a normalization
constant). The level 2 Haar wavelet filter first averages two
pairs of returns from rt and then proceeds to difference them.
Thus, the wavelet coefficients w̃2 are associated with changes
on a scale of two. By defining g′ = (g0, 0, g1), the level 2
Haar scaling filter is

g2,t = {g ∗ g′
t } =

L−1∑
u=0

gug
′
t−u, t = 0, . . . , 3, (17)

so that g2 = (1/2, 1/2, 1/2, 1/2). We see that g2 is a simple
average of four consecutive returns from rt . The scaling
coefficients ṽ2 may be obtained directly using g2 via 2ṽ2 =
{g2∗rt }. Higher scales of wavelet and scaling filter coefficients
may be obtained by convolving the length L = 2 filters h and g

with increasing numbers of zeros inserted between coefficients.
For example, let h′′ = (h0, 0, 0, h1) and define the level 3 Haar
wavelet filter to be h3 = {{g ∗ g′

t } ∗ h′′
t } with coefficients

h3 =
(

1√
8
,

1√
8
,

1√
8
,

1√
8
,
−1√

8
,
−1√

8
,
−1√

8
,
−1√

8

)
, (18)

12 The convolution operator defined by ct = {a ∗ bt } assumes an infinite
sequence of coefficients, but since all but a few coefficients from wavelet filters
are non-zero we choose to only include those indices that produce non-zero
coefficients.
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with length L3 = 7(L − 1) + 1. In general, the length of a
level j wavelet filter is given by Lj = (2j − 1)(L − 1) + 1
from the successive applications of the convolution operator.
If we convolve h3 with rt it is clear that averages of length
four are applied to consecutive blocks of returns and then
those consecutive blocks are differenced, thus the wavelet
coefficients

√
8w̃3 = {h3 ∗ rt } are associated with changes

on a scale of four returns. If we construct the level 3 Haar
scaling filter g3 = {{g ∗ g′

t } ∗ g′′
t }, with coefficients

g3 =
(

1√
8
,

1√
8
,

1√
8
,

1√
8
,

1√
8
,

1√
8
,

1√
8
,

1√
8

)
, (19)

we observe an average of eight consecutive blocks of returns.
The filter cascade procedure may be repeated by forming filters
with more and more zeros inserted between filter coefficients.

The interpretation of wavelet coefficients as the difference
of averages formed using 2j−1 returns is natural when using
the Haar wavelet filter. Likewise, scaling coefficients are a
straightforward average of 2j returns. When decomposing
rt using the wavelet transform, we are actually separating
layers of information associated with different timescales that
increase with the level of the transform. Although beyond
the scope of this paper, longer wavelet filters13 also retain
this interpretation as the difference of averages. After the
wavelet coefficient vector associated with changes at the
longest timescale, the remaining information is captured in
the scaling coefficients.

3.2. Wavelet variance and covariance

An important characteristic of the wavelet transform is its
ability to decompose (analyse) the variance of a time series.
When discussing the wavelet transform in the previous section,
we pointed out that a vector of wavelet coefficients is associated
with changes at a particular scale. This means that each
wavelet coefficient was constructed using a difference of two
(weighted) averages. Applying the wavelet transform to a
return series produces a decomposition on a scale-by-scale
basis.

If we assume that dependence structure of our return rmt

is independent of time (this is true for stationary time series),
then we may define the time-independent wavelet variance, or
just the wavelet variance, of asset m associated with level j to
be

σ 2
mj = Var(w̃mj ). (20)

That is, the level j wavelet variance is simply the variance of
the wavelet coefficients at that level and may be estimated using
all wavelet coefficients not affected by the boundary (Gençay
et al 2001a, ch 7).

Let rmt and rnt be the return from two distinct assets
m and n. We obtain a wavelet decomposition for each
asset by applying the wavelet transform to rmt and rnt

individually, yielding the wavelet coefficient vectors w̃m and
w̃n, respectively. The wavelet covariance between rmt and rnt

for level j is given by Cov(w̃mj , w̃nj ) and unbiased estimation

13 The compactly supported wavelet filters of Daubechies (1992) have been
widely used.

is provided in Gençay et al (2001a, ch 7). The decomposition
of covariance between rmt and rnt is valid provided one uses
the wavelet transform outlined in the previous section.

4. Empirical results
Our data set consists of all the stocks listed in the S&P500 index
between 1 January 1973 and 1 November 2000 for portfolio
construction purposes. The corresponding market portfolio is
taken to be the S&P500 index. The risk free rate of return r0t is
assumed to be the daily rate of return from the 90 day treasury
bill14. The sample size is 7263 days (roughly 28 years).

The daily return of each stock is calculated as the log price
difference

rit = log Pit − log Pit−1, (21)

where Pit is the price of asset i at day t . The market return,
rmt , is taken as the log difference of the S&P500 index

rmt = log St − log St−1, (22)

where St is the index value at day t . During the entire sample
period, the beta of each individual stock is calculated from
a one year subsample using the wavelet beta estimator βw

ij

utilizing the LA(8) wavelet filter15 for scales j = 1, 2 . . . , 6:

βw
ij = Cov

(
w̃mj , w̃ij

)
σ 2

mj

, (23)

where σ 2
mj = Var(w̃mj ) is the wavelet variance of the market

premium (the difference between market return rmt and the risk
free return r0t , see equation (11)) at the wavelet scale j and
Cov

(
w̃mj , w̃ij

)
is the wavelet covariance at wavelet scale j

between the individual stock premium (the difference between
return rit and the risk free return r0t ) and the market premium.
Since we employ daily data in our analysis, wavelet scales are
such that scale 1 is associated with 2–4 day period dynamics,
scale 2 with 4–8 day period dynamics, scale 3 with 8–16 day
period dynamics, scale 4 with 16–32 day period dynamics,
scale 5 with 32–64 day period dynamics and scale 6 with
64–128 day period dynamics. Since the portfolio updating is
carried out every year, scale 6 is the highest scale at which we
can calculate the beta of each stock because scale 7 corresponds
to 128–256 day dynamics (approximately one year).

Each year in the sample period, the stocks are ranked at
each scale according to their estimated wavelet betas. From
these rankings, ten (and 15) portfolios with equal numbers of
stocks are constructed such that the first portfolio consists of
stocks with the lowest betas while the last portfolio contains the
stocks with the highest betas. The return from each portfolio
(stocks are equally weighted in each portfolio) during the
following year is calculated and the portfolio beta with the
corresponding average return is stored at each scale. This
process (updating portfolios every year according to beta sizes,

14 Data source for individual stocks and the S&P500 index (adjusted for
dividends) is the Datastream. The 90 day yield is obtained from the H.15
Release, Federal Reserve Board of Governors.
15 We denote the Daubechies least asymmetric wavelet filter of length L as
LA(L).
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Figure 4. Average daily portfolio returns (vertical axis) versus corresponding average portfolio betas at different wavelet scales. The
returns are expressed as yearly compound rate percentages for presentation purposes. The wavelet scales are the following: (a) scale 1,
2–4 day period; (b) scale 2, 4–8 day period; (c) scale 3, 8–16 day period; (d) scale 4, 16–32 day period; (e) scale 5, 32–64 day period;
(f) scale 6, 64–128 day period. Notice that as the scale increases from low (a) to high (f), the relationship between the beta and the return
becomes steeper.

calculating the average return from each portfolio for the next
year) is repeated for the entire sample16.

When the entire sample period is covered, we have average
betas for ten (and 15) portfolios (from lowest beta portfolios to
the largest beta portfolios) and corresponding average returns
at each wavelet scale. If the CAPM is valid, we expect a
positive relationship between the average beta of each portfolio
and the corresponding average return. In other words, we
expect that as the average beta increases, the average return
increases as well. Figure 4 plots average daily portfolio returns

16 See Reinganum (1981) for a similar approach to beta estimation and testing
the CAPM.

(vertical axis) versus corresponding average portfolio betas at
different wavelet scales. The returns are expressed as yearly
compound rate percentages for presentation purposes. A visual
inspection of figure 4 reveals that there is a positive relationship
between the average betas of portfolios and average returns at
every scale. However, we notice that the relationship between
average betas and average returns seems to be nonlinear at
lower scales. As the scale increases from low (figure 4(a)) to
high (figure 4(f)), the relation between the beta and the return
becomes steeper and the dispersion of beta values decreases.
The existence of noise traders (traders selling or buying stock
for non-fundamental reasons) and other anomalies such as
infrequent trading and bid–ask bounce might be some of the
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Table 1. The OLS estimates of average portfolio return (dependent variable) versus average portfolio betas (independent variable) at
different scales. The OLS estimate of average return versus average portfolio betas from the raw data is also reported for comparison
purposes. The wavelet scales are the following: scale 1, 2–4 day periods; scale 2, 4–8 day periods; scale 3, 8–16 day periods; scale 4,
16–32 day periods; scale 5, 32–64 days, and scale 6, 64–128. The results are obtained from ten different portfolios (left) and 15 different
portfolios (right) constructed according to beta ranking of stocks. Both slope and intercept are multiplied by 100 for reporting purposes.
One star (*) indicates that the coefficient is significant at the 10% significance level, two stars (**) at the 5% significance level and three
stars (***) at the 1% significance level.

10 portfolios 15 portfolios

Constant Slope R̄2 Constant Slope R̄2

Scale 1 0.039∗∗∗ 0.0181∗ 0.26 0.040∗∗∗ 0.0181∗ 0.22
Scale 2 0.028∗∗ 0.0291∗∗∗ 0.55 0.027∗∗∗ 0.0303∗∗∗ 0.51
Scale 3 0.028∗∗ 0.0285∗∗ 0.42 0.027∗∗ 0.0293∗∗ 0.36
Scale 4 0.018 0.0358∗∗ 0.42 0.017 0.0370∗∗ 0.36
Scale 5 0.007 0.0461∗∗∗ 0.57 0.004 0.0486∗∗∗ 0.53
Scale 6 −0.001 0.0566∗∗ 0.32 −0.003 0.0551∗∗ 0.36

Raw 0.025∗∗ 0.306∗∗ 0.52 0.024∗∗ 0.315∗∗ 0.51

contributing factors behind the weak relation between the
portfolio return and its beta at low scales. Also notice that
the portfolios in this study are equally weighted and thus give
greater weight to smaller capitalized stocks. A further study
with capitalization weighted portfolios in a wavelet multiscale
framework may give more accurate results. It is possible
that different portfolios with different capitalization structures
(small caps versus large caps) would require different wavelets.

Table 1 reports the OLS estimate of the regression
coefficient of average portfolio return (dependent variable)
versus average portfolio betas (independent variable) at
different scales for both ten and 15 portfolios. The OLS
estimate of average return versus average portfolio betas from
the raw data is also reported for comparison purposes. The
estimation results in table 1 show that the positive relationship
between the beta of each portfolio and the corresponding
average return is significant at all wavelet scales. Notice that
the magnitude of the regression coefficient increases as wavelet
scale increases. For example, an increase in portfolio beta from
β = 1 to 2 results in (annual compound) a 4.8% increase in
the daily portfolio return at the first wavelet scale while the
same increase in portfolio beta results in (annual compound)
a 15.4% increase at the sixth wavelet scale. Furthermore, the
estimated regression coefficient at the first scale is significantly
different from the estimated regression coefficient at the sixth
scale17. In other words, the predictions of the CAPM model
are more relevant for investors with medium long run horizon
as compared to those with short time horizons since the higher
wavelet scale contains low frequency (long term) dynamics.

5. Conclusions
In this paper, we propose a new approach in estimating the
systematic risk or the beta of an asset in a CAPM. The
proposed method is based on a wavelet multiscaling approach
that decomposes a given time series on a scale-by-scale basis.

17 The estimated regression coefficient in table 1 is 0.000 181 at scale 1 (for
both 10 and 15 portfolios). This means that a one-unit increase in portfolio
beta (from β = 1 to 2) results in a 0.000 181 unit increase in average daily
return. Assuming 260 business days, the corresponding annual compound
increase is 4.8% since (1 + 0.000 181)260 = 1.0482.

At each scale, the wavelet variance of the market return and the
wavelet covariance between the market return and a portfolio
are calculated to obtain an estimate of the portfolio’s beta.
The empirical results show that the relationship between the
return of a portfolio and its beta becomes stronger as the scale
increases. In other words, the predictions of the CAPM model
are more relevant at medium long run as compared to short
time horizons.

The issues surrounding the testing of the CAPM require
a more detailed analysis than the scope of this paper. It is
possible to separate the signal from the noise with well defined
criteria at different wavelet timescales, and show the effect
of the low signal-to-noise ratio at lower scales on testing the
CAPM. In other words, exploring the effects of low signal-to-
noise ratios at lower scales on the power of tests commonly
employed in testing the CAPM is a promising line of research.
Another issue in testing the CAPM is the ‘size effect’. The
portfolios in this study are equally weighted and thus give
greater weight to smaller capitalized stocks. It would be
interesting to pursue further study with capitalization weighted
portfolios in a wavelet multiscale framework proposed in this
study. It is quite possible that different portfolios with different
capitalization structures (small caps versus large caps) would
require different wavelets. That is, there is no reason to employ
a particular wavelet for every stock or portfolio. We leave these
for further study.
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Gençay R, Selçuk F and Whitcher B 2001b Differentiating intraday

seasonalities through wavelet multi-scaling Physica A 289
543–56
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