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Abstract 

IT risks—risks associated with the operation or use of information technolo-

gy—have taken on great importance in business, and IT risk management is 

accordingly important in the science and practice of information manage-

ment. Therefore, it is necessary to systematize IT risks in order to plan, man-

age and control for different risk-specific measures. In order to choose and 

implement suitable measures for managing IT risks, effect-based and cause- 

based procedures are necessary. These procedures are explained in detail for 

IT security risks because of their special importance. 
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1. Introduction 

Basic economic and political conditions for business are changing ever more ra-

pidly, and technical developments in information technology (IT) advance at 

increased speed. IT is increasingly pervasive in business processes. At the same 

time, these business processes are becoming more complex. As a whole, many 

businesses have to manage a high degree of dynamic and complexity in using IT. 

As a result, the risk that negative deviations from plans and objectives will arise 

in using IT increases, along with IT risks as a whole. 

The great significance that IT now has for many firms also causes new threats. 

As businesses rely more heavily on well-functioning IT, the risk is rising that IT 

will become a target of attacks for widely varying reasons (Disterer 2009), from a 

desire for recognition to greed, sabotage, or espionage, up to retaliation. As IT 

support becomes an integral part of business processes, the processed data from 

involved parties become increasingly more substantial. Therefore, the risk of a 

violation of these parties’ interests—like privacy or business secrets—increases. 

Operational information processing provides a significant target, as it no longer 
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takes place inhouse, isolated from the outside world. Instead, information proc- 

essing is integrated into a wide variety of channels over the Internet and similar 

networks and the communication systems, applications and processes based on 

them. Legislators and authorities are increasingly compelled by this growing de-

pendency and subsequent increase in risks to issue directives on the compliance 

of IT use and to exercise supervision and control. The risk of violating laws and 

other regulations grows as a result. 

The term risk generally means an event or a situation that potentially results 

in negative outcomes or causes circumstances that produce negative deviations 

from plans or objectives. IT risks that stem from the operation and use of IT. 

Risk management represents the requirement and the aspiration not to let un-

controlled and unmanaged risks occur but to actively confront them instead. In 

risk management, risks are systematically planned, managed, and controlled. 

Risk management measures aim to avoid or reduce damage caused by negative 

results or conditions. Accordingly, risk management measures are preventive.  

There are different types of risks. To meet the goal of risk management through 

planning, management and control of risks, it is necessary to systematize and 

differentiate risks in order to develop dedicated and suitable measures for 

avoiding or reducing damage. To that end, a variety of approaches for systema-

tizing risks are put forth in professional literature [1], in which the results of the 

systematization are described in thoroughly differently terms: risk spheres, 

fields, types, categories, classes, objects, situations or events. The systematiza-

tions that are most important for IT risk management are discussed below.  

Effect-based and cause-based procedures are necessary in order to choose and 

implement suitable measures for managing IT risks. The corresponding proce-

dures are explained in detail for IT security risks because of their special impor-

tance. 

2. Differentiation Criteria for IT Risks 

A fundamental feature of the term risk is the uncertainty that prevails regarding 

the actual occurrence of a threat and the type and extent of likely consequences. 

Approaches of probability theory are established in natural and engineering 

sciences in order to differentiate risks based on their magnitude. This leads to a 

distinction between “big” and “small” risks. The corresponding calculation pro-

vided for this risk assessment multiplies the probability of occurrence of a risk 

by the expected amount of damage and thereby attains an adequate value for the 

magnitude of the risk. Assuming that the probability of occurrence and the 

amount of damage can be determined with sufficient exactness, a monetary val-

ue generally results.  

This value is stochastic and provides the statistical expectation for the damage. 

Determining reliable values for the probability of an occurrence and the amount 

of damage, moreover, comes at significant expense and poses substantial prob-

lems in terms of methodology. In many cases, the values cannot be determined 
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with sufficient exactness and estimates of unknown quality are used. Therefore, 

the calculation (magnitude of risk = probability of occurrence × amount of 

damage) is uncertain and only conditionally applicable, namely for a compari-

son between risks (using the same calculation and same certainty of input va-

riables for probability of occurrence and amount of damage) or for evaluating 

the suitability of risk measures using a comparison of the amount of damage and 

the costs of the measures. Such a determination of risk level is still unsuitable in 

many situations. For example, if social factors such as consideration of human 

error need to be taken into account in risk management, then it is scarcely poss-

ible to determine the probability of occurrence with sufficient accuracy. Moreo-

ver, if there are threats to life or physical conditions, then the assumed amount 

of damage will be difficult to determine. 

A simple example of calculating the magnitude of an IT risk: An IT system 

provides substantial support in order fulfillment. If the functions of the system 

drop out for about an hour due to a power outage, then between €100,000 and 

€300,000 is calculated for damage to the company, as the average damage 

amounts to €200,000. The probability of a power outage is to be determined 

from information from the electricity provider and from manufacturer specifi-

cations about the reliability of the components used inhouse for the electric 

supply. As a result, within a year, the expected probability of an occurrence of a 

power outage is 20%. The risk level is, therefore, calculated as follows: (probabil-

ity of occurrence × amount of damage): 

20% × €200,000 = €40,000 

Subsequently, damage due to a power outage is to be expected as amounting 

to €40,000 yearly. This assumed amount of damage must be compared to the 

purchase and operational costs of components that ensure an uninterrupted 

power supply. An investment in such components represents a risk reduction 

measure, as the assumed probability of occurrence would be lowered. The eco-

nomic benefits of an investment can be decided by varying methods of invest-

ment calculation methods. 

If the probability of occurrence or amount of damage cannot be determined 

with sufficient accuracy, ordinal scales are often used as second-best approach 

and a distinction is made using levels of low/medium/high. The risks are as-

signed to predefined classes based on their magnitude [2]. Then the risks are 

shown in risk portfolios with coordinates for the probability of occurrence and 

amount of damage as in Figure 1 with a few simple examples [3]. 

The differentiation of risks based on the level of magnitude is used above all to 

identify particularly pressing risks and to distribute available resources to dif-

ferent risks appropriately for risk management, to prioritize the risks and to al-

locate higher expenses to higher-level risks accordingly (see Figure 2). Risk 

portfolios are therefore used to ensure the efficiency of the risk management 

measures. 

Risk portfolios are also used to identify appropriate risk management measures.  
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Figure 1. Risk portfolio with examples. 

 

 

Figure 2. Risk portfolio with priorities. 

 

These measures, called standard strategies, assigned to quadrants of risk portfo-

lios can provide orientation [3] (see Figure 3). However, this approach offers 

hardly any reference as to which specific protective measures should be taken. 

Other important differences between risks—as possible events or conditions 

with negative consequences—are based on the principle of cause and effect. 

Possible events and conditions or (feared) negative consequences are identified 

using this principle. Assuming a causal relationship, the events and conditions, 

therefore, become causes or triggers of a risk, and the consequences are viewed 

as effects or results. Identifying the causes and effects of risks establishes cause-based 

and effect-based differences between risks. 

Using effect-based differentiation of risks, e.g. differentiation of material or 

immaterial damages after a risk occurs, makes it possible to identify particularly 

serious effects and assign measures to reduce or avoid additional damage accor-

dingly in risk management. Effect-based differentiation like this is commonplace 

for IT risks; this is covered in more detail in Section 3. 

Using cause-based differentiation of risks, e.g. differentiation due to natural or 

external events, due to technical failure, or due to human error makes it possible 

to isolate the causes of risks and then take dedicated countermeasures in risk  
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Figure 3. Risk portfolio with standard strategies of risk management. 

 

management. The aim of the measures is to reduce or stop events or conditions 

that may cause the occurrence of risks and additional damage. Cause-based dif-

ferentiation like this is commonplace for IT security risks; this is covered in 

more detail in Sections 4 and 5. 

A number of other kinds of differentiations of IT risks are discussed in aca-

demic literature. Examples include differentiation based on business processes 

affected by the risks, whether the risks have an internal or external origin, 

whether they result from IT projects or IT operations, whether the resulting 

damage restricts operation of a business or “only” impedes IT operations, or 

whether it threatens routine IT operations or IT projects. Such differentiations 

are useful for certain issues but do not offer a comprehensive approach for plan-

ning, managing and controlling appropriate measures in IT risk management. 

3. Effect-Based Differentiation of IT Risks 

The word “consequence” in the concept “risks ~ possible events or conditions 

with negative consequences or negative deviations from the expected” is partic-

ularly of note when employing an effect-based perspective. Based on the prin-

ciple of cause and effect, potential consequences or effects from the occurrence 

of an IT risk are sought [4]: Which types of damage resulting from events or 

conditions are to be expected? Which of these types of damage should be pro-

tected against? Which values (assets) require particular protection? Which IT 

objectives are in danger?  

The objective of IT in business is generally to achieve the most efficient use of 

information as a resource. In risk management, formal objectives [5] are the 

next level to be differentiated: security and effectiveness and efficiency; to be ex-

panded by adding the objective of governance, which includes compliance with 

company goals and with regulations and obligations for IT use. This makes it 

possible to differentiate IT risks based on the effects on various objective or pro-

tection areas: 

 Risks to IT security. 

 Risks to IT effectiveness and efficiency. 
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 Risks to IT governance. 

Of these areas, IT security risks (see Section 5) have attained particular im-

portance in recent years. The effectiveness objective [5] refers to the capability of 

IT systems to readily support the information and communication needs of a 

company. It is necessary to provide the proper IT systems to support business 

processes effectively. The efficiency objective [5] refers to the need for IT sys-

tems to support cost-effective development and operation. IT governance objec-

tives dictate compliance with laws, regulations and legal requirements. Such ef-

fect-based differentiations are also established in common operational frame-

works for IT management. For example, these types of objective areas are de-

tailed in the APO12 “Manage Risk” process in COBIT 5 [6]. The differentiation 

acts to identify and prioritize each area in IT risk management which requires 

special attention. However, support is not offered for planning, managing and 

controlling specific protective measures. 

4. Cause-Based Differentiation of IT Risks 

The words “events” and “conditions” in the concept “risks ~ possible events or 

conditions with negative consequences or negative deviations from the ex-

pected” are particularly of note when employing a cause-based perspective. 

Based on the principle of cause and effect, events or conditions that cause IT 

risks and subsequent damages are sought. If the originating events (or condi-

tions) are identified, preventive measures can be taken that either 1) prevent the 

events; 2) prevent the damage or 3) reduce the damage. Accordingly, cause-based 

differentiation is helpful in planning, managing and controlling specific meas-

ures—also when compared to differentiations according to risk level and risk ef-

fects (“effect-based”).  

As part of cause-based differentiation [4], all causal events and conditions 

must be identified if possible—otherwise, gaps will exist in IT risk protection. 

Starting from events and conditions that can trigger damage, the search should 

look for potential consequences using a top-down approach. Likewise, a bot-

tom-up approach should be used to search for causal events and conditions 

starting from potential consequences. As thoroughness is important during risk 

identification, these two procedures are often iteratively linked. 

In principle, measures that limit damage can be taken against all events with 

negative consequences. Examples include: 

 Protecting buildings or having alternate buildings ready in the event of 

natural disaster. 

 Having a backup system ready in case of technical components fail.  

 Conducting plausibility checks before entries or operator actions are for-

warded and processed in the event of user errors. 

 Testing systems before putting them into operation during the development 

of IT systems. 

The measures detailed in these examples usually cannot neutralize potential 

consequences completely. For example, switching time needs to be taken into 
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account when using a prepared substitute. Nonetheless, suitable measures can 

substantially reduce consequences. If a threatening event occurs for which 

measures are planned and these measures have the expected effect, then the 

damage is substantially minimized. However, if the measures do not have the 

expected effect, more damage occurs than had been predicted. In this case, a risk 

has been clearly identified, but either sufficient measures were not applied or the 

measures did not function as intended. The protective measures are then inade-

quate; they are incomplete, insufficient or inappropriate. The measures are 

therefore described as “vulnerabilities” and the threatening events or conditions 

are described as “threats”. 

In the case of a cause-based approach, additionally, threats and vulnerabilities 

are differentiated. Threats are causal events or conditions that are likely to occur 

and cause damage; vulnerabilities represent problems or deficiencies in protec-

tive measures. Common classifications differentiate threats by harmful natural 

or external events, technical failures and human errors, vulnerabilities by tech-

nical, personal and organizational deficiencies [7]. 

Following the aforementioned premise that sufficient protective measures can 

be taken against all threats, indefensible damage only occurs if a threat finds a 

vulnerability. Differentiating between threats and vulnerabilities opens the way 

to identify two complementary analysis tasks. Threat analysis has the primary 

objective to account for all risks and to define corresponding protective meas-

ures—if possible, otherwise, threats may occur that are not covered by measures. 

A vulnerability analysis is then conducted to check whether the protective 

measures are complete, sufficient and appropriate, otherwise, vulnerabilities may 

arise. Protective measures are usually only sufficient if they consist of a range of 

coordinated measures.  

Within this concept of threats and vulnerabilities, the original definition… 

risk ~ possibility that events or conditions with negative consequences or 

negative deviations from the expected occur is used synonymously in common 

frameworks [7] [8] [9] [10]: 

risk ~ possibility that “threat meets vulnerability” occur and damage results. 

An arrangement like the one in Table 1 can be chosen in IT risk management 

using this definition of risk. This structure illustrates the “threat meets vulnera-

bility” relationship: If a threat (column) meets a vulnerability (row), then a risk  

 

Table 1. Mapping of threats and vulnerabilities. 

Vulnerabilities 

in protective measures 

Threats 

Natural or 

external events 

Technical 

failure 

Human error 

(intention, 

ignorance, mistake) 

Technical    

Personal    

Organizational    
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occurs and damage will result (cell). Therefore, if possible, all threats are to be 

identified and covered by protective measures, making sure at the same time that 

these measures are sufficient, as otherwise, vulnerabilities appear and risks occur. 

A few examples demonstrate the “threat meets vulnerability” interaction: 

 Users make mistakes by accident (third column), for example, because they 

are inattentive or distracted. As long as the technical systems (row 1) are 

fault-tolerant in this respect (thanks to plausibility checks upon input or 

through questions such as “Are you sure?”) no damage results from the 

threat and the protective measures succeed. Only when accidental user errors 

occur that are not caught by the technical systems does the risk become real 

and damage occur. The threat of “accidental user errors” can be met also 

through personnel measures (row 2), for example, by not imposing any un-

necessary time pressure or by paying attention to sufficient awareness of the 

personnel in question when assigning tasks. The threat of “accidental user 

errors” can be met also through organizational measures (row 3), for exam-

ple, if workstations are sufficiently isolated from disruptive noise or rules are 

put in place for taking breaks to refresh oneself. If these technical, personnel 

or organizational measures are insufficient, then they will have vulnerabili-

ties—and accidental user errors will cause damage despite the protective 

measures. 

 Users could purposely try to gain unauthorized access to IT systems and data 

(column 3). This threat can be countered technically by having IT systems 

include functions to properly authenticate and authorize users, for example, 

by requiring input of a username and password and assigning appropriate 

access rights (row 1). A personnel measure would be to penalize unautho-

rized use of IT systems and data (row 2). Organizationally, the threat could 

be met by making the rights clear, understandable and appropriately struc-

tured for the respective work (row 3). Again, if the mentioned technical, 

personnel or organizational measures are insufficient or faulty, then they will 

have vulnerabilities. 

 All kinds of events can cause data loss: natural events such as lightning strik-

ing a data center or technical failure of a storage component (column 1 and 

2). Technical protective measures can prevent this or minimize the damage; 

for example, use of redundant components as a substitute (row 1). Personnel 

measures such as training can minimize malfunctions and misuses and their 

consequences. Organizational measures, such as regularly creating backup 

copies, can minimize the damage by enabling databases to be quickly res-

tored (row 3). Again, if the mentioned technical, personnel or organizational 

measures are insufficient or faulty, then they will have vulnerabilities. Using 

the example of backup copies: To cover potential vulnerabilities, it is neces-

sary to test regularly whether the copies are created properly and can be res-

tored without any problems. 

 Project risks: Many activities for developing information systems are orga-

nized in the form of projects. This covers the risk that events or circums-
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tances over the course of the project lead to missed project goals with respect 

to time, costs and quality. Project risk management should comply with the 

structure shown in Table 1: Threats such as harmful natural or external 

events, failure of technology or human error jeopardize the project goals; 

protective measures in the areas of technology, personnel and organization 

prevent or minimize damage. An example of frequent human error that is 

typical for projects is insufficient effort estimates, for example, because the 

complexity of a project task is underestimated (column 3). For projects, the 

focus is on organizational protective measures in the form of tried-and-tested 

methods and processes of project management (row 3). Damage in the form 

of unachieved goals is triggered if threats meet vulnerabilities in the protec-

tive measures. 

The procedures in IT risk management get a concrete form with the “threat 

meets vulnerability” interaction (see Table 1): When identifying risks, it is criti-

cal to cover all threats completely (with the columns). When planning, control-

ling and monitoring protective measures (with the rows), it is critical that the 

measures be sufficient for every threat. Table 1 complies with common methods 

and procedures in IT risk management when using cause-based differentiation 

[3] [4] [7] [9] [10]. 

5. Methodology for Managing IT Security Risks 

For effect-based differentiation of IT risks (Section 3), IT security risks are dis-

tinguished from IT risks that threaten achievement of the IT effectiveness and 

efficiency as well as IT compliance. In contrast, IT security risks threaten the ba-

sic values of availability, integrity and confidentiality of information [8]: 

 Availability: property of being accessible and usable upon demand by an au-

thorized entity. 

 Integrity: property of protecting the accuracy and completeness of information. 

 Confidentiality: property that information is not made available or disclosed 

to unauthorized individuals, entities, or processes. 

IT security is, therefore, the condition in which availability, integrity, and 

confidentiality of information and information technology are protected by ap-

propriate measures such that the risks from threats and vulnerabilities are re-

duced to an acceptable level [9]. Achieving and maintaining this condition has 

become a significant duty for companies in recent years because processing of 

information is subjected to significant risks from connecting to the Internet and 

similar networks, and it particularly provides a large area or surface that can be 

attacked. 

Thus IT security risks become recognizable through effect-based differentia-

tion of risks (Section 3). Also carrying out cause-based differentiation of IT risks 

(Section 4) relies on differentiating threats and vulnerabilities (based on Table 

1). That means IT security risks represent the possibilities that the basic values of 

availability, integrity, and confidentiality are violated because threats meet vul-

nerabilities; Figure 4 illustrates this relationship. 
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Figure 4 also clarifies the basic methodology for risk and security analyses: 

After an analysis of the threats, technical, personnel and organizational protec-

tive measures are taken, which are then reviewed as part of the analysis of vul-

nerabilities and improved if necessary. 

In the course of the threat analysis, as many threats as possible are identified 

and checked for relevance. Typical threats that must be addressed by all means 

include fire or water ingress, failure of technology such as servers or network 

components, incorrect user input, operator error and viruses. However, it is vir-

tually impossible to achieve a complete analysis of all threats by enumerating the 

threats, which is why it is necessary to follow a systematic approach. In this ap-

proach, it is necessary to distinguish between whether threats are caused by 

harmful natural or external events, failure of technology or human error (Figure 

4). 

Threats due to harmful natural or external events are beyond direct control 

and cannot be directly neutralized or prevented; companies can only protect 

themselves through measures for reducing damage. Examples include preventive 

measures taken for catastrophic events such as flooding, hurricane, earthquake 

or war. Many technical measures for this depend on redundancy, i.e. on having 

multiple instances of important technology available so that, in the event of a 

disaster, it is possible to switch over from affected technology to an undamaged 

instance. Personnel measures usually include continuing education and training 

to prepare for catastrophic events and thereby ensure sufficient competency 

when there is a need to respond amid the hectic mindset resulting from a threat  

 

 

Figure 4. Effect-based and cause-based differentiation of IT risks. 
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and time pressure. Organizational measures provide for structured and targeted 

action in the form of emergency plans; organization also includes practicing im-

plementation of the plans. 

Threats due to technical failure can be countered with technical measures that 

involve redundancy. Personnel measures include training and instruction for re-

placing components; organizational measures include establishing instructions 

and guidelines for controlling and monitoring systems. 

Threats due to human error are to be distinguished according to the various 

reasons of intention, ignorance and mistake. In the event of intentional (incor-

rect) actions, persons purposely try to cause damage or improperly create an 

advantage for themselves. Today this form of human error is pragmatically la-

beled as an “attack” and can result from a wide variety of motives [11]. It is also 

regarded as intentional incorrect action if persons knowingly exploit properties 

of information systems because of laziness; for example, taking shortcuts or mi-

susing gaps to make things easier and thus increase the convenience when using 

the IT systems. Technical measures are essentially based on preventing unautho-

rized access to IT systems, that is, technically issuing, controlling and monitor-

ing access rights. Personnel measures include, for example, not hiring anyone 

for critical tasks in the company if events in their past or personal life give occa-

sion to doubt their reliability. Organizational measures include defining access 

rights to IT systems so that they are sufficient for the respective tasks and re-

sponsibilities, but do not go beyond those. 

Human error is due to ignorance if persons unintentionally and mistakenly 

use IT systems and thereby incur damage for the company. This can be pre-

vented using technical measures, for example, by providing sufficient instruc-

tions and help systems. Examples of personnel protective measures can include 

sufficient training. Organizational measures can ensure that tasks and responsi-

bilities are assigned only within the scope of existing skills. 

Human error due to mistakes or accidents must always be considered for 

complex tasks or IT systems that are complicated to operate. The errors usually 

occur due to lack of attention because of distractions, excessive stress or fatigue. 

Considerable damage can result from such factors. Classic examples include ac-

cidentally entering incorrect information or accidentally operating IT systems 

incorrectly. Technical measures depend on checking the plausibility of input or 

operator actions before executing the respective function and, if necessary, re-

jecting them. Or automatic prompts such as “Are you sure that...?” alert the user 

before the execution of critical functions. Technical measures like this are used 

to strive for fault tolerance of the IT systems to rule out accidental incorrect ac-

tions. Personnel measures can increase awareness and reduce work-related 

pressure and stress. Organizational measures can ensure that distractions, stress 

and fatigue are as low as possible, for example, through suitable workstation de-

sign or regulation of work time and breaks. 

In the case of a threat analysis, external sources of information are to be used 

to ensure that the threats are identified completely. Thus the international stan-
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dard ISO 27005 contains a detailed list of threats, even if they are merely exam-

ples. Companies can use this list to check and supplement their own efforts [7]. 

And reports like “The IT Security Situation in Germany” [12] published annual-

ly describe and analyze current threats for IT systems specifically explaining 

current means and methods of attack. 

A threat analysis and development of technical, personnel and organizational 

protective measures based on that are followed by a vulnerability analysis. Tak-

ing into account the “threat meets vulnerability” interaction (Figure 4), an as-

sessment is carried out to see whether the goals of the protective measures are 

actually achieved. In the case of a vulnerability analysis, external sources of in-

formation are to be used as supplements. Thus the “IT risk management guide” 

[13] contains a description of the procedure and a generic list of over 200 vulne-

rabilities that companies can use for internal testing. Likewise, the ISO 27005 

standard contains an extensive catalog of typical vulnerabilities that companies 

can use to check and supplement their own measures [7]. Another useful source 

is the “vulnerability traffic light” at the Warning and Information Services web-

site of the German Federal Office for Information Security (Computer Emer-

gency Response Team of the German Federal Government at  

https://www.cert-bund.de/schwachstellenampel). The current situation with re-

gard to security gaps in common software products is listed entering and eva-

luating publicly known vulnerabilities of the products. 

A vulnerability analysis usually results in necessary improvements and sup-

plements of the protective measures, which then have to be planned, managed 

and controlled. This kind of analysis is to be carried out regularly after the con-

trol loop of planning, managing and controlling measures, both during initial 

planning and later during managing and controlling. 

6. Conclusion 

The integration of IT in business processes will continue to increase even as IT 

risks rise. Managing the great number and variety of IT risks will require to use a 

systematical risk management process in order to address each different risk 

specifically. In practice, systematization approaches are used for various purpos-

es. For a viable methodology for managing security risks, a combination of ef-

fect-based and cause-based differentiation of the risks is advisable for selecting 

complete, sufficient and appropriate measures. 
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