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Abstract

In federated learning, heterogeneity in the clients’ local datasets and computation
speeds results in large variations in the number of local updates performed by each
client in each communication round. Naive weighted aggregation of such models
causes objective inconsistency, that is, the global model converges to a stationary
point of a mismatched objective function which can be arbitrarily different from
the true objective. This paper provides a general framework to analyze the conver-
gence of heterogeneous federated optimization algorithms. It subsumes previously
proposed methods such as FedAvg and FedProx, and provides the first principled
understanding of the solution bias and the convergence slowdown due to objective
inconsistency. Using insights from this analysis, we propose FedNova, a normal-
ized averaging method that eliminates objective inconsistency while preserving
fast error convergence.

1 Introduction

Federated learning [1–5] is an emerging sub-area of distributed optimization where both data collec-
tion and model training is pushed to a large number of edge clients that have limited communication
and computation capabilities. Unlike traditional distributed optimization [6, 7] where consensus
(either through a central server or peer-to-peer communication) is performed after every local gradient
computation, in federated learning, the subset of clients selected in each communication round
perform multiple local updates before these models are aggregated in order to update a global model.

Heterogeneity in the Number of Local Updates in Federated Learning. The clients participating
in federated learning are typically highly heterogeneous, both in the size of their local datasets as
well as their computation speeds. The original paper on federated learning [1] proposed that each
client performs E epochs (traversals of their local dataset) of local-update stochastic gradient descent
(SGD) with a mini-batch size B. Thus, if a client has ni local data samples, the number of local
SGD iterations is τi = bEni/Bc, which can vary widely across clients. The heterogeneity in the
number of local SGD iterations is exacerbated by relative variations in the clients’ computing speeds.
Within a given wall-clock time interval, faster clients can perform more local updates than slower
clients. The number of local updates made by a client can also vary across communication rounds
due to unpredictable straggling or slowdown caused by background processes, outages, memory
limitations etc. Finally, clients may use different learning rates and local solvers (instead of vanilla
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SGD, they may use proximal gradient methods or adaptive learning rate schedules) which may result
in heterogeneity in the model progress at each client.

Heterogeneity in Local Updates Causes Objective Inconsistency. Most recent works that analyze
the convergence of federated optimization algorithms [8–37] assume that number of local updates
is the same across all clients (that is, τi = τ for all clients i). These works show that periodic
consensus between the locally trained client models attains a stationary point of the global objective
function F (x) =

∑m
i=1 niFi(x)/n, which is a sum of local objectives weighted by the dataset

size ni. However, no current analysis provides insight into the convergence of local-update or
federated optimization algorithms in the practical setting when the number of local updates τi varies
across clients 1, . . . ,m. In fact, as we show in Section 3, standard averaging of client models
after heterogeneous local updates results in convergence to a stationary point – not of the original
objective function F (x), but of an inconsistent objective F̃ (x), which can be arbitrarily different
from F (x) depending upon the relative values of τi. To gain intuition into this phenomenon, observe
in Figure 1 that if client 1 performs more local updates, then the updated x(t+1,0) strays towards the
local minimum x∗1, away from the true global minimum x∗.
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Heterogeneous setting

Homogeneous setting

Figure 1: Model updates in
the parameter space. Green
squares and blue triangles de-
note the minima of global and
local objectives, respectively.

The Need for a General Analysis Framework. A naive approach
to overcome heterogeneity is to fix a target number of local updates
τ that each client must finish within a communication round and
keep fast nodes idle while the slow clients finish their updates. This
method will ensure objective consistency (that is, the surrogate ob-
jective F̃ (x) equals to the true objective F (x)), nonetheless, waiting
for the slowest one can significantly increase the total training time.
More sophisticated approaches such as FedProx [38], VRLSGD [21]
and SCAFFOLD [20], designed to handle non-IID local datasets, can
be used to reduce (not eliminate) objective inconsistency to some
extent, but these methods either result in slower convergence or
require additional communication and memory. So far, there is no
rigorous understanding of the objective inconsistency and the speed
of convergence for this challenging setting of federated learning with
heterogeneous local updates. It is also unclear how to best combine
models trained with heterogeneous levels of local progress.

Contributions of this Paper. To the best of our knowledge, this
work provides the first fundamental understanding of the bias in the
solution (caused by objective inconsistency) and how the conver-
gence rate is influenced by heterogeneity in clients’ local progress.
In Section 4 we propose a general theoretical framework that allows
heterogeneous number of local updates, non-IID local datasets as
well as different local solvers such as GD, SGD, SGD with proximal gradients, gradient tracking, adap-
tive learning rates, momentum, etc. It subsumes existing methods such as FedAvg and FedProx and
provides novel insights on their convergence behaviors. In Section 5 we propose FedNova, a method
that correctly weigh local models when averaging. It ensures objective consistency while preserving
fast error convergence and outperforms existing methods as shown in Section 6. FedNova works
with any local solver and server optimizer and is therefore complementary to existing approaches
such as [38, 39, 20, 40].

2 System Model and Prior Work

The Federated Heterogeneous Optimization Setting. In federated learning, a total of m clients
aim to jointly solve the following optimization problem:

min
x∈Rd

[
F (x) :=

m∑

i=1

piFi(x)

]
(1)

where pi = ni/n denotes the relative sample size, and Fi(x) = 1
ni

∑
ξ∈Di

fi(x; ξ) is the local
objective function at the i-th client. Here, fi is the loss function (possibly non-convex) defined by
the learning model and ξ represents a data sample from local dataset Di. In the t-th communication
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round, each client independently runs τi iterations of local solver (e.g., SGD) starting from the current
global model x(t,0) to optimize its own local objective.

In our theoretical framework, we treat τi as an arbitrary scalar which can also vary across rounds. In
practice, if clients run for the same local epochs E, then τi = bEni/Bc, where B is the mini-batch
size. Alternately, if each communication round has a fixed length in terms of wall-clock time, then τi
represents the local iterations completed by client i within the time window and may change across
clients (depending on their computation speeds and availability) and across communication rounds.

The FedAvg Baseline Algorithm. Federated Averaging (FedAvg) [1] is the first and most common
algorithm used to aggregate these locally trained models at the central server at the end of each
communication round. The shared global model is updated as follows:

FedAvg: x(t+1,0) − x(t,0) =
∑m
i=1 pi∆

(t)
i = −∑m

i=1 pi · η
∑τi−1
k=0 gi(x

(t,k)
i ) (2)

where x(t,k)
i denotes client i’s model after the k-th local update in the t-th communication round and

∆
(t)
i = x

(t,τi)
i − x

(t,0)
i denotes the cumulative local progress made by client i at round t. Also, η

is the client learning rate and gi represents the stochastic gradient over a mini-batch of B samples.
When the number of clients m is large, then the central server may only randomly select a subset of
clients to perform computation at each round.

Convergence Analysis of FedAvg. [8–10] first analyze FedAvg by assuming the local objectives are
identical and show that FedAvg is guaranteed to converge to a stationary point of F (x). This analysis
was further expanded to the non-IID data partition and client sampling cases by [11–18, 23, 24].
However, in all these works, they assume that the number of local steps and the client optimizer
are the same across all clients. Besides, asynchronous federated optimization algorithms proposed
in [41, 9] take a different approach of allowing clients make updates to stale versions of the global
model, and their analyses are limited to IID local datasets and convex local functions.

FedProx: Improving FedAvg by Adding a Proximal Term. To alleviate inconsistency due to
non-IID data and heterogeneous local updates, [38] proposes adding a proximal term µ

2 ‖x−x(t,0)‖2
to each local objective, where µ ≥ 0 is a tunable parameter. This proximal term pulls each local
model backward closer to the global model x(t,0). Although [38] empirically shows that FedProx
improves FedAvg, its convergence analysis is limited by assumptions that are stronger than previous
FedAvg analysis and only works for sufficiently large µ. Since FedProx is a special case of our
general framework, our convergence analysis provides sharp insights into the effect of µ. We show
that a larger µmitigates (but does not eliminate) objective inconsistency, albeit at an expense of slower
convergence. Our proposed FedNova method can improve FedProx by guaranteeing consistency
without slowing down convergence.

Improving FedAvg via Momentum and Cross-client Variance Reduction. The performance of
FedAvg has been improved in recent literature by applying momentum on the server side [25, 42, 40],
or using cross-client variance reduction such as VRLSGD and SCAFFOLD [21, 20]. Again, these works
do not consider heterogeneous local progress. Our proposed normalized averaging method FedNova
is orthogonal to and can be easily combined with these acceleration or variance-reduction techniques.
Moreover, FedNova is also compatible with and complementary to gradient compression/quantization
[43–48] and fair aggregation techniques [49, 50].

3 A Case Study to Demonstrate the Objective Inconsistency Problem

In this section, we use a simple quadratic model to illustrate the convergence problem. Suppose that
the local objective functions are Fi(x) = 1

2‖x− ei‖2, where ei ∈ Rd is an arbitrary vector and it is
the minimum x∗i of the local objective. Consider that the global objective function is defined as

F (x) = 1
m

∑m
i=1 Fi(x) =

∑m
i=1

1
2‖x− ei‖2, which is minimized by x∗ = 1

m

∑m
i=1 ei. (3)

Below, we show that the convergence point of FedAvg can be arbitrarily away from x∗.
Lemma 1 (Objective Inconsistency in FedAvg). For the objective function in (3), if client i performs
τi local steps per round, then FedAvg (with sufficiently small learning rate η, deterministic gradients
and full client participation) will converge to

x̃∗FedAvg = lim
T→∞

x(T,0) =

∑m
i=1 τiei∑m
i=1 τi

,which minimizes the surrogate obj.:F̃ (x) =

∑m
i=1 τiFi(x)∑m

i=1 τi
.
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Figure 2: Simulations comparing the FedAvg, FedProx (µ = 1), VRLSGD and our proposed FedNova
algorithms for 30 clients with the quadratic objectives defined in (3), where ei ∼ N (0, 0.01I), i ∈
[1, 30]. Clients perform GD with η = 0.05, which is decayed by a factor of 5 at rounds 600 and 900.
Left: Clients perform the same number of local steps τi = 30 – FedNova is equivalent to FedAvg in
this case; Middle: Clients take different local steps τi ∈ [1, 96] with mean 30 but fixed across rounds;
Right: local steps are IID, and time-varying Gaussians with mean 30, i.e., τi(t) ∈ [1, 96]. FedNova
significantly outperforms others in the heterogeneous τi setting.

The proof (of a more general version of Lemma 1) is deferred to the Appendix. While FedAvg aims at
optimizing F (x), it actually converges to the optimum of a surrogate objective F̃ (x). As illustrated
in Figure 2, there can be an arbitrarily large gap between x̃∗FedAvg and x∗ depending on the relative
values of τi and Fi(x). This non-vanishing gap also occurs when the local steps τi are IID random
variables across clients and communication rounds (see the right panel in Figure 2).

Convergence Problem in Other Federated Algorithms. We can generalize Lemma 1 to the case
of FedProx to demonstrate its convergence gap, as given in the Appendix. From the simulations
shown in Figure 2, observe that FedProx can slightly improve on the optimality gap of FedAvg, but
it converges slower. Besides, previous cross-client variance reduction methods such as variance-
reduced local SGD (VRLSGD) [21] and SCAFFOLD [20] are only designed for homogeneous local steps
case. In the considered heterogeneous setting, if we replace the same local steps τ in VRLSGD by
different τi’s, then we observe that it has drastically different convergence under different settings
and even diverge when clients perform random local steps (see the right panel in Figure 2). These
observations emphasize the critical need for a deeper understanding of objective inconsistency and
new heterogeneous federated optimization algorithms.

4 New Theoretical Framework For Heterogeneous Federated Optimization

We now present a general theoretical framework that subsumes a suite of federated optimization algo-
rithms and helps analyze the effect of objective inconsistency on their error convergence. Although
the results are presented for the full client participation setting, it is fairly easy to extend them to the
case where a subset of clients are randomly sampled in each round1.

4.1 A Generalized Update Rule for Heterogeneous Federated Optimization

Recall from (2) that the update rule of federated optimization algorithms can be written as
x(t+1,0) − x(t,0) =

∑m
i=1 pi∆

(t)
i , where ∆

(t)
i := x(t,τi) − x(t,0) denote the local parameter changes

of client i at round t and pi = ni/n, the fraction of data at client i. We re-write this update rule in a
more general form as follows:

x(t+1,0) − x(t,0) = −τeff

m∑

i=1

wi · ηd(t)
i , which optimizes F̃ (x) =

m∑

i=1

wiFi(x). (4)

The following three key elements of this update rule take different forms for different algorithms:

1In the case of client sampling, the update rule of FedAvg (2) should hold in expectation in order to guarantee
convergence [12, 13, 38, 40]. One can achieve this by either (i) sampling q clients with replacement with respect
to probability pi, and then averaging the cumulative local changes with equal weights, or (ii) sampling q clients
without replacement uniformly at random, and then weighted averaging local changes, where the weight of
client i is re-scaled to pim/q. Our convergence analysis can be easily extended to these two cases.
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x(t,0)
<latexit sha1_base64="Y/h/BeNvxq1wgEyII4sq2+rxMzE=">AAADGHicdZLNattAEMfX6leafiXtsZelpuBAMFISaI+BXnpMoU4ClmJW67G9eD/E7ii12eg9Sm/tk/RWeu2t79EH6Mo22JHbAS1//vPb2dEweSGFwzj+3Yru3L13/8HOw91Hj588fba3//zcmdJy6HEjjb3MmQMpNPRQoITLwgJTuYSLfPquzl9cg3XC6I84LyBTbKzFSHCGwbpKc+Vn1ZXv4GF8UA322nE3XgTdFslKtMkqzgb7rT/p0PBSgUYumXP9JC4w88yi4BKq3bR0UDA+ZWPoB6mZApf5RdsVfR2cIR0ZGz6NdOFu3vBMOTdXeSAVw4lr5mrzsD7QGOn+R9W1XaMTHL3NvNBFiaD5spFRKSkaWs+IDoUFjnIeBONWhH+hfMIs4xgmeat+rkJlDZ+4UYrpoU/zQE0hPNhPMp9KGGGfthOaWjGeYNaAC2bD4CZrtrNmD/5RGDbKpn7N0rRq0NfAtbFqA78J+JJObxowLyqfIiu3bMVmy8wgnDBDXxvhqbAnSXMrtsX5UTc57h59OGmfnqw2Zoe8JK9IhyTkDTkl78kZ6RFOLPlMvpJv0Zfoe/Qj+rlEo9bqzgtyK6JffwFL/wNA</latexit>

Optimizes eF (x) =

mX

i=1

wiFi(x)
<latexit sha1_base64="HhYoGaGf9qOx0r8X9QtJPWCDLUk=">AAADP3icdZLNahsxEMfl7VeafjntsRdRU3CgGK9TaC6BQCD0mEKdBKztotWObWFptUja2EbZB+nTlN7aR+gT9FZ66KW3am0XO+t2QOLPf34aScMkueDGdrvfGsGt23fu3tu5v/vg4aPHT5p7T8+NKjSDPlNC6cuEGhA8g77lVsBlroHKRMBFMjmp8hdXoA1X2Xs7zyGSdJTxIWfUeituHpApT8FykYI7LdskkW5W7uMjTEwhY8ePwvKDxNOYn8b8bzZutrqd7iLwtghXooVWcRbvNX6RVLFCQmaZoMYMwm5uI0e15UxAuUsKAzllEzqCgZcZlWAit/hdiV96J8VDpf3KLF64mycclcbMZeJJSe3Y1HOV+ararFLC/I+qapvaS+zwMHI8ywsLGVs+ZFgIbBWuWolTroFZMfeCMs39XzAbU02Z9Q2/UT+RvnIGU6akpFnqSOKpCfgLB2HkiIChHeBWiInmo7GNanBOtW/ceM221+z+PwrDRlni1iwmZY2+ApYpLTfwa48vaXJdg1leOmJpsWVLOltmYr/DzLrK8Ff5OQnrU7Etznud8KDTe/e6ddxbTcwOeo5eoDYK0Rt0jN6iM9RHDH1En9AX9DX4HHwPfgQ/l2jQWJ15hm5E8PsPejYSkA==</latexit>

x
(t,4)
1

<latexit sha1_base64="/AqX2amwyPgM8SRgpzltcCTSm5U=">AAADHHicdZLNihNBEMc749e6fmX16KUxCFlYQmYN6HHBi8cVzO5CZgw9nUrSpD+G7pqY0DtvIt70SbyJV8H38AHsSQLJTrRgmj//+nV1TVFZLoXDbvd3I7p1+87dewf3Dx88fPT4SfPo6YUzheXQ50Yae5UxB1Jo6KNACVe5BaYyCZfZ7G2Vv5yDdcLoD7jMIVVsosVYcIbBGjabSab8ohzGH30bT3rH5bDZ6na6q6D7It6IFtnE+fCo8ScZGV4o0Mglc24Qd3NMPbMouITyMCkc5IzP2AQGQWqmwKV+1XpJXwZnRMfGhk8jXbm7NzxTzi1VFkjFcOrquco8qQ40Rrr/UVVtV+sEx29SL3ReIGi+bmRcSIqGVnOiI2GBo1wGwbgV4V8onzLLOIZp3qifqVBZwydulGJ65JMsUDMIDw7i1CcSxjigrZgmVkymmNbgnNkwuOmWbW/Z438Uhp2yid+yNClr9By4Nlbt4NcBX9PJdQ3meekTZMWerdhinRmGExboKyM8FfYkrm/Fvrg47cSvOqfve62z3mZjDshz8oK0SUxekzPyjpyTPuFkTj6Tr+Rb9CX6Hv2Ifq7RqLG584zciOjXX8YbBBk=</latexit>

x
(t,2)
2

<latexit sha1_base64="rqXqqzTsrclPnS8fSice3gKiAos=">AAADHHicdZLNihNBEMc749e6fmX16KUxCFlYQiYu6HHBi8cVzO5CZgw9nUrSpD+G7pqY0DtvIt70SbyJV8H38AHsSQLJTrRgmj//+nV1TVFZLoXDbvd3I7p1+87dewf3Dx88fPT4SfPo6YUzheXQ50Yae5UxB1Jo6KNACVe5BaYyCZfZ7G2Vv5yDdcLoD7jMIVVsosVYcIbBGjabSab8ohz2Pvo2nvSOy2Gz1e10V0H3RbwRLbKJ8+FR408yMrxQoJFL5twg7uaYemZRcAnlYVI4yBmfsQkMgtRMgUv9qvWSvgzOiI6NDZ9GunJ3b3imnFuqLJCK4dTVc5V5Uh1ojHT/o6rartYJjt+kXui8QNB83ci4kBQNreZER8ICR7kMgnErwr9QPmWWcQzTvFE/U6Gyhk/cKMX0yCdZoGYQHhzEqU8kjHFAWzFNrJhMMa3BObNhcNMt296yx/8oDDtlE79laVLW6Dlwbazawa8DvqaT6xrM89InyIo9W7HFOjMMJyzQV0Z4KuxJXN+KfXHR68SvOr33p62z083GHJDn5AVpk5i8JmfkHTknfcLJnHwmX8m36Ev0PfoR/VyjUWNz5xm5EdGvv8N4BBg=</latexit>

�⌘d
(t)
1 = �

(t)
1 /⌧1

<latexit sha1_base64="+OQqWH+8OD40jwYt9XwSbXxoVZM=">AAADYHicdZLLbhMxFIadhEsolyawg41FhJRKJZ1JojQskCrBgmWRmrZSPIw8jpNYsWdG9pnSyJ0X403YIXaw5gHw5KKkgR7J1tF/Pv8+4zlRKoUBz/teKlfu3X/wsPpo7/GTp8/2a/Xn5ybJNOMDlshEX0bUcCliPgABkl+mmlMVSX4RzT4U9Ysrro1I4jOYpzxQdBKLsWAUnBTWzixZmAz1JAqs1/K9znHv3aHX6nV6/XbXJe1ut9/v5G8JB4pJpOwoD/0vtgkHOX6PyUcuga6FI8LS0M/DWmPthNdOeO2E/Za3iAZaxWlYL/0ho4RlisfAJDVm6HspBJZqEEzyfI9khqeUzeiED10aU8VNYBed5/iNU0Z4nGi3YsALdfuEpcqYuYocqShMzW6tEA+LDZJEmruowtvsdALjfmBFnGbAY7ZsZJxJDAku3hqPhOYM5NwllGnhvgWzKdWUgfsjt/wj5Zxj/pUlStF4ZEnkqBl3Fw79wBLJxzDEDR8TLSZTCHbglGr3cNMN29ywB/8x5lu2xG5YTPId+oqzONFqC79x+JImNzswS3NLgGb/yIpeLyuh2/k12EJwV7k5WQ8Dvjs5b7f8Tqv9uds48VYTU0Wv0GvURD46RifoEzpFA8TQN/QD/UK/yz8r1cp+pb5Ey6XVmRfoVlRe/gVAjBdk</latexit>

�
(t)
1<latexit sha1_base64="d62hTQrm/FtO4Nm5mNz+UDDbw4Y=">AAADQ3icdZLLbhMxFIad4VbKpSks2VhESKlURTNTynRZCRYsi0TaSpkh8jgniRVfRranNHLnUXgaxA4egGdgh7pFwpOLkgZ6pLGO/vP595mjkxecGRuGPxvBnbv37j/Yerj96PGTpzvN3WenRpWaQpcqrvR5TgxwJqFrmeVwXmggIudwlk/e1vWzC9CGKfnRTgvIBBlJNmSUWC/1m4lLZyY9PcozF3biMEniw/2wc3CYxGHkkyQ6CpM3VfoOuCX96JNr272q6jdbSxgvYbyEcdQJZ9FCizjp7zau04GipQBpKSfG9KKwsJkj2jLKodpOSwMFoRMygp5PJRFgMjdrrsKvvDLAQ6X9Jy2eqes3HBHGTEXuSUHs2GzWanG/PqxS3NxG1d5moxM7PMock0VpQdJ5I8OSY6twPU48YBqo5VOfEKqZ/xdMx0QTav3Qb/jnwjtL+EyVEEQOXJp7agL+wV6UuZTD0PZwK8KpZqOxzTbggmg/uPGKba/Yvf8Yw5pt6lYsTqsN+gKoVFqs4Vcen9Pp1QZMi8qllpT/yIJczit9f8KldbXgn/J7slwGfHtyGneig0784XXrOF5szBZ6gV6iNopQgo7Re3SCuoiiL+gr+o5+BN+CX8Hv4HqOBo3FnefoRgR//gJuphCk</latexit>

x
(t+1,0)
FedNova

<latexit sha1_base64="iXDqKx3UT+LjwCCzkeRRJNb1HiA=">AAADLXicdZLdihMxFMfT8Wtdv7p66U20CF1cysy6oJcLgnglK9jdhc5YMpkzbWg+hiRTW7Jz7dOId/okXgjirS/gA5hpK+1O9UDCn//55SQ5nLTgzNgw/N4Krly9dv3Gzs3dW7fv3L3X3rt/alSpKfSp4kqfp8QAZxL6llkO54UGIlIOZ+nkZZ0/m4I2TMl3dl5AIshIspxRYr01bD+KU+Fm1XvXtU+jg3C/GrrYwsy6V5C9UVNSVcN2J+yFi8DbIlqJDlrFyXCv9TvOFC0FSEs5MWYQhYVNHNGWUQ7VblwaKAidkBEMvJREgEnc4i8VfuKdDOdK+yUtXribJxwRxsxF6klB7Ng0c7V5UG9WKW7+R9W1TeMlNn+ROCaL0oKky4fkJcdW4bpxOGMaqOVzLwjVzP8F0zHRhFrf3kv1U+ErS/hAlRBEZi5OPTUBf+EgSlzMIbcD3IlwrNlobJMGXBDtGzdes901u/+PwrBRNnZrFsdVg54ClUqLDfzC40s6vmjAtKj8JJByyxZktsz8nZTa8Ff5OYmaU7EtTg970bPe4dujzvHRamJ20EP0GHVRhJ6jY/QanaA+ougj+oS+oK/B5+Bb8CP4uUSD1urMA3Qpgl9/ABXAC54=</latexit>

x
(t+1,0)
FedAvg

<latexit sha1_base64="uWw3T6hjevWsZgCZXKlTq3mz8dg=">AAADLHicdZLdihMxFMfT8WtdP7arl94Ei9DFpcysC3q5IoiXK9jdhc5YMpkzbWg+hiRTW7Jz69OId/ok3oh46xP4AGbaSrtTPZDw539+OUkOJy04MzYMv7eCa9dv3Ly1c3v3zt179/fa+w/OjCo1hT5VXOmLlBjgTELfMsvhotBARMrhPJ28qvPnU9CGKfnOzgtIBBlJljNKrLeGbRynws2q965rn0aH4UE1dLGFmXWvIXs5HVXVsN0Je+Ei8LaIVqKDVnE63G/9jjNFSwHSUk6MGURhYRNHtGWUQ7UblwYKQidkBAMvJRFgErf4SoWfeCfDudJ+SYsX7uYJR4Qxc5F6UhA7Ns1cbR7Wm1WKm/9RdW3TeInNXySOyaK0IOnyIXnJsVW47hvOmAZq+dwLQjXzf8F0TDSh1nf3Sv1U+MoSPlAlBJGZi1NPTcBfOIgSF3PI7QB3IhxrNhrbpAEXRPvGjddsd80e/KMwbJSN3ZrFcdWgp0Cl0mIDv/T4ko4vGzAtKj8IpNyyBZktM38HpTb8VX5OouZUbIuzo170rHf09rhzcryamB30CD1GXRSh5+gEvUGnqI8o+og+oS/oa/A5+Bb8CH4u0aC1OvMQXYng1x+qHwse</latexit>

Figure 3: Comparison between the
novel framework and FedAvg in the
model parameter space. Solid black
arrows denote local updates at clients.
Green and blue dots denote the global
updates made by the novel general-
ized update rule and FedAvg respec-
tively. While wi controls the direc-
tion of the solid green arrow, effec-
tive steps τeff determines how far the
global model moves along with this di-
rection. FedAvg implicitly assigns too
higher weights for clients with more lo-
cal steps, resulting in a biased global
direction.

1. Locally averaged gradient d
(t)
i : Without loss

of generality, we can rewrite the cumulative local
changes as ∆

(t)
i = −ηG(t)

i ai, where G
(t)
i =

[gi(x
(t,0)
i ), gi(x

(t,1)
i ), . . . , gi(x

(t,τi)
i )] ∈ Rd×τi stacks all

stochastic gradients in the t-th round, and ai ∈ Rτi is a
non-negative vector and defines how stochastic gradients
are locally accumulated. Then, by normalizing the gradi-
ent weights ai, the locally averaged gradient is defined as
d
(t)
i = G

(t)
i ai/‖ai‖1. The normalizing factor ‖ai‖1 in the

denominator is the `1 norm of the vector ai. By setting
different ai, (4) works for most common client optimizers
such as SGD with proximal updates, local momentum, and
variable learning rate, and more generally, any solver whose
cumulative changes ∆

(t)
i = −ηG(t)

i ai, a linear combina-
tion of local gradients.
Specifically, if the client optimizer is vanilla SGD (i.e.,
the case of FedAvg), then ai = [1, 1, . . . , 1] ∈ Rτi and
‖ai‖1 = τi. As a result, the normalized gradient is just
a simple average of all stochastic gradients within current
round: d(t)

i = G
(t)
i ai/τi =

∑τi−1
k=0 gi(x

(t,k)
i )/τi. Later in

this section, we will present more specific examples on how
to set ai in other algorithms.

2. Aggregation weightswi: Each client’s locally averaged
gradient di is multiplied with weight wi when computing
the aggregated gradient

∑m
i=1 widi. By definition, these

weights satisfy
∑m
i=1 wi = 1. Observe that these weights

determine the surrogate objective F̃ (x) =
∑m
i=1 wiFi(x),

which is optimized by the general algorithm in (4) instead
of the true global objective F (x) =

∑m
i=1 piFi(x) – we

will prove this formally in Theorem 1.

3. Effective number of steps τeff: Since client i makes τi
local updates, the average number of local SGD steps per communication round is τ̄ =

∑m
i=1 τi/m.

However, the server can scale up or scale down the effect of the aggregated updates by setting the
parameter τeff larger or smaller than τ̄ (analogous to choosing a global learning rate [25, 40]). We
refer to the ratio τ̄ /τeff as the slowdown, and it features prominently in the convergence analysis
presented in Section 4.2.

The general rule (4) enables us to freely choose τeff and wi for a given local solver ai, which
helps design fast and consistent algorithms such as FedNova, the normalized averaging method
proposed in Section 5. In Figure 3, we further illustrate how the above key elements influence the
algorithm and compare the novel generalized update rule and FedAvg in the model parameter space.
Besides, in terms of the implementation, the server is not necessary to know the specific form of local
accumulation vector ai. Each client can send the normalized update −ηd(t)

i to the central server,
which is just a re-scaled version of cumulative local changes ∆

(t)
i .

Previous Algorithms as Special Cases. Any previous algorithms whose cumulative changes
∆

(t)
i = −ηG(t)

i ai, a linear combination of local gradients can be subsumed by the above formulation.
One can validate this as follows:

x(t+1,0) − x(t,0) =

m∑

i=1

pi∆
(t)
i = −

m∑

i=1

pi‖ai‖1 ·
ηG

(t)
i ai
‖ai‖1

(5)

=−
(

m∑

i=1

pi‖ai‖1
)

︸ ︷︷ ︸
τeff: effective local steps

m∑

i=1

η

(
pi‖ai‖1∑m
i=1 pi‖ai‖1

)

︸ ︷︷ ︸
wi: weight

(
G

(t)
i ai
‖ai‖1

)

︸ ︷︷ ︸
di: normalized gradient

. (6)
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Unlike the more general form (4), in (6), which subsumes the following previous methods, τeff and wi
are implicitly fixed by the choice of the local solver (i.e., the choice of ai). Due to space limitations,
the derivations of following examples are relegated to the Appendix.

• Vanilla SGD as Local Solver (FedAvg). In FedAvg, the local solver is SGD such that ai =
[1, 1, . . . , 1] ∈ Rτi and ‖ai‖1 = τi. As a consequence, the locally averaged gradient di is a simple
average over τi iterations, τeff =

∑m
i=1 piτi, and wi = piτi/

∑m
i=1 piτi. That is, the normalized

gradients with more local steps will be implicitly assigned higher weights.
• Proximal SGD as Local Solver (FedProx). In FedProx, local SGD steps are corrected by a
proximal term. It can be shown that ai = [(1− α)τi−1, (1− α)τi−2, . . . , (1− α), 1] ∈ Rτi , where
α = ηµ and µ is a tunable parameter. In this case, we have ‖ai‖1 = [1− (1− α)τi ]/α and hence,

τeff = α−1
∑m
i=1 pi[1− (1− α)τi ], wi = pi[1− (1− α)τi ]/

∑m
i=1 pi[1− (1− α)τi ]. (7)

When α = 0, FedProx is equivalent to FedAvg. As α = ηµ increases, the wi in FedProx is
more similar to pi, thus making the surrogate objective F̃ (x) more consistent. However, a larger α
corresponds to smaller τeff, which slows down convergence, as we discuss more in the next subsection.
• SGD with Decayed Learning Rate as Local Solver. Suppose the clients’ local learning rates are
exponentially decayed, then we have ai = [1, γi, . . . , γ

τi−1
i ] where γi ≥ 0 can vary across clients.

As a result, we have ‖ai‖1 = (1− γτii )/(1− γi) and wi ∝ pi(1− γτii )/(1− γi). Comparing with
the case of FedProx (7), changing the values of γi has a similar effect as changing (1− α).
• Momentum SGD as Local Solver. If we use momentum SGD where the local momentum buffers
of active clients are reset to zero at the beginning of each round [25] due to the stateless nature of
cross-device FL [2], then we have ai = [1 − ρτi , 1 − ρτi−1, . . . , 1 − ρ]/(1 − ρ), where ρ is the
momentum factor, and ‖ai‖1 = [τi − ρ(1− ρτi)/(1− ρ)]/(1− ρ).

More generally, the new formulation (6) suggests that wi 6= pi whenever clients have different ‖ai‖1,
which may be caused by imbalanced local updates (i.e., ai’s have different dimensions), or various
local learning rate/momentum schedules (i.e., ai’s have different scales).

4.2 Convergence Analysis for Smooth Non-Convex Functions

In Theorem 1 and Theorem 2 below we provide a convergence analysis for the general update rule (4)
and quantify the solution bias due to objective inconsistency. The analysis relies on Assumptions 1
and 2 used in the standard analysis of SGD [51] and Assumption 3 commonly used in the federated
optimization literature [38, 12, 13, 20, 40, 2] to capture the dissimilarities of local objectives.
Assumption 1 (Smoothness). Each local objective function is Lipschitz smooth, that is,
‖∇Fi(x)−∇Fi(y)‖ ≤ L ‖x− y‖ ,∀i ∈ {1, 2, . . . ,m}.
Assumption 2 (Unbiased Gradient and Bounded Variance). The stochastic gradient at each client
is an unbiased estimator of the local gradient: Eξ[gi(x|ξ)] = ∇Fi(x), and has bounded variance
Eξ[‖gi(x|ξ)−∇Fi(x)‖2] ≤ σ2,∀i ∈ {1, 2, . . . ,m}, σ2 ≥ 0.
Assumption 3 (Bounded Dissimilarity). For any sets of weights {wi ≥ 0}mi=1,

∑m
i=1 wi = 1, there

exist constants β2 ≥ 1, κ2 ≥ 0 such that
∑m
i=1 wi ‖∇Fi(x)‖2 ≤ β2 ‖∑m

i=1 wi∇Fi(x)‖2 + κ2. If
local functions are identical to each other, then we have β2 = 1, κ2 = 0.

Theorem 1 (Convergence to the Surrogate Objective F̃ (x)’s Stationary Point). Under Assump-
tions 1 to 3, any federated optimization algorithm that follows the update rule (4), will converge to
a stationary point of a surrogate objective F̃ (x) =

∑m
i=1 wiFi(x). More specifically, if the total

communication rounds T is pre-determined and the learning rate η is small enough η =
√
m/τT

where τ = 1
m

∑m
i=1 τi, then the optimization error will be bounded as follows:

min
t∈[T ]

E‖∇F̃ (x(t,0))‖2 ≤O
(
τ/τeff√
mτT

)
+O

(
Aσ2

√
mτT

)
+O

(
mBσ2

τT

)
+O

(
mCκ2

τT

)

︸ ︷︷ ︸
denoted by εopt in (10)

(8)

where O swallows all constants (including L), and quantities A,B,C are defined as follows:

A = mτeff
∑m
i=1

w2
i ‖ai‖22
‖ai‖21

, B =
∑m
i=1 wi(‖ai‖

2
2 − a2i,−1), C = maxi{‖ai‖21 − ‖ai‖1 ai,−1} (9)

where ai,−1 is the last element in the vector ai.
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In the Appendix, we also provide another version of this theorem that explicitly contains the local
learning rate η. Moreover, since the surrogate objective F̃ (x) and the original objective F (x) are
just different linear combinations of the local functions, once the algorithm converges to a stationary
point of F̃ (x), one can also obtain some guarantees in terms of F (x), as given by Theorem 2 below.

Theorem 2 (Convergence in Terms of the True Objective F (x)). Under the same conditions as
Theorem 1, the minimal gradient norm of the true global objective function F (x) =

∑m
i=1 piFi(x)

will be bounded as follows:

min
t∈[T ]

‖∇F (x(t,0))‖2 ≤ 2
[
χ2
p‖w(β2 − 1) + 1

]
εopt

︸ ︷︷ ︸
vanishing error term

+ 2χ2
p‖wκ

2

︸ ︷︷ ︸
non-vanishing error due to obj. inconsistency

(10)

where εopt denotes the vanishing optimization error given by (8) and χ2
p‖w =

∑m
i=1(pi − wi)2/wi

represents the chi-square divergence between vectors p = [p1, . . . , pm] and w = [w1, . . . , wm].
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Figure 4: Illustration on how the parame-
ter α = ηµ influences the convergence of
FedProx. We set m = 30, pi = 1/m, τi ∼
N (20, 20). ‘Weight bias’ denotes the chi-
square distance between p and w. ‘Slow-
down’ and ’Relative Variance’ quantify how
the first and the second terms in (8) change.

Discussion: Theorems 1 and 2 describe the conver-
gence behavior of a broad class of federated hetero-
geneous optimization algorithms. Observe that when
all clients take the same number of local steps us-
ing the same local solver, we have p = w such
that χ2 = 0. Also, when all local functions are
identical to each other, we have β2 = 1, κ2 = 0.
Only in these two special cases, is there no objec-
tive inconsistency. For most other algorithms sub-
sumed by the general update rule in (4), both wi
and τeff are influenced by the choice of ai. When
clients have different local progress (i.e., different
ai vectors), previous algorithms will end up with
a non-zero error floor χ2κ2, which does not van-
ish to 0 even with sufficiently small learning rate.
In Appendix, we further construct a lower bound
and show that limT→∞mint∈[T ] ‖∇F (x(t,0))‖2 =

Ω(χ2
p‖wκ

2), suggesting (10) is tight.

Novel Insights Into the Convergence of FedProx
and the Effect of µ. Recall that in FedProx ai =
[(1 − α)τi−1, . . . , (1 − α), 1], where α = ηµ. Accordingly, substituting the effective steps and
aggregated weight, given by (7), into (8) and (10), we get the convergence guarantee for FedProx.
Again, it has objective inconsistency because wi 6= pi. As we increase α, the weights wi come
closer to pi and thus, the non-vanishing error χ2κ2 in (10) decreases (see blue curve in Figure 4).
However increasing α worsens the slowdown τ/τeff, which appears in the first error term in (8) (see
the red curve in Figure 4). In the extreme case when α = 1, although FedProx achieves objective
consistency, it has a significantly slower convergence because τeff = 1 and the first term in (8) is τ
times larger than that with FedAvg (eq. to α = 0).

Theorem 1 also reveals that, in FedProx, there should exist a best value of α that balances all terms in
(8). In Appendix, we provide a corollary showing that α = O(m

1
2/τ

1
2 T

1
6 ) optimizes the error bound

(8) of FedProx and yields a convergence rate of O(1/
√
mτT + 1/T

2
3 ) on the surrogate objective. This

can serve as a guideline on setting α in practice.

Linear Speedup Analysis. Another implication of Theorem 1 is that when the communication
rounds T is sufficiently large, then the convergence of the surrogate objective will be dominated by
the first two terms in (8), which is 1/

√
mτT . This suggests that the algorithm only uses T/γ total

rounds when using γ times more clients (i.e., achieving linear speedup) to reach the same error level.

5 FedNova: Proposed Federated Normalized Averaging Algorithm

Theorems 1 and 2 suggest an extremely simple solution to overcome the problem of objective
inconsistency. When we set wi = pi in (4), then the second non-vanishing term χ2

p‖wκ
2 in (10) will
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just become zero. This simple intuition yields the following new algorithm:

FedNova x(t+1,0) − x(t,0) = −τ (t)eff
∑m
i=1 pi · ηd

(t)
i where d

(t)
i = G

(t)
i a

(t)
i /‖a(t)

i ‖1 (11)

The proposed algorithm is named federated normalized averaging (FedNova), because the locally
normalized updates di are averaged/aggregated instead of the local changes ∆i = −ηGiai. When
the local solver is vanilla SGD, then ai = [1, 1, . . . , 1] ∈ Rτi and d

(t)
i is a simple average over

current round’s gradients. In order to be consistent with FedAvg whose update rule is (6), one can
simply set τ (t)eff =

∑m
i=1 piτ

(t)
i . Then, in this case, the update rule of FedNova is equivalent to

x(t+1,0) − x(t,0) = (

m∑

i=1

piτ
(t)
i )

m∑

i=1

pi
∆

(t)
i

τ
(t)
i

. (12)

Comparing to previous algorithm x(t+1,0) − x(t,0) =
∑m
i=1 pi∆

(t)
i , each local change in FedNova

is re-scaled by (
∑m
i=1 piτ

(t)
i )/τ

(t)
i . This simple tweak in the aggregation weights eliminates incon-

sistency in the solution.

Flexibility in Choosing Hyper-parameters and Local Solvers. Besides vanilla SGD, the new
formulation of FedNova naturally allows clients to choose various local solvers (i.e., client-side
optimizer). As discussed in Section 4.1, the local solver can also be GD/SGD with decayed local
learning rate, GD/SGD with proximal updates, GD/SGD with local momentum, etc. Furthermore,
the value of τeff is not necessarily to be controlled by the local solver as previous algorithms. For
example, when using SGD with proximal updates, one can simply set τeff =

∑m
i=1 piτi instead of its

default value
∑m
i=1 pi[1− (1− α)τi ]/α. This can help alleviate the slowdown problem discussed in

Section 4.2.

Combination with Acceleration Techniques. If clients are stateful and have additional com-
munication bandwidth, they can use cross-client variance reduction techniques to further accel-
erate the training [21, 20, 39]. In this case, the local gradient at the k-th local step becomes
gi(x

(t,k)) +
∑m
i=1 pid

(t−1)
i − d

(t−1)
i . Besides, on the server side, one can also implement server

momentum or adaptive server optimizers [25, 42, 40], in which the aggregated normalized gradient
−τeff

∑m
i=1 ηpidi is used to update the server momentum buffer instead of directly updating the

server model.

Convergence Analysis. The local solvers at clients do not necessarily need to be the same or fixed
across rounds. In the following theorem, we obtain strong convergence guarantee for FedNova, even
with arbitrarily time-varying local updates and client optimizers.
Theorem 3 (Convergence of FedNova to a Consistent Solution). Suppose that each client performs
arbitrary number of local updates τi(t) using arbitrary gradient accumulation method ai(t), t ∈ [T ]

per round. Under Assumptions 1 to 3, if local learning rate is set as η =
√
m2/K, where K =

m
∑T−1
t=0 τi(t) denotes the number of processed mini-batches across all clients after T rounds, then

FedNova converges to a stationary point of F (x). The detailed bound is the same as the right hand
side of (8), except that τ , A,B,C are replaced by their average values over all rounds.

Using the techniques developed in [12, 20, 13], Theorem 3 can be further generalized to incorporate
client sampling schemes. We provide corresponding corollaries in the Appendix. Moreover, forcing
all clients to perform τ = mini τi local steps (let us call this algorithm FedAvg-min) can also ensure
objective consistency. However, in each round, FedAvg-min will go over less data samples than
FedNova (mbτmin versus b

∑m
i=1 τi where b is the mini-batch size), resulting in worse performance.

Another drawback of a fixed τ algorithm like FedAvg-min is that faster nodes would remain idle
in each round while waiting for slower nodes. FedNova avoids such straggling delays by allowing
nodes to make different numbers of local updates.

6 Experimental Results

Experimental Setup. We evaluate all algorithms on two setups with non-IID data partitioning: (1)
Logistic Regression on a Synthetic Federated Dataset: The dataset Synthetic(1, 1) is originally
constructed in [38]. The local dataset sizes ni, i ∈ [1, 30] follows a power law. (2) DNN trained
on a Non-IID partitioned CIFAR-10 dataset: We train a VGG-11 [52] network on the CIFAR-
10 dataset [53], which is partitioned across 16 clients using a Dirichlet distribution Dir16(0.1),
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as done in [54]. The original CIFAR-10 test set (without partitioning) is used to evaluate the
generalization performance of the trained global model. The local learning rate η is decayed by a
constant factor after finishing 50% and 75% of the communication rounds. The initial value of η
is tuned separately for FedAvg with different local solvers. When using the same solver, FedNova
uses the same η as FedAvg to guarantee a fair comparison. On CIFAR-10, we run each experiment
with 3 random seeds and report the average and standard deviation. More details are in Appendix2.
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Figure 5: Results on the synthetic dataset under three different settings. In FedProx, we set µ = 1,
the best value reported in [38]. Left: All clients perform Ei = 5 local epochs; Middle: Only C = 0.3
fraction of clients are randomly selected per round to perform Ei = 5 local epochs; Right: Only
C = 0.3 fraction of clients are randomly selected per round to perform random and time-varying
local epochs Ei(t) ∼ U(1, 5).

Table 1: Results comparing FedAvg and FedNova with var-
ious client optimizers (i.e., local solvers) trained on non-
IID CIFAR-10 dataset. FedProx and SCAFFOLD correspond
to FedAvg with proximal SGD updates and cross-client
variance-reduction (VR), respectively.

Local Epochs Client Opt. Test Accuracy %

FedAvg FedNova

Ei = 2
(16 ≤ τi ≤ 408)

Vanilla 60.68±1.05 66.31±0.86
Momentum 65.26±2.42 73.32±0.29

Proximal [38] 60.44±1.21 69.92±0.34

E
(t)
i ∼ U(2, 5)

(16 ≤ τ
(t)
i ≤ 1020)

Vanilla 64.22±1.06 73.22±0.32
Momentum 70.44±2.99 77.07±0.12

Proximal [38] 63.74±1.44 73.41±0.45
VR [20] 74.72±0.34 74.72±0.19

Momen.+VR Not Defined 79.19±0.17

Synthetic Dataset Simulations. In
Figure 5, we observe that by simply
changing wi to pi, FedNova not only
converges faster than FedAvg but also
achieves consistently the best perfor-
mance under three different settings.
Note that the only difference between
FedNova and FedAvg is the aggre-
gated weights when averaging the nor-
malized gradients.

Non-IID CIFAR-10 Experiments.
In Table 1 we compare the perfor-
mance of FedNova and FedAvg on
non-IID CIFAR-10 with various client
optimizers run for 100 communica-
tion rounds. When the client opti-
mizer is SGD or SGD with momen-
tum, simply changing the weights
yields a 6-9% improvement on the test
accuracy; When the client optimizer is proximal SGD, FedAvg is equivalent to FedProx. We man-
ually tune the value of µ from {0.0005, 0.001, 0.005, 0.01}. By setting τeff =

∑m
i=1 piτi and

correcting the weights wi = pi while keeping ai same as FedProx, FedNova-Prox achieves about
10% higher test accuracy than FedProx. When using variance-reduction methods such as SCAFFOLD
(that requires doubled communication), FedNova-based method preserves the same test accuracy.
Furthermore, combining local momentum and variance-reduction in FedNova achieves the highest
test accuracy among all other solvers. This kind of combination is non-trivial and has not appeared
yet in the literature. We provide its pseudo-code in the Appendix.

Effectiveness of Local Momentum. From Table 1, it is worth noting that using momentum SGD
as the local solver is an effective way to improve the performance. It generally achieves 3-7%
higher test accuracy than vanilla SGD. This local momentum scheme can be further combined with
server momentum [25, 42, 40]. When Ei(t) ∼ U(2, 5), the hybrid momentum scheme achieves test
accuracy 81.15± 0.38% As a reference, using server momentum alone achieves 77.49± 0.25%.

2Our code is available at: https://github.com/JYWa/FedNova.

9

https://github.com/JYWa/FedNova


Broader Impact

The future of machine learning lies in moving both data collection as well as model training to the
edge. This nascent research field called federated learning considers a large number of resource-
constrained devices such as cellphones or IoT sensors that collect training data from their environment.
Due to limited communication capabilities as well as privacy concerns, these data cannot be directly
sent over to the cloud. Instead, the nodes locally perform a few iterations of training and only send
the resulting model to the cloud. In this paper, we develop a federated training algorithm that is
system-aware (robust and adaptable to communication and computation variabilities by allowing
heterogeneous local progress) and data-aware (can handle skews in the size and distribution of
local training data by correcting model aggregation scheme). This research has the potential to
democratize machine learning by transcending the current centralized machine learning framework.
It will enable lightweight mobile devices to cooperatively train a common machine learning model
while maintaining control of their training data.
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