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Tactile Artificial Sight: Segmentation of Images
for Scene Simplification

THIERRY PUN, STUDENT MEMBER, IEEE

Abstract—Aiming at designing the image processing unit of a visual
prosthesis for sight handicapped, an efficient picture simplification
scheme for tactile outputs is proposed. Some psychological considera-
tions are given to help in its development. A new simple and robust
segmentation method which combines the advantages of both the classi-
cal edge and region approaches is introduced. This method uses, on the
one hand, the inherent property of edges to provide transition thresholds
between regions of monotonous intensity, and on the other hand, the
fact that region segmentation methods give closed regions. A region
labeling is applied using those thresholds, yielding well outlined areas.
Artificial textures are introduced to help in the tactile discrimination of
shapes.

I. VisuAL PROSTHESIS RESEARCH
A. Background

HE field of sensory prosthesis for sight handicapped has

been tremendously explored for a long time [1], [2].
Despite a lot of research, the problem of “showing” the blind
an image has, however, still no answer. Most of the already
existing devices [3] have been designed for specific purposes
and they replace a very restricted part of vision, such as mobil-
ity aids [4] (laser cane, ultrasonic binaural sensor ...) and
reading aids [3] (Optacon text reader, Kurzweil speaking
machine ...). Current investigations actually stress complex
prosthetic systems, like neurological stimulators of the visual
cortex [5] and tactile vision systems [6], [7]. In addition to
technological difficulties, the development of these systems
raises several psychological problems. This work tries to in-
corporate such considerations to help in the development of a
tactile prosthesis.

Tactile perception of simple patterns is a well-known in-
formation acquisition mean for the sight handicapped. The
Braille alphabet and relief maps of cities are some examples.
Experiments with the tactile perception of more complex
images have been performed some years ago by Bach-Y-Rita
and others [6] with a rather mitigated success. Such tactile
prosthesis are composed of an image sensor, a processing unit,
and a tactile display [8]. This paper describes the conception
of algorithms for the image processing unit.

B. Psychologicai Considerations and Adequate Image
Processing

From psychologists, the partial success of Bach-Y-Rita’s first
experimentations was probably partly due to the lack of an
evaluation of the educational psychology problems of handi-
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capped. Complex tactile images could be made perceptible to
a blind person only by giving him access to the relation be-
tween what he does and what he feels [9]. Practically speak-
ing, this may signify that the subject will be able to operate
the image sensor himself. He will extract the transformation
law between his action on the camera and the evolutive tactile
pattern he feels; this perceptual invariants extraction will en-
able the tactile picture understanding process. However, this
evolutive prosthesis would imply a rather formidable learning
task. o

The work presented here aims at a different application: the
development of an image processor yielding tactile images for
educational purposes. Such a machine would be used in
classes for blind children, providing relief illustrations from
grey-level documents.: This will help the children to develop
their mental images, facilitating experiments and coordination
of movements. From concerned teachers there is a real need
of such an “on-line” portable device. Relief printers, yielding
0.2 to 0.6 mm high outputs, are close to being available [10].

For the above mentioned evolutive approach, there is per-
haps no direct need of complex image processing, the subject’s
sensory system being solicitated to do the most of the task.
For our application, however, the tactile image has to be
simplified: this is the Gestalt approach. Preliminary tests with
blind subjects show that the pictorial information has to be
processed in order to remove irrelevant details while emphasiz-
ing informative patterns like the contours of objects. These
contours have to be closed to delimite and separate semantic
entities. Synthetic textures have also to be introduced to help
in the tactile discrimination of shapes. In order to obtain
closed contours of informative areas,a new edge/region method
for image segmentation has been designed. It avoids itera-
tive processes, therefore it is more convenient for a simple
portable implementation than more efficient but more com-
plex algorithms.

II. ANEw EDGE/REGION METHOD FOR IMAGE
SEGMENTATION

A. The Segmentation Problem

Image segmentation is the division of an image into different
regions, each one being characterized by the uniformity of

" certain features [11]. Only the intensity feature (grey-level)

is considered in our context. Segmentation research [12] has
concentrated on two approaches: edge and region algorithms.
The edge approach first extracts picture elements (pixels) of
high gradient values, then thresholds out the weak ones to get
contours. However, they are usually broken and their recon-
struction is extremely difficult.

The duals of this approach are region growing and region
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Fig. 1. Block diagram of the image processing unit.

labeling. Region growing starts at some pixel of well-defined
feature value(s) and creates regions by merging adjacent points
satisfying an uniformity criterion. Such are split-and-merge
algorithms. They are generally quite time and memory con-
suming. These algorithms are inherently well suited for relaxa-
tion procedures. Region labeling, also called global feature
thresholding, consists in identifying thresholds on (in our case)
the grey-level histogram, usually at valleys between the modes.
The picture is then scanned, and a'label is attributed to each
point depending to which slice of grey-levels it belongs. This
method, as region growing, yields closed regions (which at the
limit may be one point wide). It is, however, usually difficult
to determine the thresholds, because the modes overlap or are

hidden by noise. There is then a need of modification of this

histogram in order to induce or to find modes [13].

B. The Segmentation Method

The approach presented here combines advantages of both
edge extraction and region labeling methods. The inherent
‘property of edges to easily provide transitions between regions
of uniform intensity enables the determination of thresholds
corresponding to these intensities. A region labeling is then

applied with those thresholds, yielding closed regions. Neither -

modification nor noise deconvolution of the grey-level histo-
gram is requested to obtain the thresholds. Although only the
grey-level is used as feature, the method can easily be extended
to multifeature segmentation. }

Instead of using the normal grey-level histogram which may
be problematic to process, only some pixels inside the regions
of constant feature are used. These points can be found just
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beside the edges. The method consists in extracting skeleton-
ized contours,! then to shift them with respect to the edges.
Local contour intensity histograms are computed on the
original image at addresses pointed by these skeletonized con-
tours; due to the way they are determined they are usually
unimodal, sometimes bimodal. These contour histograms
(one for each contour) are thresholded and accumulated,
providing a density function where modes are quite separated.
Segmentation thresholds are determined at the valleys, and a
staircase look-up function (in fact a requantization law) is
built, each step corresponding to one of the thresholds.

The shift between the edge image and the contour image is
done when preprocessing the picture. If the resulting value of
the convolving operator is attributed to the upper left-hand
corner of the window, each convolution shifts the filtered
image by the half of the mask size. Fig. 1 presents the block
diagram of the method.

III. IMPLEMENTATION AND RESULTS
A. Preprocessing

One of the test images used for this study is the cameraman
[Fig. 2(a)]. It is digitized with a raster of 256 X 256 points
and quantized to 8 bits. Its grey-level histogram is shown in
Fig. 2(b). It is not a typically relevant test image in the con-
text of our work because it introduces quite complex spatial
notions. However, its complexity makes it suitable to evaluate
the goodness of the methods. The algorithms yielding the
skeletonized contours [14], [15] are briefly recalled here.

First, median smoothing [16] is applied to reduce the high
frequency noise without blurring edges. The size of the filter
is a function of the details that have to be kept or removed.
It cannot be too large because this would distord the shapes,
but if too small it would have no effect. This size has been
experimentally fixed to 5 X 5 points, providing a shift of two
pixels.

The edge extraction is then performed by applying the usual
2 X 2 high-pass Mero-Vassy operator. It replaces the level
2(i, j) at point of coordinates (i, j) by

2'(d, )=lz(i, ) +z(i, j+1)-z(i+1,j)-z(i + 1, j+ 1)l
+lz(f, j)+z(i+1,7)-z(i,j+ 1)

—z(i+ 1, j+ DL 1)

The shift is there one point, the total shift of the whole pre-
processing being three points.

B. Contours Extraction

The ridge-riding algorithm [17] provides directly skeletonized
contours. It is applied on the preprocessed image, which is
seen as a surface where the ridges are the edges. The procedure
requires two thresholds: one above which a track: begins,
following a ridge, and the other below which the track stops.
This algorithm yields skeletons which are probably the most
significant ones, that is the ridges of the edges. It is robust
because it detects contours even in very poorly contrasted

'In the text edges will refer to the high-gradient points, while contours
will refer to the binary skeletonized edges.
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Fig. 2. The cameraman. (a) Original grey-level image. (b) Grey-level histogram.

areas. Fig. 3 shows the result of the algorithm, after elimina- and ng2 are the %-fractiles). Then two anisotropy coefficients
tion of contours shorter than 30 points, al and a2 are defined by
The two thresholds are selected via the entropic thresholding
method [14], which is very easy to implement. Let us consider Aol i
the grey-level histogram of the preprocessed image. The al=- % (pi-lbpi)lH a2=- % (pi-lbpi)[H (2)
probability of occurrence of each of its n + 1 levels is denoted 0 el
by pi. Find the two levels nal and na2 dividing the histogram
into three parts containing the same number of points (nal where [bpi is the logarithm in base 2 of pi, and H the Shannon
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entropy of the histogram are selected in the two valleys. The more asymmetric it

becomes, the more shifted toward the high peaks they are.

n

H=-3 pi-lbpi. (3)
1]

C. Segmentation
Note that -/bpi can be approximed by the number of bits of

1/pi. The thresholds 71 and r2 are selected as the levels
satisfying

Fig. 4 shows the contours superimposed on the original
image. One histogram is computed for each of them. These
histograms are smoothed with a moving average (MA) filter
whose size L is proportional to their entropy H. This yields a

t1
%Pf=%+|]§'a” 2 pi=%+1i-al (4)

0

If the histogram has three equally filled modes, the thresholds

small window when only few levels are present, avoiding
spurious blurring, while in case of many levels a large L results
in a good smoothing. The ratio between L and A has been
experimentally fixed to 2 (L is 2H). This choice provides a
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Fig. 6. Look-up function.

good compromise between a too strong smoothing (greater
ratios), which alters the selection of thresholds and the accept-
ance of spurious noise. '
After MA filtering, each histogram is thresholded in order to
detect the main(s) mode(s). The threshold is fixed at half of
the maximal value of each of them, but the results are not

sensitive to this choice. All these binary contour histograms
are finally summed (Fig. 5). The MA smoothingis then again
applied. Thresholds far the segmentation are determined as
the valleys (if they are large, each Qf their extremity is ac-
cepted). The staircase look-up function is then built, each step
corresponding to one of the thresholds (Fig. 6).
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Fig. 7. Borders of the labeled regions after a 3 X 3 majority filtering.

After labeling, a post-processing majority filter is applied to
remove the very small regions and to provide large areas which
are more easily tactily interpretable. The label at the center of
a convolving window is replaced by the most occurring one
inside this neighborhood. The extent of this window has been
fixed to 3 X 3 points (larger sizes distord too much shapes).
Since this majority filtering converges quickly, it has been only
applied once. Fig. 7 shows the borders between the regions of
same label.

IV. RESULTS AND CONCLUDING COMMENTS

A. Discussion and Comments

This segmentation method leads to good results. Poorly
contrasted objects, such as the two towers in the right part of
the picture, are segmented. The general shape of the elements
is well outlined. There are, however, two kinds of errors.
First, semantical ones which are not due to the segmentation
itself. This is the case for the lines rising up in the sky. The
regions they border have the same levels as the towers. It is
then impossible to segment these buildings without dividing
the sky into distinct parts. Second, there are errors due to the
implementation of the method. For example, dark parts such
as the man’s pocket have disappeared because there was no
contour extracted along it (Fig. 3). There was thus no contour
histogram associated with it. Such an error could be avoided
by tolerating contours shorter than 30 points. This was not
suitable in our context, with too much details appearing then.

For elementary pictures it is possible to detect the valleys
directly on the grey-level histogram. But for more complex
images, this method fails. The proposed method provides
histograms with modes more separated than on the original
ones (compare Figs. 2(a) and 5). More complicated methods
[11] probably yield better results; however, the proposed
Segmentation is simple, robust, and provides convenient
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Fig. 8. Introduction of synthetic textures (four different patterns).

pictures for our purpose. It also could be easily extended to
multifeature segmentation. :

As mentioned above, synthetic textures have to be created
to ease in the tactile discrimination of regions. It has been
chosen to texture only the largest ones (supposed to be those
with the most occurring labels), which are difficult to be
tactily discriminated. Fig. 8 shows the picture 7 filled in with
four different synthetic patterns.

This method has been experimented on three complex
images and on several single pictures (animals, objects .. .),
always with good segmentation. It is actually implemented on
a CDC Cyber 170-720 computer; however, a portable realiza-
tion is planned for the near future.

B. Conclusion

Aiming at designing the image processing unit of a visual
prosthesis for sight handicapped, an efficient picture simplifi-
cation scheme for tactile outputs is proposed. A new, simple,
fast, and robust segmentation method which combines the ad-
vantages of both the classical edge and region approaches is
introduced. This method uses, on the one hand, the inherent
property of edges to provide transition thresholds between
regions of monotonous intensity, and on the other hand, the
fact that region segmentation methods give closed regions. A
region labeling is applied using those thresholds, yielding well-
outlined areas. Artificial textures are introduced to help in
the tactile discrimination of the shapes.
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