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Abstract

Tag switching is a way to combine the label-swapping forwarding paradigm with network 
layer routing. This has several advantages. Tags can have a wide spectrum of forwarding 
granularities, so at one end of the spectrum a tag could be associated with a group of desti-
nations, while at the other a tag could be associated with a single application flow. At the 
same time forwarding based on tag switching, due to its simplicity, is well suited to high 
performance forwarding. These factors facilitate the development of a routing system 
which is both functionally rich and scalable. Finally, tag switching simplifies integration 
of routers and ATM switches by employing common addressing, routing, and manage-
ment procedures.

1.0   Introduction

Continuous growth of the Internet demands higher bandwidth within the Internet Service 
Providers (ISPs). However, growth of the Internet is not the only driving factor for higher 
bandwidth - demand for higher bandwidth also comes from emerging multimedia applica-
tions. Demand for higher bandwidth, in turn, requires higher forwarding performance for 
both multicast and unicast traffic.

The growth of the Internet also demands improved scaling properties of the Internet rout-
ing system. The ability to contain the volume of routing information maintained by indi-
vidual routers and the ability to build a hierarchy of routing knowledge are essential to 
support a high quality, scalable routing system.

While the destination-based forwarding paradigm is adequate in many situations, we 
already see examples where it is no longer adequate. The ability to overcome the rigidity 
of destination-based forwarding and to have more flexible control over how traffic is 
routed is likely to become more and more important.

We see the need to improve forwarding performance while at the same time adding rout-
ing functionality to support multicast, allowing more flexible control over how traffic is 
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routed, and providing the ability to build a hierarchy of routing knowledge. Moreover, it    
becomes more and more crucial to have a routing system that can support graceful evolu-
tion to accommodate new and emerging requirements.

Tag switching is a technology that provides an efficient solution to these challenges. Tag 
switching blends the flexibility and rich functionality provided by Network Layer routing 
with the simplicity provided by the label swapping forwarding paradigm. The simplicity 
of the tag switching forwarding paradigm (label swapping) enables improved forwarding 
performance, while maintaining competitive price/performance. By associating a wide 
range of forwarding granularities with a tag, the same forwarding paradigm can be used to    
support a wide variety of routing functions, such as destination-based routing, multicast, 
hierarchy of routing knowledge, and flexible routing control. Finally, a combination of 
simple forwarding, a wide range of forwarding granularities, and the ability to evolve rout-
ing functionality while preserving the same forwarding paradigm enables a routing system 
that can gracefully evolve to accommodate new and emerging requirements.

Tag switching consists of two components: forwarding and control. The forwarding com-
ponent uses the tag information (tags) carried by packets and the tag forwarding informa-
tion maintained by a tag switch to perform packet forwarding. The control component is 
organized as a set of modules which are responsible for maintaining correct tag forward-
ing information among a group of interconnected tag switches. Each module provides a 
particular set of control functionality.

The rest of the document is organized as follows. The main components of tag switching, 
forwarding and control, are described in Sections 2 and 3 respectively. The description of 
the control component includes support for such functions as destination-based routing 
(Section 3.1), hierarchy of routing knowledge (Section 3.2), multicast routing 
(Section 3.3), quality of service (Section 3.4), and flexible routing beyond the conven-
tional destination-based paradigm(Section 3.5). Section 4.0 introduces the notion of For-
warding Equivalence Classes, and shows how tag switching is related to the notion of 
Forwarding Equivalence Classes. Section 5.0 describes how tag switching could be used 
with ATM. Section 6.0 briefly describes possible deployment scenarios. Section 7.0 cov-
ers some of the previous work. Section 8.0 summarizes the results.

2.0  Forwarding component

The fundamental forwarding paradigm employed by tag switching is based on the notion 
of label swapping. When a packet with a tag is received by a tag switch, the switch uses 
the tag as an index in its Tag Forwarding Information Base (TFIB). Each entry in the TFIB 
consists of an incoming tag, and one or more sub-entries of the form <outgoing tag, outgo-
ing interface, outgoing link level information>. If the switch finds an entry with the incom-
ing tag equal to the tag carried in the packet, then for each corresponding <outgoing tag, 
outgoing interface, outgoing link level information> sub-entry the switch replaces the tag 
in the packet with the outgoing tag, replaces the link level information (e.g., MAC 
address) in the packet with the outgoing link level information, and forwards the packet 
over the outgoing interface.
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From the above description of the forwarding component we can make several observa-
tions. First, the forwarding decision is based on the exact match algorithm using a fixed 
length, fairly short tag as an index. This enables a simplified forwarding procedure, rela-
tive to longest match forwarding traditionally used at the network layer. All other things 
being equal, this in turn enables higher forwarding performance (higher packets per sec-
ond). The forwarding procedure is simple enough to allow a straightforward hardware 
implementation.

A second observation is that the forwarding decision is independent of the tag’s forward-
ing granularity. For example, the same forwarding algorithm applies to both unicast and 
multicast - a unicast entry would just have a single (outgoing tag, outgoing interface, out-
going    link level information) sub-entry, while a multicast entry may have one or more 
(outgoing tag, outgoing interface, outgoing link level information) sub-entries. (For multi-
access links, the outgoing link level information in this case would include a multicast 
MAC address.) This illustrates how with tag switching the same forwarding paradigm can 
be used to support different routing functions (e.g., unicast, multicast, etc...)

Thirdly, we can observe that the forwarding algorithm is network layer independent. By 
using control components specific to particular network layer protocols, it is possible to 
support a variety of network layer protocols with the same forwarding mechanism.

The architecture allows a tag switch to maintain either a single TFIB per tag switch, or a 
TFIB per interface. Moreover, a tag switch could mix both of these options - some tags 
could be maintained in a single TFIB, while other tags could be maintained in a TFIB 
associated with individual interfaces. 

The simple forwarding procedure is thus essentially decoupled from the control compo-
nent of tag switching. New routing (control) functions can readily be deployed without 
disturbing the forwarding paradigm. This means that it is not necessary to re-optimize    
forwarding performance (by modifying either hardware or software) as new routing func-
tionality is added.

2.1  Tag encapsulation

Tag switching clearly requires a tag to be carried in each packet. The tag information can 
be carried in a variety of ways:

• as part of the layer 2 header, if the layer 2 header provides adequate semantics (e.g., 
Frame Relay, or ATM [Davie-1]);

• as a small “shim” tag header inserted between the layer 2 and the Network Layer head-
ers [Rosen];

It is therefore possible to implement tag switching over virtually any media type including 
point-to-point links, multi-access links, and ATM.
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3.0  Control component

Essential to tag switching is the notion of binding between a tag and Network Layer rout-
ing (routes). The control component is responsible for creating tag bindings, and then dis-
tributing the tag binding information among tag switches. Creating a tag binding involves 
allocating a tag, and then binding a tag to a route. The distribution of tag binding informa-
tion among tag switches could be accomplished via several options: 

• piggybacking on existing control protocols [Farinacci-2], [Davie-2]

• using a Tag Distribution Protocol (TDP) [Doolan]

One important characteristic of the tag switching architecture is that creation of tag bind-
ings is driven primarily by control traffic rather than by data traffic1. Control traffic driven 
creation of tag bindings has several advantages, as compared to data traffic driven creation 
of tag bindings. For one thing, it minimizes the amount of additional control traffic needed 
to distribute tag binding information, as tag binding information is distributed only in 
response to control traffic, independent of data traffic. It also makes the overall scheme 
independent of and insensitive to the data traffic profile/pattern. Control traffic driven cre-
ation of tag binding improves forwarding performance, as tags are “precomputed” (“pre-
bound”) before data traffic arrives, rather than being created as data traffic arrives. It also 
simplifies the overall system behavior, as the control plane is controlled solely by control 
traffic, rather than by a mix of control and data traffic. 

Another important characteristic of the tag switching architecture is that distribution and 
maintenance of tag binding information is consistent with distribution and maintenance of 
the associated routing information. For example, distribution of tag binding information 
for tags associated with unicast routing is based on the technique of incremental updates 
with explicit acknowledgment. This is very similar to the way unicast routing information 
gets distributed by such protocols as OSPF and BGP [RFC1771]. In contrast, distribution 
of tag binding information for tags associated with multicast routing is based on period 
updates/refreshes, without any explicit acknowledgments. This is consistent with the way 
multicast routing information is distributed by such protocols as PIM.

To provide good scaling characteristics, while also accommodating diverse routing func-
tionality, tag switching supports a wide range of forwarding granularities. At one extreme 
a tag could be associated (bound) to a group of routes (more specifically to the Network 
Layer Reachability Information of the routes in the group). At the other extreme a tag 
could be bound to an individual application flow (e.g., an RSVP flow). A tag could also be 
bound to a multicast tree. More formally, tags are bound to forwarding equivalence 
classes, which are described further in Section 4.0.

The control component is organized as a collection of modules, each designed to support a 
particular routing function. To support new routing functions, new modules can be added. 
The following describes some of the modules.

1. Examples of control traffic that could result in creation of tag binding are unicast routing updates, PIM 
Join/Prune messages, and RSVP Path/Resv messages.
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3.1   Destination-based routing

In this section we describe how tag switching can support destination-based routing. 
Recall that with destination-based routing a router makes a forwarding decision based on 
the destination address carried in a packet and the information stored in the Forwarding    
Information Base (FIB) maintained by the router. A router constructs its FIB by using the 
information it receives from routing protocols (e.g., OSPF, BGP).

To support destination-based routing with tag switching, a tag switch, just like a router, 
participates in routing protocols (e.g., OSPF, BGP), and constructs its FIB using the infor-
mation it receives from these protocols.

There are three permitted methods for tag allocation and Tag Forwarding Information 
Base (TFIB) management: (a) downstream tag allocation, (b) downstream tag allocation 
on demand, and (c) upstream tag allocation. In all cases, a switch allocates tags and binds 
them to address prefixes in its FIB. In downstream allocation, the tag that is carried in a 
packet is generated and bound to a prefix by the switch at the downstream end of the link 
(with respect to the direction of data flow). “On demand” allocation means that tags will 
only be allocated and distributed by the downstream switch when it is requested to do so 
by the upstream switch. Method (b) is most useful in ATM networks (see Section 5). In 
upstream allocation, tags are allocated and bound at the upstream end of the link. Note that 
in downstream allocation, a switch is responsible for creating tag bindings that apply to 
incoming data packets, and receives tag bindings for outgoing packets from its neighbors. 
In upstream allocation, a switch is responsible for creating tag bindings for outgoing tags, 
i.e. tags that are applied to data packets leaving the switch, and receives bindings for 
incoming tags from its neighbors.

Downstream Allocation:  The downstream tag allocation scheme operates as follows: for 
each route in its FIB the switch allocates a tag, creates an entry in its Tag Forwarding 
Information Base (TFIB) with the incoming tag set to the allocated tag, and then adver-
tises the binding between the (incoming) tag and the route to other adjacent tag switches. 
The advertisement could be accomplished by either piggybacking the binding on top of 
the existing routing protocols, or by using a separate Tag Distribution Protocol (TDP) 
[Doolan]. When a tag switch receives tag binding information for a route, and that infor-
mation was originated by the next hop for that route, the switch places the tag (carried as 
part of the binding information) into the outgoing tag of the TFIB entry associated with 
the route. This creates the binding between the outgoing tag and the route.

When a router receives a binding of the form <prefix, tag> from a neighbor R, and it has 
determined from the routing protocols that R is the next hop for that prefix, it interprets the 
binding as a request to place that tag in all data packets destined for that prefix before 
sending them to R. We can see how this works by way of an example, shown in Figure 1.

We first consider the distribution of tag binding information. When tag switch R1 receives 
a route to address prefix 192.6/161 and associated with it tag 6, R1 creates an entry in its 
TFIB corresponding to this route, and places the received tag (6) in the outgoing tag com-
ponent of the entry. It also generates a local tag (10), places the locally generated tag into 
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the incoming tag component of the entry, and then advertises the binding between this tag 
and the route to other routers. When R3 receives the tag binding information, if R3 selects 
R1 as the next hop towards 192.6/16, then R3 creates an entry in its TFIB, places the 
received tag (10) into the outgoing tag component of the entry, generates a local tag (5), 
places the locally generated tag into the incoming tag component of the entry, and then 
advertises the binding between this tag and the route to other routers. Using similar proce-
dures all other routers would create their TFIB entries. In this example, we assume that the 
router to the left of R5 (which is not shown) is not capable of tag switching, and thus will 
send untagged packets to R5. To handle such packets, R5 augments its Forwarding Infor-
mation Base (FIB) with the outgoing tag information learned from its tag-capable neigh-
bors.

Now consider the handling of data traffic. When a packet destined to 192.6.10.5 arrives at 
R5, the packet doesn’t carry any tag information (as the packet arrived from a router that is 
assumed to be not capable of supporting tag switching). R5 uses its Forwarding Informa-
tion Base (FIB) to make a forwarding decision on the packet. As part of this forwarding 
decision, R5 adds a tag (5) to the packet, and then sends a (tagged) packet to its next hop - 
R3. When the packet arrives at R3, R3 extracts the tag from the packet, finds a TFIB entry 
with the incoming tag equal to the tag extracted from the packet, replaces the tag in the 
packet with the outgoing tag from the found entry, and sends the packet to its next hop 
(R1). The operations performed at R1 are similar to the ones at R3. The upper path of the 

1. We denote an address prefix as X/Y where X is the prefix followed by enough trailing bits to make the 
end of the prefix on an octet boundary, and Y is the number of the leftmost significant bits in the prefix.

192.6/16 <6>

192.6/16
<10>

192.6/16
<10>

incoming = 5
outgoing = 10

incoming = 6
outgoing = 10

incoming = 100
outgoing = 6
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outgoing = 5

192.6/16 <6>

192.6/16 <5>

R4 R2
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Figure 1: example of operations
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picture illustrates handling of an already tagged packet. Operations of R4 and R2 are sim-
ilar to the ones of R3. 

Downstream on demand allocation: With the downstream on demand tag allocation 
scheme, operation is as follows. For each route in its FIB, the switch identifies the next 
hop for that route. It then issues a request (via TDP) to the next hop for a tag binding for 
that route. When the next hop receives the request, it allocates a tag, creates an entry in its 
TFIB with the incoming tag set to the allocated tag, and then returns the binding between 
the (incoming) tag and the route to the switch that sent the original request. When the 
switch receives the binding information, the switch creates an entry in its TFIB, and sets 
the outgoing tag in the entry to the value received from the next hop. Handling of data 
packets is as for downstream allocation. The main application for this mode of operation is 
with ATM switches, as described in Section 5.0.

Upstream allocation: The upstream tag allocation scheme is used as follows. If a tag 
switch has one or more point-to-point interfaces, then for each route in its FIB whose next 
hop is reachable via one of these interfaces, the switch allocates a tag, creates an entry in 
its TFIB with the outgoing tag set to the allocated tag, and then advertises to the next hop 
(via TDP) the binding between the (outgoing) tag and the route. When a tag switch that is 
the next hop receives the tag binding information, the switch places the tag (carried as part 
of the binding information) into the incoming tag of the TFIB entry associated with the 
route.

Note that, while the architecture includes both the downstream and the upstream alloca-
tion, we have found the two downstream allocation methods adequate for all practical pur-
poses so far1. First of all, the downstream methods match the flow of the unicast routing 
information, thus enabling piggybacking of the tag binding information on top of unicast 
routing protocols (e.g., BGP). Also, the downstream methods are not restricted to point-to-
point interfaces, thus enabling use of the same allocation scheme, regardless of the type of 
interfaces. Finally, the downstream schemes do not separate the entity that allocates the 
tag from the entity that uses the tag for forwarding, while the upstream allocation sepa-
rates the two. The separation adds additional complexity to the tag allocation procedures.

Independent of which tag allocation method is used, once a TFIB entry is populated with 
both incoming and outgoing tags, the tag switch can forward packets for routes bound to 
the tags by using the tag switching forwarding algorithm (as described in Section 3).

When a tag switch creates a binding between an outgoing tag and a route, the switch, in 
addition to populating its TFIB, also updates its FIB with the binding information. This 
enables the switch to add tags to previously untagged packets. 

So far we described how a tag could be bound to a single route, creating a one-to-one map-
ping between routes and tags. However, under certain conditions it is possible to bind a tag 
not just to a single route, but to a group of routes, creating a many-to-one mapping 

1. The downstream allocation is used not just for the destination-based forwarding, but for tag switching 
with multicast (see Section 3.3), and tag switching with RSVP (see Section 3.4).



Tag Switching Architecture Overview December 4, 1997 8

between routes and tags. Consider a tag switch that is connected to a router. It is quite pos-
sible that the switch uses the router as the next hop not just for one route, but for a group of 
routes. Under these conditions the switch doesn’t have to allocate distinct tags to each of 
these routes - one tag would suffice. The distribution of tag binding information is unaf-
fected by whether there is one-to-one or one-to-many mapping between tags and routes. 
Now consider a tag switch that receives from one of its neighbors (tag switching peers) tag 
binding information for a set of routes, such that the set is bound to a single tag. If the 
switch decides to use some or all of the routes in the set, then for these routes the switch 
doesn’t need to allocate individual tags - one tag would suffice. Such an approach may be 
valuable when tags are a precious resource, as they may be for example in an ATM tag 
switch. Note that the ability to support many-to-one mapping makes no assumptions about 
the routing protocols being used.

When a tag switch adds a tag to a previously untagged packet the tag could be either asso-
ciated with the route to the destination address carried in the packet, or with the route to 
some other tag switch along the path to the destination (in some cases the address of that 
other tag switch could be gleaned from network layer routing protocols). The latter option 
provides yet another way of mapping multiple routes into a single tag. However, this 
option is either dependent on particular routing protocols, or would require a separate 
mechanism for discovering tag switches along a path.

To understand the scaling properties of tag switching in conjunction with destination-
based routing, observe that the total number of tags that a tag switch has to maintain can 
not be greater than the number of routes in the switch’s FIB. Moreover, as we have just 
seen, the number of tags can be much less than the number of routes. Thus, much less state 
is required than would be the case if tags were allocated to individual flows.

In general, a tag switch will try to populate its TFIB with incoming and outgoing tags for 
all routes to which it has reachability, so that all packets can be forwarded by simple label 
swapping. Tag allocation is thus driven by topology (routing), not data traffic - it is the 
existence of a FIB entry that causes tag allocations, not the arrival of data packets.

Use of tags associated with routes, rather than flows, also means that there is no need to 
perform flow classification procedures for all the flows to determine whether to assign a 
tag to a flow. That, in turn, simplifies the overall scheme, and makes it more robust and    
stable in the presence of changing traffic patterns.

Note that when tag switching is used to support destination-based routing, tag switching 
does not completely eliminate the need to perform normal Network Layer forwarding. 
First of all, to add a tag to a previously untagged packet requires normal Network Layer    
forwarding. This function could be performed by the first hop router, or by the first router 
on the path that is able to participate in tag switching. This was illustrated by router R5 in 
the previous example. In addition, whenever a tag switch aggregates a set of routes (e.g., 
by using the technique of hierarchical routing), into a single tag, and the routes do not 
share a common next hop, the switch needs to perform Network Layer forwarding for 
packets carrying that tag. However, one could observe that the number of places where 
routes get aggregated is smaller than the total number of places where forwarding deci-
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sions have to be made. Moreover, quite often aggregation is applied to only a subset of the 
routes maintained by a tag switch. As a result, on average a packet can be forwarded most 
of the time using the tag switching algorithm.

3.2  Hierarchy of routing knowledge

The IP routing architecture models a network as a collection of routing domains. Within a 
domain, routing is provided via interior routing (e.g., OSPF), while routing across 
domains is provided via exterior routing (e.g., BGP). However, all routers within domains    
that carry transit traffic (e.g., domains formed by Internet Service Providers) have to main-
tain information provided by not just interior routing, but exterior routing as well. That 
creates certain problems. First of all, the amount of this information is not insignificant.    
Thus it places additional demand on the resources required by the routers. Moreover, 
increase in the volume of routing information quite often increases routing convergence 
time. This, in turn, degrades the overall performance of the system.

Tag switching allows complete decoupling of interior and exterior routing. With tag 
switching only tag switches at the border of a domain would be required to maintain rout-
ing information provided by exterior routing - all other switches within the domain would 
just maintain routing information provided by the domain’s interior routing (which is usu-
ally significantly smaller than the exterior routing information). This, in turn, reduces the 
routing load on non-border switches, and shortens routing convergence time.

To support this functionality, tag switching allows a packet to carry not one but a set of 
tags, organized as a stack. A tag switch could either swap the tag at the top of the stack, or 
pop the stack, or swap the tag and push one or more tags into the stack.

Consider a tag switch that is at the border of a routing domain. This switch maintains both 
exterior and interior routes. The interior routes provide routing information and tags to all 
the other tag switches within the domain. For each exterior route that the switch receives 
from some other border tag switch that is in the same domain as the local switch, the 
switch maintains not just a tag associated with the route, but also a tag associated with the 
route to that other border tag switch. Moreover, for inter-domain routing protocols that are 
capable of passing the “third-party” next hop information the switch would maintain a tag 
associated with the route to the next hop, rather than with the route to the border tag switch 
from whom the local switch received the exterior route.

When a packet is forwarded between two (border) tag switches in different domains, the 
tag stack in the packet contains just one tag (associated with an exterior route). However, 
when a packet is forwarded within a domain, the tag stack in the packet contains not one, 
but two tags (the second tag is pushed by the domain’s ingress border tag switch, and is 
associated with an interior route to the egress border tag switch). The tag at the top of the 
stack provides packet forwarding to an appropriate egress border tag switch, while the 
next tag in the stack provides correct packet forwarding at the egress switch. The stack is 
popped by either the egress switch or by the penultimate (with respect to the egress 
switch) switch.
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The control component used in this scenario is fairly similar to the one used with destina-
tion-based routing. In fact, the only essential difference is that in this scenario the tag bind-
ing information is distributed both among physically adjacent tag switches, and among    
border tag switches within a single domain. One could also observe that the latter (distri-
bution among border switches) could be trivially accommodated by very minor extensions 
to BGP (via a separate Tag Binding BGP attribute).

Support for the hierarchy of routing knowledge could be realized even in the presence of 
routing information aggregation within the domain (when the aggregation is done by the 
domain’s interior routing), as long as the addressing information of the domain’s border 
routers stays unaggregated. Note that this restriction on aggregation isn’t that unreason-
able, as for example OSPF, while aggregating topology information, doesn’t aggregate the 
addressing information about the border routers (“AS Border Routers” in the OSPF termi-
nology). 

3.3   Multicast

Essential to multicast routing is the notion of spanning trees. Multicast routing procedures 
(e.g., PIM) are responsible for constructing such trees (with receivers as leafs), while mul-
ticast forwarding is responsible for forwarding multicast packets along such trees. Thus, to 
support a multicast forwarding function with tag switching we need to be able to associate 
a tag with a multicast tree. The following describes the procedures for allocation and dis-
tribution of tags for multicast.

When tag switching is used for multicast, it is important that tag switching be able to uti-
lize multicast capabilities provided by the Data Link layer (e.g., multicast capabilities pro-
vided by Ethernet). To be able to do this, an (upstream) tag switch connected to a given 
Data Link subnetwork should use the same tag when forwarding a multicast packet to all 
of the (downstream) switches on that subnetwork. This way the packet will be multicasted 
at the Data Link layer over the subnetwork. To support this, all tag switches that are part of 
a given multicast tree, and are on a common subnetwork must agree on a common tag that 
would be used for forwarding multicast packets along the tree over the subnetwork. More-
over, since multicast forwarding is based on Reverse Path Forwarding (RPF), it is crucial 
that, when a tag switch receives a multicast packet, a tag carried in a packet must enable 
the switch to identify both (a) a particular multicast group, as well as (b) the previous hop 
(upstream) tag switch that sent the packet.

To support the requirements outlined in the previous paragraph, the tag switching architec-
ture assumes that (a) multicast tags are associated with interfaces on a tag switch (rather 
than with a tag switch as a whole)1, (b) tag space that a tag switch could use for allocating 
tags for multicast is partitioned into non-overlapping regions among all the tag switches 
connected to a common Data Link subnetwork, and (c) there are procedures by which tag 

1. Thus a tag switch maintains multicast tags in TFIBs that are associated with individual interfaces of the 
switch (rather than with the switch as a whole).
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switches that belong to a common multicast tree and are on a common Data Link subnet-
work agree on the tag switch that is responsible for allocating a tag for the tree1.

One possible way of partitioning tag space into non-overlapping regions among tag 
switches connected to a common subnetwork is based on PIM [Deering] [RFC2117] and 
is described in [Farinacci-1]. It is a distributed allocation of the tag space in which each 
tag switch claims a region of the space and announces this region to its neighbors. Con-
flicts are resolved based on the IP address of the contending switches (the higher address 
wins, the lower retries). Once the tag space is partitioned among tag switches, the switches 
may create bindings between tags and multicast trees (routes).

At least in principle there are two possible ways to create binding between tags and multi-
cast trees (routes). The first alternative is a form of upstream allocation somewhat similar 
to the one described for unicast (see Section 4.1). In this case, for a set of tag switches that 
share a common Data Link subnetwork, the tag switch that is upstream with respect to a 
particular multicast tree allocates a tag (out of its own region that doesn’t overlap with the 
regions of other switches on the subnetwork), binds the tag to a multicast route, and then 
advertises the binding to all the (downstream) switches on the subnetwork. With the sec-
ond alternative [Farinacci-2], one of the tag switches that is downstream with respect to a 
particular multicast tree allocates a tag (out of its own region that doesn’t overlap with the 
regions of other switches on the subnetwork), binds the tag to a multicast route, and then 
advertises the binding to all the switches (both downstream and upstream) on the subnet-
work. Usually the first tag switch to join the group is the one that performs the allocation.

Each of the above alternatives has its own trade-offs. The first alternative is fairly simple - 
one upstream router does the tag binding and multicasts the binding downstream. How-
ever, the first alternative may create uneven distribution of allocated tags, as some tag 
switches on a common subnetwork may have more upstream multicast sources than the 
others. Also, changes in topology could result in upstream neighbor changes, which in turn 
would require tag re-binding. Finally, one could observe that distributing tag binding from 
upstream towards downstream is inconsistent with the direction of multicast routing infor-
mation distribution (from downstream towards upstream). 

The second alternative, even if more complex that the first one, has its own advantages. 
For one thing, it makes distribution of multicast tag binding consistent with the distribu-
tion of unicast tag binding. It also makes distribution of multicast tag binding consistent 
with the distribution of multicast routing information. This, in turn, allows the piggyback-
ing of tag binding information on existing multicast routing protocols (PIM).This alterna-
tive also avoids the need for tag re-binding when there are changes in upstream neighbor. 
Finally it is more likely to provide more even distribution of allocated tags, as compared to 
the first alternative. Note that this approach does require a mechanism to choose the tag 
allocator from among the downstream tag switches on the subnetwork.

1. Observe that a combination of (b) and (c) guarantees that within a given Data Link subnetwork a given 
tag could be associated with at most one multicast tree.



Tag Switching Architecture Overview December 4, 1997 12

3.4  Quality of service

Two mechanisms are needed for providing a range of qualities of service to packets pass-
ing through a router or a tag switch. First, we need to classify packets into different 
classes. Second, we need to ensure that the handling of packets is such that the appropriate    
QOS characteristics (bandwidth, loss, etc.) are provided to each class.

Tag switching provides an easy way to mark packets as belonging to a particular class 
after they have been classified the first time. Initial classification would be done using con-
figuration information (e.g., all traffic from a certain interface) or using information car-
ried in the network layer or higher layer headers (e.g., all packets between a certain pair of 
hosts). A tag corresponding to the resultant class would then be applied to the packet. 
Tagged packets can then be efficiently handled by the tag switching routers in their path 
without needing to be reclassified. The actual scheduling and queueing of packets is 
largely orthogonal - the key point here is that tag switching enables simple logic to be used 
to find the state that identifies how the packet should be scheduled.

Tag switching can, for example, be used to support a small number of classes of service in 
a service provider’s network (e.g. premium and standard) [Lin]. On frame-based media, 
the class can be encoded by a field in the tag header [Rosen]. On ATM tag switches, addi-
tional tags can be allocated to differentiate the different classes. For example, rather than 
having one tag for each destination prefix in the FIB, an ATM tag switch could have two 
tags per prefix, one to be used by premium traffic and one by standard. Thus a tag binding 
in this case is a triple consisting of <prefix, QOS class, tag>. Such a tag would be used 
both to make a forwarding decision and to make a scheduling decision, e.g., by selecting 
the appropriate queue in a weighted fair queueing (WFQ) scheduler.

To provide a finer granularity of QOS, tag switching can be used with RSVP [Braden]. We 
propose a simple extension to RSVP [Davie-2] in which a tag object is defined. Such an 
object can be carried in an RSVP reservation message and thus associated with a session. 
Each tag capable router assigns a tag to the session and passes it upstream with the reser-
vation message. Thus the association of tags with RSVP sessions works very much like 
the binding of tags to routes with downstream allocation. Note, however, that binding is 
accomplished using RSVP rather than TDP. (It would be possible to use TDP, but it is sim-
pler to extend RSVP to carry tags and this ensures that tags and reservation information 
are communicated in a similar manner.)

When data packets are transmitted, the first router in the path that is tag-capable applies 
the tag that it received from its downstream neighbor. This tag can be used at the next hop 
to find the corresponding reservation state, to forward and schedule the packet appropri-
ately, and to find the suitable outgoing tag value provided by the next hop. Note that tag 
imposition could also be performed at the sending host.

3.5  Flexible routing (explicit routes)

One of the fundamental properties of destination-based routing is that the only informa-
tion from a packet that is used to forward the packet is the destination address. While this 
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property enables highly scalable routing, it also limits the ability to influence the actual    
paths taken by packets. This, in turn, limits the ability to evenly distribute traffic among 
multiple links, taking the load off highly utilized links, and shifting it towards less utilized 
links. For Internet Service Providers (ISPs) who support different classes of service, desti-
nation-based routing also limits their ability to segregate different classes with respect to 
the links used by these classes. Some of the ISPs today use Frame Relay or ATM to over-
come the limitations imposed by destination-based routing. Tag switching, because of the 
flexible granularity of tags, is able to overcome these limitations without using either 
Frame Relay or ATM.

Another application where destination-based routing is no longer adequate is routing with 
resource reservations (QOS routing).Increasing the number of ways by which a particular 
reservation could traverse a network may improve the success of the reservation. Increas-
ing the number of ways, in turn, requires the ability to explore paths that are not con-
strained to the ones constructed solely based on destination.

To provide forwarding along the paths that are different from the paths determined by the 
destination-based routing, the control component of tag switching allows installation of 
tag bindings in tag switches that do not correspond to the destination-based routing    
paths.

4.0  Tag Forwarding Granularities and Forwarding 
Equivalence Classes

 A conventional router has some sort of structure or set of structures which may be called a 
“forwarding table”, which has a finite number of entries. Whenever a packet is received, 
the router applies a classification algorithm which maps the packet to one of the forward-
ing table entries. This entry specifies how to forward the packet.

We can think of this classification algorithm as a means of partitioning the universe of pos-
sible packets into a finite set of “Forwarding Equivalence Classes” (FECs).

Each router along a path must have some way of determining the next hop for that FEC. 
For a given FEC, the corresponding entry in the forwarding table may be created dynami-
cally, by operation of the routing protocols (unicast or multicast), or it might be created by 
configuration, or it might be created by some combination of configuration and protocol.

In tag switching, if a pair of tag switches are adjacent along a tag switched path, they must 
agree on an assignment of tags to FECs. Once this agreement is made, all tag switches on 
the tag switched path other than the first are spared the work of actually executing the clas-
sification algorithm. In fact, subsequent tag switches need not even have the code which 
would be necessary to do this.

There are a large number of different ways in which one may choose to partition a set of 
packets into FECs. Some examples:
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1. Consider two packets to be in the same FEC if there is a single address prefix in the 
routing table which is the longest match for the destination address of each packet;

2.  Consider two packets to be in the same FEC if these packets have to traverse through a 
common router/tag switch;

3.  Consider two packets to be in the same FEC if they have the same source address and 
the same destination address;

4. Consider two packets to be in the same FEC if they have the same source address, the 
same destination address, the same transport protocol, the same source port, and the 
same destination port.

5. Consider two packets to be in the same FEC if they are alike in some arbitrary manner 
determined by policy. Note that the assignment of a packet to a FEC by policy need not 
be done solely by examining the network layer header. One might want, for example, 
all packets arriving over a certain interface to be classified into a single FEC, so that 
those packets all get tunnelled through the network to a particular exit point.

Other examples can easily be thought of.

In case 1, the FEC can be identified by an address prefix (as described in Section 3.1). In 
case 2, the FEC can be identified by the address of a tag switch (as described in 
Section 3.2). Both 1 and 2 are useful for binding tags to unicast routes - tags are bound to 
FECs, and an address prefix, or an address identifies a particular FEC. Case 3 is useful for 
binding tags to multicast trees that are constructed by protocols such as PIM (as described 
in Section 3.3). Case 4 is useful for binding tags to individual flows, using, say, RSVP (as 
described in Section 3.4). Case 5 is useful as a way of connecting two pieces of a private 
network across a public backbone (without even assuming that the private network is an IP 
network) (as described in Section 3.5).

Any number of different kinds of FEC can co-exist in a single tag switch, as long as the 
result is to partition the universe of packets seen by that tag switch. Likewise, the proce-
dures which different tag switches use to classify (hitherto untagged) packets into FECs 
need not be identical.

Networks could be organized around a hierarchy of FECs. For example, (non-adjacent) 
tag switches TSa and TSb may classify packets into some set of FECs - FEC1,...,FECn. 
However from the point of view of the intermediate tag switches between TSa and TSb, all 
of these FECs may be treated indistinguishably. That is, as far as the intermediate tag 
switches are concerned, the union of the FEC1,...,FECn is a single FEC. Each intermediate 
tag switch may then prefer to use a single tag for this union (rather than maintaining indi-
vidual tags for each member of this union). Tag switching accommodates this by provid-
ing a hierarchy of tags, organized in a stack.

Much of the power of tag switching arises from the facts that:

• there are so many different ways to partition the packets into FECs,

• different tag switches can partition the hitherto untagged packets in different ways,
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• the route to be used for a particular FEC can be chosen in different ways,

• a hierarchy of tags, organized as a stack, can be used to represent the network's hierar-
chy of FECs.

Note that tag switching does not specify, as an element of any particular protocol, a gen-
eral notion of “FEC identifier”. Even if it were possible to have such a thing, there is no 
need for it, since there is no “one size fits all” setup protocol which works for any arbitrary 
combination of packet classifier and routing protocol. That is why tag distribution is some-
times done with TDP, sometimes with BGP, sometimes with PIM, sometimes with RSVP.

5.0   Tag switching with ATM

Since the tag switching forwarding paradigm is based on label swapping, and since ATM 
forwarding is also based on label swapping, tag switching technology can readily be 
applied to ATM switches by implementing the control component of tag switching.

The tag information needed for tag switching can be carried in the VCI field. If two levels 
of tagging are needed, then the VPI field could be used as well, although the size of the 
VPI field limits the size of networks in which this would be practical. However, for most 
applications of one level of tagging the VCI field is adequate.

To obtain the necessary control information, the switch should be able to support the tag 
switching control component - (at a minimum) to participate as a peer in Network Layer 
routing protocols (e.g., OSPF, BGP, PIM), and implement mechanism(s) for tag mainte-
nance. Moreover, if the switch has to perform routing information aggregation, then to 
support destination-based unicast routing the switch should be able to perform Network 
Layer forwarding for some fraction of the traffic as well.

Supporting the destination-based routing function with tag switching on an ATM switch 
may require the switch to maintain not one, but several tags associated with a route (or a 
group of routes with the same next hop). This is necessary to avoid the interleaving of    
packets which arrive from different upstream tag switches, but are sent concurrently to the 
same next hop. On the other hand, if an ATM switch has build-in mechanism(s) to sup-
press cell interleave, then the switch could implement the destination-based routing func-
tion precisely the way it was described in Section 4.1. The downstream tag allocation on 
demand scheme is likely to be a preferred scheme for the tag allocation and TFIB mainte-
nance procedures with ATM switches, as this scheme allows efficient use of entries in the 
cross-connect tables maintained by ATM switches; cross connect table entries are often a 
relatively scarce resource in an ATM switch. Downstream on demand tag allocation in an 
ATM switch allocates an entry in a TFIB associated with a particular interface only if the 
other switch connected to that interface uses the local switch as its next hop.

Implementing tag switching on an ATM switch simplifies integration of ATM switches 
and routers. From a routing peering point of view an ATM switch capable of tag switching 
would appear as a router to an adjacent router; this reduces the number of routing peers a 
router would have to maintain (relative to the common arrangement where a large number 
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of routers are fully meshed over an ATM cloud). Tag switching enables better routing, as it 
exposes the underlying physical topology to the Network Layer routing. Finally tag 
switching simplifies overall operations by employing common addressing, routing, and 
management procedures among both routers and ATM switches. That could provide a via-
ble, more scalable alternative to the overlay model. Because creation of tag binding is 
driven by control traffic, rather than data traffic, application of this approach to ATM 
switches does not produce high call setup rates, nor does it depend on the longevity of 
flows.

Implementing tag switching on an ATM switch does not preclude the ability to support a 
traditional ATM control plane (e.g., PNNI) on the same switch. The two components, tag 
switching and the ATM control plane, would operate in a Ships In the Night mode (with    
VPI/VCI space and other resources partitioned so that the components do not interact).

6.0  Tag switching migration strategies

Since tag switching is performed between a pair of adjacent tag switches, and since the tag 
binding information could be distributed on a pairwise basis, tag switching could be intro-
duced in a fairly simple, incremental fashion. For example, once a pair of adjacent routers 
are converted into tag switches, each of the switches would tag packets destined to the 
other, thus enabling the other switch to use tag switching. Since tag switches use the same 
routing protocols as routers, the introduction of tag switches has no impact on routers. In 
fact, a tag switch connected to a router acts just as a router from the router’s perspective.

As more and more routers are upgraded to enable tag switching, the scope of functionality 
provided by tag switching widens. For example, once all the routers within a domain are 
upgraded to support tag switching, in becomes possible to start using the hierarchy of    
routing knowledge function.

7.0  Previous work

In this section we briefly cover some of the related work, and compare and contrast it with 
Tag Switching.1 All of the approaches described below strive to combine aspects of layer 2 
forwarding (based on label swapping) with layer 3 control.

Cell Switched Router: The Cell Switch Router (CSR) proposal [RFC2098] [RFC2129] 
by Toshiba primarily aims at better integration of IP and ATM. Essential to the proposal is 
the notion of a Cell Switch Router - a device that interconnects Logical IP Subnetworks 
(LISs), and is capable of both IP forwarding and ATM cell switching. Within a LIS con-
nectivity among hosts and/or routers is provided by the ATM Forum defined control plane. 
Connectivity that spans multiple LISs is provided via CSRs that interconnect LISs, and 
could be accomplished by either cell forwarding (without requiring cell reassembly at 

1. Note that the coverage of the related work is by no means complete. Neither is the comparison between 
Tag Switching and other approaches described in this section.
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each LIS boundary), or by IP forwarding (by requiring cell reassembly at each LIS bound-
ary). The tag binding creation is driven by either RSVP messages, or by data traffic. The 
distribution and maintenance of tag binding information is done via a separate protocol - 
Flow Attribute Notification Protocol (FANP) [RFC2129]. 

IP Switching:  The IP Switching proposal [RFC1953] [RFC1954][RFC1987] is fairly dif-
ferent from Tag Switching. In contrast with Tag Switching, the range of forwarding granu-
larities supported by IP Switching is fairly limited - Flow Type 1 supports forwarding 
granularity of a single application flow (source/destination IP addresses, source/destina-
tion port numbers); Flow Type 2 supports forwarding granularity of a single source/desti-
nation IP addresses pair. (Other granularities are possible in principle, but have not been 
defined at the time of writing.) The limited forwarding granularity supported by IP 
Switching has rather adverse effects on its scaling properties. In contrast with Tag Switch-
ing, creation of tag binding information is driven by data (rather than by control) traffic. 
Some of the drawbacks of this approach are described in Section 3.0. Distribution of tag 
binding information is always done via a separate protocol (Ipsilon Flow Management 
Protocol - IFMP) - the option of piggybacking tag binding information on top of the exist-
ing routing protocols isn’t used by IP Switching. In contrast with Tag Switching, where 
distribution and maintenance of tag binding information is done in a manner that is consis-
tent with the distribution and maintenance of the underlying routing information, the 
information about new tag binding is in all cases distributed by IFMP using periodic 
refreshes with no explicit acknowledgment. With IP Switching the existing tag binding 
information is deleted either due to timeouts, or by explicit reclaiming, where the reclaim-
ing process includes an explicit acknowledgment. One common thing between IP Switch-
ing and Tag Switching is that both use downstream allocation. There is no notion of a 
stack of tags in IP Switching, and consequently no capability to support the hierarchy of 
routing knowledge. There is no support for explicit routes. At the moment of this writing 
IP Switching is limited to ATM only as the Data Link technology. 

ARIS: In many respects the ARIS proposal [Viswanathan], [Feldman] bears considerable 
similarity to Tag Switching. Creation of tag binding information is driven by control traf-
fic. There is a wide spectrum of forwarding granularities that could be associated with a 
tag. Just like Tag Switching, ARIS supports the notion of a stack of tags. However, there 
are certain differences between the two proposals as well. The distribution of tag binding 
information in ARIS is done via a separate protocol for all the tag binding information, 
except the one associated with either RSVP or with BGP. As a result, the distribution of 
tag binding information for both tags associated with multicast routes, and for tag associ-
ated with destination-based routing is done in precisely the same fashion, even if the 
underlying routing information is distributed quite differently. In contrast the distribution 
of the tag binding information in Tag Switching is consistent with the distribution of the 
underlying routing information. Rather than using an existing transport, ARIS creates its 
own mechanism for reliable delivery of the ARIS messages. In contrast, Tag Switching 
uses TCP as a reliable transport for its Tag Distribution Protocol (TDP). Fundamental to 
the ARIS proposal is the concept of an “egress identifier”. We feel that this concept is both 
limited and unnecessary - the concept of Forwarding Equivalence Classes should be used 
instead, as the concept of Forwarding Equivalence Classes is more general than the con-
cept of an egress identifier. In the environments where the Time-to-Live (TTL) field can’t 
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be used to constrain the negative effects due to transient looping (e.g., ATM, Frame Relay), 
it is important to have some other mechanisms to deal with this issue. The ARIS proposal 
deals with this issue by providing a mechanism to guarantee that switched paths would 
always be loop free. However, on the negative side the mechanism provided by ARIS is 
likely to result in unnecessary discards of packets, and may also slow down the overall 
convergence. Moreover, observe that guaranteeing loop free paths is not the only way to 
constrain the negative impact due to transient looping - for example, support for per-VC 
queueing provides a possible alternative.

Threaded Indices. Chandranmenon and Varghese [Chandranmenon] have described a 
scheme that is essentially equivalent to the destination-based unicast routing module of tag 
switching using downstream on demand tag allocation. They also described how tag distri-
bution could be accomplished by associating tags with routes in a distance vector protocol. 

The obvious differences between tag switching and this approach are the fact that tag 
switching uses a variety of different tag distribution mechanisms rather than piggybacking 
tags on the routing protocol, and the fact that downstream-on-demand allocation is only 
used on ATM tag switches. However, it is more significant that destination based routing is 
just one of many control modules supported by tag switching. Not only does tag switching 
support numerous other control modules today as described in Section 3.0, but the ability 
to add new control modules to evolve routing functionality is one of the key advantages of 
tag switching for the future.

The aItPm Router.  While this router [Parulkar] has much in common with conventional 
IP routers, it does have an operating mode that more closely resembles a Toshiba CSR or 
an IP switch. In this mode, when the IP forwarding engine on a router detects a long-lived 
flow, it may select an ATM VCI toward the next hop router that is currently unused and use 
it to forward the flow. The next hop router will then see data arriving on a VC that was pre-
viously unused; it needs to process this data and can decide independently if it too wants to 
forward the flow on a previously unused VC. Thus, a label switched path is set up by data 
traffic, just as with the CSR and IP switching approaches, but the association of flows with 
labels is in this case done purely locally, rather than using a protocol such as FANP or 
IFMP. Like CSR and IP switching, this approach relies on data traffic to drive creation of 
tag binding, rather than control traffic.

8.0  Summary

In this paper we have described the tag switching technology. Tag switching is not con-
strained to a particular Network Layer protocol - it is a multiprotocol solution. The for-
warding component of tag switching is simple enough to facilitate high performance 
forwarding, and may be implemented on high performance forwarding hardware such as 
ATM switches. The control component is flexible enough to support a wide variety of rout-
ing functions, such as destination-based routing, multicast routing, hierarchy of routing 
knowledge, and explicitly defined routes. By allowing a wide range of forwarding granu-
larities that could be associated with a tag, we provide both scalable and functionally rich 
routing. A combination of a wide range of forwarding granularities and the ability to 
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evolve the control component fairly independently from the forwarding component results    
in a solution that enables graceful introduction of new routing functionality to meet the 
demands of a rapidly evolving computer networking environment.
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